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Abstract: Heating, Ventilating, and Air Conditioning (HVAC) systems are the major
energy-consuming devices in buildings. Nowadays, due to the high demand for HVAC system
installation in buildings, designing an effective controller in order to decrease the energy consumption
of the devices while meeting the thermal comfort demands in buildings are the most important goals
of control designers. The purpose of this article is to investigate the different control methods for
Heating, Ventilating, and Air Conditioning and Refrigeration (HVAC & R) systems. The advantages
and disadvantages of each control method are discussed and finally the Fuzzy Cognitive Map (FCM)
method is introduced as a new strategy for HVAC systems. The FCM method is an intelligent
and advanced control technique to address the nonlinearity, Multiple-Input and Multiple-Output
(MIMO), complexity and coupling effect features of the systems. The significance of this method and
improvements by this method are compared with other methods.

Keywords: nonlinear; MIMO; coupling effect; HVAC system; fuzzy cognitive map (FCM);
soft computing method

1. Introduction

In recent decades, building occupants’ demands for thermal comfort are increasing and hence,
the number of HVAC systems has increased correspondingly. Due to the fact these devices account for
almost 50% of the total energy usage in buildings [1], improvement of the applied control techniques
could be a more efficient way of preventing energy losses by these devices and maintaining thermal
comfort at the same time. The HVAC system and specifically the air conditioning system are nonlinear,
and complex and in reality are MIMO devices with coupled parameters [2].

Regarding the significant concern of control engineers, which is how to mimic the real condition
as closely as possible with the intention of designing systems to be as much as possible applicable,
designing advanced control techniques with regards to the features of the system is needed.
The features of the HVAC systems are MIMO, time-varying, nonlinear, complex models and coupling
effects between parameters [3–5]. From the other point of view, the major problems of HVAC
systems are variation in system parameters, variable conditions, and interactions between climatic
parameters, intense nonlinear factors and uncertainty in the model. Consequently, the systems present
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significant nonlinear behavior and time-varying characteristics, so linear control techniques cannot
offer appropriate performance and stability level solutions, particularly over the wide operating range
and when the system’s nonlinearity has a special influence on the system behavior, making the need
for nonlinear control essential.

As Afram and Janabi-Sharifi [3] reported, the control law in nonlinear controller design could
be derived by using feedback linearization, adaptive control techniques and Lyapunov’s stability
theory. In general, more techniques are used like input to state linearization, compensation of static
nonlinearities, input to output linearization, sliding mode, relay control, neural network and fuzzy
control. The control law is used to drive the nonlinear system toward a stable state while meeting
the control objectives. Although the nonlinear control techniques are successful in some nonlinear
cases, they need the complex mathematical analysis and identification of stable states for controller
design. For instance, the robustness is difficult to guarantee in the case of HVAC systems due to
the varying conditions in buildings. Some of the control methods like nonlinear control methods,
need the specification of additional parameters, and integration of these additional parameters with
HVAC system could be difficult and sometimes impractical, like observers for estimating the thermal
and moisture loads. As well, some control methods like nonlinear control do not consider the various
constraints on states and controls to reflect the real conditions [6]. In other words, some factors limit
the usage of nonlinear control for HVAC systems.

Furthermore, most of the practical systems are MIMO systems in nature [7]. With the purpose
of making the system simpler by decoupling the system, the system is considered as a Single-Input
and Single-Output (SISO) system. With regards to a SISO system with the aim of controller design [1],
the performance of transient control of decoupled feedback loops is naturally reduced. As the coupled
parameters are affecting each other, artificially decoupling of them would result the reduced and
imperfect control performance. On the other hand, the previous MIMO controllers [2] are based on
the system’s linearized models in the neighborhood of the system’s operating point. This means,
the system is designed to work around the designed specific operating point and is stable around this
designed operating point of the system. Accordingly, the controller is not practical for wide range of
operating. As a result, the aim of this review is investigation of the different control methods applied
to HVAC systems. The benefits and shortcomings of these control methods are investigated as well.

2. Control Approaches to the HVAC and A/C Systems

Different control approaches are implemented on HVACs which are categorized as classical
control, hard control, soft control, fusion control and other control methods [3,6,8]. Also, they could
be categorized as traditional, advanced and intelligent controllers [1]. These categories in some parts
that overlap. Schematic diagrams of different applied control methods for HVAC systems are shown
in Figure 1.

2.1. Traditional or Classical Control Category

Traditional control methods are divided into two subgroups: On/Off control methods and
Proportional, Integral and Derivative (PID) control modes. Referring to [1], the conventional control
methods are used due to their low initial cost and their simple structure.

The On/Off control mode could be only maximum or zero. This type of controller only has
ability to make turn a thermostat, pressure switch and humidistat on or off. Due to the simplicity of
this method [9], it is not accurate enough. The quality of this controller is not enough due to its low
cost [1,9]. The action of a typical On/Off control method is illustrated in Figure 2.
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Figure 1. Schematic diagram of applied different control methods on Heating, Ventilating,
and Air Conditioning (HVAC) systems.
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Figure 2. On/Off controller application [1] (© 2008 H. Mirinejad, S. H. Sadati, M. Ghasemian and
H. Torab, Journal of Computer Science, Vol. 4, No. 9, PP. 777–783).

The other type of traditional control method is Proportional, Integral and Derivative (PID)
control which has been utilized in many applications and studies in this field [1,6]. The PID
controllers are feedback controllers which work based on the errors of the system (differences between
measured values and desired set point values). The term proportional is relevant to the present
offset, the term integral is relevant to the past errors accumulation and the term derivative shows the
future offset by considering the rate of changes of the process. P and PI controllers are the most used
control algorithms. Thermal process dynamics can be considered as slow responding processes in
buildings, in which a proportional controller can be used to control the temperature with an acceptable
small offset and good stability. These controllers are used for humidity control in buildings as well.
The derivative control are combined with (P + I) control to combat the sudden load changes in the
system, while keeping the zero offset under steady state conditions. Figure 3 indicates the action
of a PID controller. PID controller were used in four levels of supervisory control, maintenance,
the controllers to take care of the actuators and local control loops performance, and finally on
the level to keep the setting of the controllers based on the model [10]. This structure needs a
parameter estimator and control algorithm for self-tuning of the PID controllers by specific references.
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The Ziegler-Nichols (Z-N) method was used for tuning the PID parameters to investigate the influences
of the disturbances on the settling time and overshoot by Tashtoush et al. [11] which is applicable
in small normalized time delays and with normalized gain could be usable for further PID tuning.
In addition, the Dounis et al. [12] applied a PID controller based on Z-N on a dynamic model of
a HVAC system to reduce disturbances, reduce the energy usage of the system and improvement of
indoor comfort.
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Figure 3. Application of PID controller [1] (© 2008 H. Mirinejad, S. H. Sadati, M. Ghasemian and
H. Torab, Journal of Computer Science, Vol. 4, No. 9, PP. 777–783).

Due to the linearity of PID controllers, using them in nonlinear systems like HVAC or A/C
systems causes variable performance of the system. For instance, in the case of temperature control,
the overshoot of the system could be corrected gradually. By tuning the PID to be over damped and
overshoot reduction and prevention which may results in reduced performance of the system and an
increase in the settling time.

Despite the fact that, the conventional controllers are widely used and have acceptable
functions, in consequence of high maintenance and low efficiency, it provides evidence of high
cost. As Perera et al. [9] reported, the traditional control methods can be used for controlling the
systems with certain limitations. These control methods can be easily tuned for SISO systems but
tuning of these methods for MIMO systems are not easy and sometimes are impossible [3]. Table 1
shows the advantages and disadvantages of classical or traditional control techniques.

Table 1. Advantages and disadvantages of classical control techniques.

Control Method Advantage Disadvantage

On/Off control

(1) It is the most easiest and intuitive
method to implement.

(2) It is a basic method and very simple.
(3) Low initial cost.
(4) Plain structure.
(5) Quick response [9].
(6) Feedback controller [9].

(1) It is unable to control moving process with
time delays [3].

(2) It is not accurate enough.
(3) It does not have enough quality.
(4) PID controllers should be used for reducing the

fluctuation produced by on/off controller.
But parameter’s setting for the PID controllers
is difficult [13,14].

(5) Accepts only binary inputs [9].
(6) Due to inability to set point tracking accurately,

this method is inefficient [9].
(7) Not useful and effective in the long run [9].
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Table 1. Cont.

Control Method Advantage Disadvantage

PID control

(1) The most commonly applied
controller in the industry.

(2) This control techniques have been
a dominant area of research and
applications to the field of HVAC [15].

(3) Feedback controller [9].
(4) Derivative term combat with sudden

load changes in the system [9].

(1) Producing undershoot and overshoot which makes
the sudden force to the actuator and causes the
depreciation of the actuators in long time.

(2) Involve with the system’s mathematical model.
(3) Not proper for non-linear and complex systems or

uncertain information systems.
(4) The long testing time is weak point of this method.
(5) Performance is limited.
(6) Tuning the controller parameters is awkward.
(7) Inadequate gains selection for p PID controllers can

result to the instability of the whole system [16].

2.2. Hard Control Category

The hard control strategies consist of [6]:

1. Optimal control method,
2. Robust or H∞ control method,
3. Adaptive control method,
4. Non-linear control method, and
5. Model Predictive Control (MPC).

2.2.1. Optimal Control

According to the nature of the optimal controllers regarding human comfort and energy savings,
they are widely used in this area. The purposes of using optimal control in HVAC systems are mostly
minimizing the energy usage and control effort of the systems and maximizing the thermal comfort [3].
Referring to Mirinejad et al. [1], the primary goals of HVAC systems, which are mostly occupant’s
thermal comfort and energy efficiency are sacrificed. By applying optimal control methods which
have energy saving potential, a minimum amount of energy is used to achieve the desired comfort
temperature and humidity.

Optimal controls or supervisory controls [17] are always pursuing the minimization or
maximization of a real function by systematically selecting values of parameters or variables within
acceptable ranges. In other words, entirely monitoring the system and completely controlling the local
subsystems can be done by optimal control [18]. Therefore, in the case of controlling HVAC systems,
optimal control or supervisory control goals seeking the least possible input energy and operating
cost to provide a healthy atmosphere and thermal comfort, take into consideration the total outdoor
and indoor changing conditions along with the properties of the HVAC systems. By optimal controls
all characteristics of the system level and interactions between variables could be easily considered.
By knowing and utilizing the system’s characteristics and interactions knowledge, the objective
function or cost function could be reached. As a result the system response will be improved and
operating cost will be reduced [17]. Requirements for optimal control problem’s formulation are
as follows:

1. Controlling the system based on mathematical model to arrive at optimal objectives,
2. Specifying the performance index,
3. Requirement to all boundary conditions on states, and constraints to be satisfied by states and

controls, and
4. A declaration of which variables are free [9,19].

The optimal control strategy for obtaining the twofold objective of minimizing a cost function
and maximization performance could rely on different models of the system such as white, grey or
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black box models [17]. The mathematical model is utilized to design the optimal control strategies
for controlling the building’s heating [20–23]. The grey box model for optimal control method was
used by Berthou et al. [24]. The data from one floor of the elementary school building are measured for
identifying a grey box model. Due to their quick run-time and liability to constraints, the grey box
models are well adapted to perform optimization [24].

As Ho [25] and Pannocchia and Wright [26] reported, although optimal controllers were
successfully used in the aerospace industry like for the Apollo moon landing and global positioning
system (GPS) between 1950 to 1960 and also in the HVAC field between 1989 to 2010, their weak point
is their inherent complexity. If the problem has no particular structure like the linear, unconstrained
models which constitute the classic or typical Linear Quadratic (LQ) regulator, evaluating and applying
online the optimal feedback control represents an intimidating challenge.

The Linear Quadratic Gaussian (LQG) controller was applied on a linearized model of the MIMO
Direct Expansion (DX) A/C system by Qi and Shiming [27]. This method controls the humidity
and temperature by varying the supply fan speed and compressor speed. Disturbance rejection,
set point tracking and superheat control’s improvement were reported by Qi and Deng [28]. In other
words, the MIMO controller are able to control the indoor air humidity and temperature together with
acceptable control accuracy and sensitivity in disturbance rejection and set point tracking. This method
applied a linear model of the system and it is applicable only for a specific operating point. As a result,
it cannot be implemented for a wider operating range.

Optimal Model-Based Controller is used in HVAC Systems. The optimal control policy are
respected by the system during the perfect set point tracking for the inlet air temperature, but the
linearized model from the derived nonlinear model was used for designing the controllers [29].
Model-based hierarchical optimal controller has been done by linearizing the model nearby the system
operating point and also a Linear Quadratic Regulator (LQR) supervisory controller are used for
selecting the optimal set-points for the lower level PID controllers [30].

MATLAB/Simulink response optimizer, Input/output feedback linearization, and nonlinear
programming are used to design Non-Linear Optimal Controller for HVAC systems by Dong [31].
A great energy saving potential has been achieved by using an optimal controller, which contributes
to the development of energy efficient and sustainable buildings. It requires the specification of
additional parameters, which could be difficult and impractical for integration in HVAC systems,
and is a disadvantage of this controller. One of the important disadvantages of the optimal control
strategies is the need for an appropriate model of the system for designing the controller [32–41].
Table 2 indicates advantages and disadvantages of the optimal control methods.

Table 2. Advantages and disadvantages of optimal control techniques.

Control Method Advantage Disadvantage

Optimal controls

(1) Attractive feature of energy savings
and thermal comfort.

(2) Increased energy savings [9].
(3) Rapid response [9].
(4) Multivariable control [9].

(1) Inherent complexity of optimal control is its
disadvantage. Unless a problem has special
configuration (such as the linear, unconstrained
models that produce the classic LQ regulator),
the evaluation and online implementation of the
optimal feedback control presents a
daunting challenge.

(2) For designing the optimal control, the model of the
system is required.

(3) Require to identify an appropriate model of
the system [9].

According to Naidu and Rieger [6], in the matter of system nonlinearity and model uncertainty
the robust control solution could be applicable. As a result of the attractive features of the robust
control regarding uncertainty in model parameters, measured, unmeasured or external disturbances,
it was successfully applied to cancel the disturbances in set point tracking. Besides, prior uncertain
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inputs knowledge is not required. Although this method is advantageous in disturbance rejection
and set point tracking, it is not a suitable choice under weather conditions with drastic changes [15].
As Venkatesh and Sundaram [15] reported, a nonlinear robust control method which was used by
Soldatos et al. [42] in livestock building to control the humidity and temperature by considering the
bounded and unknown errors could also be used for air conditioning systems. This method was very
successful in the case of external disturbance rejection and set point tracking. Since the combination
of feed forward and feedback control are implemented in the nonlinear robust controller, it is able to
cancel the unknown and external disturbances [15].

MIMO robust control was used for HVAC systems by Anderson et al. [43]. The application of
robust MIMO controls to an HVAC system offers a better improvement in the performance of the
HVAC systems. The experimental results show that compared to the PI controller, the MIMO robust
controller offers slightly improved disturbance rejection. Table 3 illustrates the merits and demerits of
the robust control techniques.

Table 3. Advantages and disadvantages of robust control techniques.

Control Method Advantage Disadvantage

Robust control

(1) Ability to cancel the measured and unmeasured
disturbances while set point tracking [15].

(2) Provides attractive features for the situation
model parameter uncertainty and
external disturbances.

(3) Prior knowledge about uncertain inputs does
not require [15].

(1) Not implemented for drastic
changes in weather conditions [15].

2.2.2. Adaptive Control

Due to the HVAC systems’ characteristics like nonlinearity, complexity and time varying nature,
the adaptive control strategy offers different solutions for nonlinear models and slow time varying
parameters and uncertainty [6]. Based on work by Landau et al. [44] and Perera et al. [9], the adaptive
control methods could be considered as a specific kind of nonlinear control method for systems
or processes in which the dynamics change during normal operating conditions due to stochastic
disturbances. During the operation of the system, online information of the system and process has
been obtained by a closed loop for control issues. By using the adaptive control methods the desired
set points for control system performance can be achieved and maintained. In comparison with the
conventional methods, the adaptive methods by using the inputs, outputs, the states and the identified
disturbances can measure a specific performance index for controlling the system. Then, by comparing
the measured performance index (PI) with the reference PI’s, we can adjust the parameters of the
controller by an adaptation mechanism for maintaining the required performance index of the control
process. Therefore, adaptive methods are feedback types with two feedbacks, one for handling the
process signal variations, the other for handling the process parameters changes to make the control
adaptive. Figure 4 depicts a schematic of the adaptive control method.

As Song et al. [16] reported, for designing adaptive control strategies, a model of the system is
necessary. As a result of adaptive controller’s ability to self-regulate, they are applied in several types
of buildings in different climate conditions. Especially the adaptive fuzzy controllers are the most
capable among the other types of adaptive control systems used for buildings [45]. The other solution
could be using the parameter estimation methods like Recursive Least-Squares estimation (RLS) [9,46].
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Figure 4. Schematic of the adaptive control method.

Novel adaptive energy-efficient controllers based on nonlinear adaptive back-stepping control
algorithms were used for HVAC systems by Hongli et al. [47]. In this method the Lyapunov stability
is realized. Energy efficiency of HVAC energy management system is achieved so it has been
implemented in the intelligent building energy field. Difficulty in finding Lyapunov stability and the
need for a bilinear observer are disadvantages of this method. The advantages and disadvantages of
adaptive control technique are listed in Table 4.

Table 4. Advantages and disadvantages of adaptive control techniques.

Control Method Advantage Disadvantage

Adaptive control

(1) For the nonlinear model and the systems with slowly
time-varying or uncertain parameters, this method
offers a completely different approach.

(2) Increased energy savings [9].
(3) Good stability [9].
(4) Parameters can be changed fast in response to changes

in process dynamics [9].
(5) React fast [9].
(6) Easy to apply [9].

(1) Appropriate model of the
system is needed [9].

(2) The required design for
employment is enormous [9].

2.2.3. Nonlinear Control

As HVAC systems present significant time-varying and nonlinear behavior, linear control
techniques cannot offer sufficient performance and stability level solutions, especially over a wide
operating range and when the nonlinearity of the system has a beneficial and special effect on the
system behavior like in an air conditioning system. Then the nonlinear control technique is required.
As HVAC systems are time varying systems, complex and nonlinear, the nonlinear control approaches
give different solutions than nonlinear models and slow time varying parameters and uncertainty [6],
but the nonlinear control methods could be applied for restricted regions [15]. Since the purpose of
this paper is focusing on nonlinear control methods, a comprehensive review on nonlinear control
techniques applied for HVAC systems is provided in the following sections.

As Afram and Janabi-Sharifi [3] reported, in the case of HVAC systems the control law in nonlinear
controller design could be derived by using the adaptive control techniques, Lyapunov’s stability
theory and feedback linearization. In general, more techniques are used like input to state linearization,
compensation of static nonlinearities, input to output linearization, sliding mode, relay control,
neural network and fuzzy control. The control law is used to drive the nonlinear system toward
a stable state while achieving the control objectives. As [3] reported, although nonlinear control
techniques are successful in the case of HVAC systems, they need the identification of stable states
and complex mathematical analysis for controller design. Generally, in the case of applying the
hard control category in HVAC systems, the robustness is difficult to guarantee, due to the varying
conditions encountered in buildings. Most of the controllers in the hard control category which are
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nonlinear require the specification of additional parameters, which could be difficult and impractical
for integration in HVAC systems like observers. Besides, most of the hard control category methods so
not take into consideration the various constraints on states and controls to reflect real situations [6].

In the case of HVAC systems, the applied nonlinear control methods are limited. According
to [48], feedback linearization and gain scheduling methods are separately applied to a nonlinear,
MIMO model of an air-handling unit (AHU). The cold water and air flow rates are used to obtain
desired tracking objectives of indoor humidity ratio and temperature of MIMO model. Applying the
feedback linearization controller causes quicker time responses in humidity ratio and temperature
tracking, but with more overshoots. Specially in tracking the ramp sections of desired set-paths for
humidity ratio, more overshoots can be seen in the results.

Applying the gain scheduling controller leads into less energy usage by AHU. Less variation
of cold water and air flow rates are needed for obtaining tracking objectives when the gain
scheduled-based controller is used [48]. The gain scheduling control design’s disadvantageous are
need for the identification of linear regions and design of switching logic between regions, and the
manual tuning of multiple PID controllers in these regions can be challenging.

Thosar et al. [49] used a feedback linearization method on a laboratory-scale plant of a Variable Air
Volume Air-Conditioning (VAVAC) model. Compared with the PI controller, it has great performance
in the case of thermal comfort and energy optimization.

In order to describe the humidity and temperature dynamics of the single-zone VAV HVAC&R
system, a bilinear model was used by Semsar-Kazerooni et al. [50]. By considering measurable
disturbances (heat and moisture loads), the back-stepping controller was designed for the
feedback-linearized model. Also a stable observer was designed for non-measurable disturbances
backed by simulation results for optimal energy usage. Simulation results show a closed-loop system
with quick tracking response, smooth response with high disturbance decoupling and offset-free and
optimal energy usage in existence of time-varying loads. Difficulty in finding a Lyapunov function
and the use of all state which leads to the need for nonlinear observers, are the disadvantages of this
method. In other words, this work involves complex mathematic analysis and integration of different
control methods together for controlling the system like decoupling and linearization the model to
find some required parameters then applying the other method to transfer the model to the nonlinear
form. As a result, due to the complexity of system and model uncertainty, a simple control algorithm
with simple mathematics is required. Also, integration of nonlinear observers with HVAC makes this
mathematic process more difficult. The advantages and disadvantages of nonlinear control methods
are provided in Table 5.

Table 5. Advantages and disadvantages of nonlinear control technique.

Control Method Advantage Disadvantage

Nonlinear control

(1) This method offers
a completely different
approach for dealing with
the nonlinear model and the
slowly time-varying or
uncertain parameters of
the system.

(1) Difficulty in finding the Lyapunov functions.
(2) Complexity in integration of nonlinear observer

with HVAC.
(3) Sensitivity to parameter variation.
(4) Limited operating range in state feedback.
(5) Proof of stability is difficult.
(6) Need for measuring all state variables or

additional measurement.
(7) Possibility only on stable processes.
(8) Nonlinear observer is required if the all state variables

were not measurable.

Overview on Different Possible Control Methods for Non-Linear Control Systems
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Since there is no general nonlinear control theory, many techniques have been developed.
Therefore, the different methods listed as follows with its advantages and disadvantages [51]. Table 6
indicates the advantages and disadvantages of different nonlinear control methods.

Table 6. Different methods for non-linear control systems.

Methods Advantageous Disadvantageous

state-feedback
controller(Linearization
around an operating point)

(1) Possible for fully applying
linear techniques.

(1) Limited operating range.
(2) Large unmeasured disturbances cause probable

critical behavior.

Compensation of static
nonlinearities

(1) Applicable for actuators
(pre compensation) and sensors
(processing the measured signal).

(2) Validity of Linearization for large range.
(3) Applying Linear control methods

are possible.

(1) Known and invertible nonlinearity is required.

Linearization by local
feedback

(1) Knowing the nonlinearity is not a must.
(2) Reducing the inner

disturbances simultaneously.
(3) Reducing nonlinearity significantly,

even if not entirely removed.

(1) Additional measurement is needed.
(2) Need a large enough difference for time scale

between inner and outer loop (Quicker inner
loop is required in comparison with the
preferred overall closed loop dynamics).

Input-to-state linearization

(1) Regularly suitable for simple cases.
(2) Non-linear type of “pole-zero

cancellation”.

(1) Only applied to the stable processes.
(2) The invertible variable change is a must.
(3) Important intuition may be lost.
(4) Sensitive on parameters.
(5) Measuring all state variables is a must.
(6) Complicated structure for solving the control

problem due to the linear state equation and
the nonlinear output.

(7) Nonlinear observer needed, if not all state
variables are measurable.

Input-to-output
linearization

(1) Regularly is useful for simple cases.
(2) Non-linear type of “pole-zero

cancellation”.
(3) The application of the whole controller

might be easier than for the input-to
state linearization.

(1) Applicable for stable processes.
(2) Invertible Nonlinearities is a must.
(3) Possibility for losing the important intuition.
(4) Sensitive on parameters.
(5) Measuring the all state variables is a must.
(6) If all state variables are not measurable, need

for non-linear observer.
(7) The linearized input-output map might not

consider for whole the system’s dynamics.
(8) Some state become unobservable, such state

must stay well behaved (bounded or stable).

Lyapunov redesign

(1) Closed-loop stability can be guaranteed.
(2) Can be designed trading robustness

against performance.

(1) Difficulty in finding a Lyapunov function.
(2) Measuring all state variables is a must.
(3) Measuring all state variables is required,

otherwise non-linear observers needed.

Backstepping
(1) The extension of the system dimension

is possible by applying this
method recursively.

(1) Difficulty in finding a Lyapunov function.
(2) Measuring all state variables is a must.
(3) Measuring all state variables is required,

otherwise non-linear observers needed.
(4) Sensitive to parameter variation.

Sliding-mode control

(1) Applicable on wide range of non-linear
systems (even the higher order).

(2) Ability to combine with PID controllers.
(3) Robust to parameter uncertainties.

(1) Limited to single input systems.
(2) Discontinuous Control law.
(3) Quick switching (chattering) is probable.
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Table 6. Cont.

Methods Advantageous Disadvantageous

Relay control

(1) For different controller modes in
existence of linear plant, linear theory
is applicable.

(2) Applying controller is very simple.
(3) Easily treating the systems with

delay elements.
(4) Robustness by respecting to the

parameter variations of plant.
(5) Describing function technique can be

used for the existence and estimation of
limit cycles.

(1) Switching and oscillation happens.
(2) Never reach to the steady-state.

Gain scheduling
(open-loop
adaptive scheme)

(1) Linear techniques are appropriate.
(2) The method can be understood as

a feed forward control for certain
scheduler variables.

(3) Regularly a small distinct set of control
parameter values is adequate.

(1) In order to find the dependency between
scheduled variable and parameter values,
some engineering effort required.

(2) Leading the controlled system to the nonlinear
behavior is due to the slow operating
point’s variations.

(3) Difficult to proof the stability.

Adaptive Control
(closed-loop
adaptive scheme)

(1) Applicable for wide operation range.
(2) Nonlinearities can be decreased or

eliminated as a result of changes
on parameters.

(1) Requires adequate excitation (or else a wind-up
problem could be raised in estimation
of parameter)

(2) Loop of adaptation requires to be slower than
the loop of control.

(3) Usually results in generating problems in
nonlinear observer.

(4) Stability is complicated to be proved,
specifically, regarding the process of
parameters alternation.

Neural network control

(1) Normally data driven.
(2) No exact model is required.
(3) It is possible to be applied for feed

forward control.

(1) Abundant parameters are demanded to
be adjusted.

(2) Essential to choose the size and structure.
(3) Primarily to be utilized in the trained region.
(4) Stability is not guaranteed.
(5) It is essential to check the shape of function for

all accepted inputs.

Fuzzy control

(1) Intuitive design. The control action is
demonstrated by the rules.

(2) Exact model is not demanded.
(3) Controller is possible to be set up via

experience and novel rules included.

(1) Issue of rules comprehensiveness and
their persistency.

(2) Stability is not guaranteed.
(3) Using trial and error for optimization.
(4) Required attention for the critical

systems control.
(5) Several tuning parameters (defuzzification,

inference and fuzzification).

Briefly, some of the factors that limit the usage of nonlinear control on HVAC systems are
as follows [51]:

1. Difficulty in finding the Lyapunov functions,
2. Complexity in integration of nonlinear observer with HVAC,
3. Sensitivity to parameter variation,
4. Limited operating range in state feedback,
5. Proof of stability,
6. Need for measuring all state variables or additional measurement,
7. Possibility only on stable processes, and
8. It is necessary that state variables to be all measurable, otherwise, a nonlinear observer is required.
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In the case of HVAC systems, the applied nonlinear control methods are limited. Based on
Moradi et al.’s [48] work, feedback linearization and gain scheduling methods are separately applied
to a nonlinear, MIMO dynamic model of AHU. There are two disadvantages of the feedback
linearization method:

1. Additional measurement is needed, and
2. More overshoots are produced.

By using the gain scheduling controller, the energy usage of AHU is decreased. A reduced amount
of variation of cold water and air flow rates are used in order to achieve the tracking objectives by
using the gain scheduled-based controller [48]. Referring to Afram and Janabi-Sharifi [3], for gain
scheduling control design, it is imperative that between regions, the design of switching logic and
linear regions to be identified., and the manual tuning of multiple PID controllers in these regions
can be quite cumbersome. In general, in the gain scheduling control method the disadvantages are
as follows:

1. Finding dependency between scheduled variables and parameters values certain engineering
exertion is demanded,

2. Slow operating point’s alternation resulted in the controlled system nonlinear behavior, and
3. A problem could be raised due to the proof for stability.

For obtaining the control objectives and energy usage by the system, an observer was designed
in the feedback control system for estimating the state variables of the system and also the regulator
was designed for disturbance rejection. The tracking objectives of the system were obtained and
compared by designing nonlinear control methods of feedback linearization and gain scheduling
separately on the system. Desired set points of indoor temperature and humidity ratio were tracked
with changing the flow of the cold water and air. The feedback linearization method has a faster time
response but contain overshoots. The cold water variation for both controllers are almost similar,
but for feedback linearization controller used more air flow rate variation in compare with the gain
scheduling controller. The gain scheduling control method has less changes of cold water and air
which results in decreased energy consumption of the AHU.

A model of Variable Air Volume of Air Conditioning (VAVAC) by Thosar et al. [49] was utilized
a feedback linearization technique for designing the nonlinear control systems. It was simulated
with a laboratory-scale plant. Besides, for explaining both humidity and temperature dynamics,
the single-zone VAV HVAC & R was accounted by Semsar-Kazerooni et al. [50] bilinear model.
Considering moisture and heat loads as measurable disturbance, a back-step controller was designed
for the feedback linearized model. For optimal energy usage, a stable observer was designed for
non-measurable disturbance supported by results of simulation. Disadvantageous of back stepping
technique are as follows:

1. Requiring a nonlinear observer, unless all state variables are measurable,
2. Having measurable state variables,
3. Complicated task in identifying a Lyapunov function, and
4. Sensitive to parameter variation.

Moreover, Hodgson [52] and Pasgianos et al. [53] used the adaptive control technique to derive
a control law based on steady state. Although a wider operating range could be possible by this
method, the disadvantages of adaptive techniques are as follows:

1. The lead often to nonlinear observer problems,
2. the adaptation loop is essential to be slower than the loop of control, and
3. Stability proof is complicated, specifically in situation of changing process parameters.
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The previous applied nonlinear techniques are involved with identification of the stable state,
complex mathematical analysis and linearization around an operating point. It means that these
control techniques use difficult and complex mathematics. Also, the uncertainty of the HVAC system
models makes the process of designing a suitable controller very difficult and by linearizing the model,
the operating range will be limited.

2.2.4. Model Predictive Control (MPC)

For predicting the system’s future states, a model of the system is required in predictive
control methods. Due to the benefits of the predictive control methods, energy saving and cost
effectiveness are achieved by generating a suitable control vector in the existence of constraints and
disturbances [54–59]. Regarding the HVAC characteristics, the predictive methods provide a practical
solution. For instance, the HVAC systems are internally time-varying, and slow moving with time
delays, external disturbances act on the system, high energy consuming, operating condition range of
the system is wide, and actuators exhibit rate and range limit constraints. The MPC method is able to
handle many of the aforementioned problems.

MPC is a kind of multivariable control technique which is based on a prediction model. It means
the past information of the system and future inputs are utilized for prediction of the future output of
the system. The MPC method is widely used in process control applications. In order to minimize the
cost function, a system model is used to generate a proper control vector. In each sampling the first
element of the calculated control vector is used as a system input, and the remainder are discarded.
This process is repeated each time for the next step. The cost function could be a tracking error, energy
cost, power consumption, demand cost, control effort or other factors. The limitations and rates of the
actuators, manipulated variables and controlled variables can impose constraints like supply air flow
rate, maximum and minimum of the zone temperature and damper speed limits. Disturbances such
as occupant activities, weather, and equipment use which are modelled as well could be considered,
so their predicted influence on the system is calculated in the control vector. As a result, this controller
is robust to both time-varying system parameters and disturbances and it is able to regulate the process
within the given bounds. Any type of the model could be used in designing the MPC like black box,
grey box and white box [59].

In the dynamic first order models, finding the first principles model of the system could make
the process very time consuming due to the complexity of the building structure. On the contrary,
data driven methods like grey and black box are fit to the nonlinear and linear mathematical model of
the system for measuring the system’s data, but for more accuracy of the data driven models, quality
measured data are required. Therefore, all the measured data should be more accurate, based on the
process need for a suitable sampling frequency and low noise or disturbances. The high quality models
which are more accurate increase the complexity of the model. The low quality models are not suitable
for energy saving goals, hence models with less complexity are required to achieve computational
simplicity and reasonable accuracy [9]. Nevertheless, implementation of the MPC is advantageous
in the field of HVAC systems because of its simplicity in developing the control strategy in the case
of uncertainty.

Xu et al. [60] utilized the Generalized Predictive Control (GPC) method for tuning the parameters
of PID controller. Besides, for decoupling HVAC & R systems together with parameter identification,
Xu and Li [61] employed GPC method. GPC method is in less demand of computation comparing
to the coupled system. Ferhatbegovi’c et al. [62] employed a predictive control concept for a solar
powered HVAC system. The basic of the controller is on the components of dynamic HVAC models
validated according to the measurements conducted on a real system of HVAC. The perfect operation
of MPC approach is demonstrated by applying the information of weather forecast where proper
operation is shown by the MPC concept, even if the weather forecast shows incorrect information.
Whenever the predicted information is incorrect, the receding horizon strategy of MPC concept exactly
used for this circumstances. The MPC control structure was applied on the real solar powered HVAC
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system by Ferhatbegovi’c et al. [62]. The solar pump and the storage pump in the MIMO MPC
controller were used as actuators. The aim of the controller is controlling the differences of the inlet
temperature to the heat exchanger (∆Tsol = Tsol,in − Tsol,out) and the outlet temperature to the heat
exchanger (∆Tsto = Tsto,out − Tsto,in) for working around the defined operating point. The turning on
and off the pumps are based on the weather data. The solar radiation are using as a decision value in
order to switching the pumps on and off condition. The disturbances of the systems are the ambient
temperature (Tamb) and the global solar radiation (Gt). The other disturbance of the system is

.
mload

which is the effect of the tapped water on the storage tank as a result of the heat pump system and the
thermal heating and cooling systems activated in the building. The manipulating variables are

.
msto

and
.

msol which are the activation of the storage and solar pumps. The optimal input trajectories in each
time instant are calculated based on the control horizon Nc. Also, the control inputs for time instants
k ∈ [Nc+1, Np] are considered constant. The weather forecast information like ambient temperature
and solar radiation are used to analyze the predictive control concept. The objectives of this method
are the optimal using of the renewable energy source like sun light and reducing the energy usage of
the pumps. The non-correct weather data (nok) does not remarkable effect on the control performance.
The control inputs

.
msol and

.
msto which at time instant k ≈ 2.5 h, by detecting negligible radiation

of solar, causes both pumps to turn off. Table 7 reveals the advantages and disadvantages of model
predictive control methods.

Table 7. Advantages and disadvantages of model predictive control techniques.

Control Method Advantage Disadvantage

MPC method

(1) Cost effective and enhanced energy saving.
(2) Disturbance robustness and shifting in performing conditions [61,63].
(3) Control of multiple variables within bounds [64,65].
(4) Steady state response improvement (decrease in offset error) [58,66].
(5) Prediction on upcoming disturbance [9].
(6) Upcoming control actions prediction [9].
(7) Enhanced transient response [9].
(8) Using time postponements to control slow moving processes [9].
(9) Peak load shifting capability [55].
(10) Transient response improvement (decrease in rise time, settling time,

and peak time) [63,66–68].
(11) Reduction in fluctuations from a set-point (better regulation) [56].
(12) Efficiency and coefficient of performance (COP) improvements [67].
(13) Indoor air quality and thermal comfort improvement [56,59,65].
(14) Computation time reduction [61].

(1) In demand of identifying
a proper model of
the system [9].

(2) Possibility of costly
installation [9].

2.3. Soft Control Category or Intelligent Control Category

Regarding the complexity, nonlinearity and MIMO structure of HVAC systems, identifying
an appropriate mathematical model for them could be a challenging task. Due to lots of disturbances,
time delays, contingencies and vagueness about thermal comfort, make finding a proper mathematical
model for the system much more difficult [69]. According to the structure of the intelligent control
methods, a model of the system is not required for designing the controller and it only depends on the
human’s thermal comfort feeling. Accordingly, the intelligent control methods avoid the mathematical
model development for different building structures. As a result, intelligent controller methods are
used widely in the case of HVAC systems [69]. These methods can directly be applied for HVAC
systems and they can be used as well to improve the traditional controller methods [9]. The soft control
or intelligent control strategies consist of:

1. Neural networks control method (NNs),
2. Fuzzy logic control method (FL),
3. Genetic algorithms method (GAs), and
4. Other evolutionary methods [8].
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2.3.1. Artificial Neural Network (ANN)

The inspiration of artificial neural network (ANN) is based on the nervous system, human brain
and learning process of neurons. The ANN method involves with a set of interconnected neurons
divided into input, output and hidden layers. The outputs of the system are calculated based on
the inputs to the system and network weights and the transfer function of the network. Due to the
adaptability of this method by its self-tuning process, the ANN method is widely applied for HVAC
systems. The training of the ANN is achieved by the weight coefficient regulation to minimize the cost
function. The ANN-based controllers do not need an identification model of the system [16].

Based on the structure of a neural network which is the generic method to represent or map the
relationships between the inputs and the outputs, patterns of nonlinear functions and also pattern
the data through layers of an interrelated grouping of artificial neurons that is called artificial neural
networks or simply neural networks [70]. It could be an attractive choice to control and identification
of nonlinear systems like HVAC systems. As Daponte and Grimaldi [71] reported, the architecture or
simply the algorithm of this method is based on a neurobiological system. It means this method could
be considered as a black box with great predictive capacity for the models. It is very useful, especially
in the case of unknown models or when the mathematical model is not available or when all of the
characters are described in unidentified conditions and able to train the ANN [72]. Referring to Wu
and Li [73], this method could be an interesting choice in the case of controlling nonlinear systems as a
result of its robustness, ability to map arbitrary nonlinear functions, great capacity in model prediction
and nonlinear recognition when a mathematical model is not accessible. Based on Mirinejad et al. [1],
most common neural network controllers in HVAC systems are based on a predictive controller
which is extracted from the construction of a system model used in the controller regulating in the
nonlinear systems or direct controller which is very simple and output feedback controller with no
need for training.

Although the neural networks have ability to deal with both nonlinear and linear systems,
however, they are mostly applied in nonlinear systems [74]. Even though the neural networks have
more profitable advantages like lots of tasks could be done by neural networks which cannot be
performed by linear programs, they also keep continuing the process with no problem when a failure
take place because of its parallel nature. But this method has some disadvantages which cause
a decrease in the efficiency and performance of this method such as the operation of a neural network
requires training and takes a long time to process a large neural network which means this model
is far from real time control. The NN controller was applied in the outer loops of the AHU of the
HVAC & R system by Guo et al. [75]. This method created an adaptive and robust system by applying
the simultaneous perturbation stochastic approximation training on multi-layer NN to guarantee
the whole control system’s stability. The performance of AHU in controlling the temperature was
improved for temperature set-point tracking and disturbances rejection of the chilled water flow rate.
The ANN control method’s advantages and disadvantages are shown in Table 8.

Table 8. Advantages and disadvantages of artificial neural network control techniques.

Control Method Advantage Disadvantage

ANN method

(1) A great capacity in predicting models.
(2) Appealing attributes of nonlinear identification

and control.
(3) Suitable for non-mathematical models.
(4) Able to manage abundant number of data and

input variables.
(5) Trustworthy perditions.

(1) Operating of neural network needs to train.
(2) Takes long time to process of large

neural network.
(3) Expending a lot of time for off-line training.
(4) Quality predictions need large amount

of data.
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2.3.2. Fuzzy Logic (FL)

Fuzzy logic is fundamentally a methodology which is based on human reasoning and a linguistic
model by applying uncomplicated mathematics in the case of nonlinear, complex and integrated
systems. Membership functions and rules are used to form the reasoning and human knowledge in
this methodology. Compared to conventional controllers, this method does not require a mathematical
model of the system and it is grounded by human knowledge about the system’s behaviour [1].

Fuzzy logic control methods consist of three steps as fuzzification, fuzzy inference and
defuzzification. The fuzzification process transfers the crisp values of the inputs to the fuzzy values.
Suitable membership functions are applied like Gaussian distribution triangular, bell functions,
trapezoidal, and sigmoidal functions to map the input values to a degree of membership in the
range of [0,1]. The next step is using a fuzzy inference system to map fuzzy values to different fuzzy
values by applying the fuzzy IF-THEN rules and logical operations. The fuzzy inference systems are
divided into two types, Mamdani and Sugeno. The Mamdani type is used for all types of the systems
while the Sugeno type is mainly used for dynamic nonlinear systems. The aggregation of the linguistic
output values from previous step are used for defuzzification process. Finally, the defuzzification
process produces a single crisp value as an output.

Although this method has a good record in the case of HVAC systems, there are some
shortcomings like more fuzzy grades are required to achieve higher accuracy in the system [76],
and cause an exponential increase in the rules and run time of the system [77], and feedback receiving
for implementing a learning strategy could not easily be applied [78]. As Naidu and Rieger [8] reported,
assigning the required set of membership function in fuzzy logic control strategy regarding to tuning
and optimizing the data base and pre-defined rule base would be very time consuming and difficult,
specifically for optimization of energy consumption and high thermal comfort as multi-objective
functions. There are pure fuzzy logic models [79], and semi-fuzzy systems [80], and incorporated PID
and Proportional–derivative (PD) controllers into the rule-based body of the system [81]. A similar
principle is applied to all the types of fuzzy controllers, where input variables are usually entered
into a block of expert-defined rules which acts as the inference mechanism and outputs are provided
based on the existing rules in the inference mechanism and the implemented defuzzification method.
Accordingly, there are output controls to be applied to thermal, light or other actuators. The input
and output variables are defined with respect to the application for which the system has to be
designed. For example, in a naturally ventilated building for summer conditions [79], the outside
wind velocity, and direction, and the outside and inside temperatures can be taken as input variables.
In such a system, the control output is the degree of openness of a window louvre. In this system two
fuzzy controller based on the IF-THEN rules or using different membership function were applied.
The comparison of the results shows that the controller with more IF-THEN rules is more responsive
for changing the outside conditions. It means that this controller is capable in order to adjusting
the louvre opening positions when the indoor and outdoor conditions change. Some semi-fuzzy
controllers are applied by Kolokosta et al. [80] which were designed for adjusting and maintaining the
air quality, visual and thermal comfort of occupants in the buildings and reducing the energy usage
at the same time. The designed methods are fuzzy PID, fuzzy PD and adaptive fuzzy PD which are
compered based on required energy and response of the controlled variables. Comparison shows
that energy usage and variables responses were improved by adaptive fuzzy PD by cancelation of
overshoots and oscillations. Also, the non-adaptive fuzzy PD controller is appropriate for indoor
visual comfort.

System inputs are physical variables that are used to completely determine the state of the
system. In fuzzy control, the inputs are fed to the controller using fuzzy grades of membership
functions. Zemmouri and Schiller [82] developed a system for interior daylight control. In this system,
one of the input membership functions is associated with the opening of the facade of the building.
Such a function is used to assign four fuzzy grades to the input variable of openness including: closed,
medium, open and very open. There are another two input variables whose membership functions
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get 3 and 4 fuzzy grades respectively. Therefore, the number of required rules for describing the
fuzzy rule-based controller is 4 × 3 × 4 = 48. Advantages and disadvantages of FL methods are listed
in Table 9.

Table 9. Advantages and disadvantages of fuzzy logic control techniques.

Control Method Advantage Disadvantage

FL method

(1) Similar to human reasoning.
(2) Based on linguistic model.
(3) Using simple mathematics for nonlinear,

integrated and complex systems.
(4) Reasoning and knowledge of human in and

in shape of membership rules
and functions.

(5) Method of nonlinear control and ability to
be used efficiently for HVAC systems.

(6) High precision.
(7) Rapid operation.

(1) For more accuracy, needs more fuzzy grades which
results to increase exponentially the rule.

(2) The lower speed and also longer run time
of system.

(3) Lack of real time response.
(4) Does not simply capable to receiving feedback for

implementation of learning strategy.
(5) Restricted number of usage of input variables.
(6) Inability to straightforwardly advance optimal

number of fuzzy rules and determine the
membership function parameters.

2.3.3. Genetic Algorithm (GA)

According to Naidu and Rieger [8], the biological evolution theory is the base of genetic
algorithm by considering mutation, crossover and survival of the well-matched, especially in multi-
objectives function optimization. In other words, this method has a different approach to the
optimization intentions without concerning the mathematical model which is a global non-derivative
or derivative-free technique, but this method is not always appropriate in the case of real-time
HVAC applications.

The genetic algorithm is mostly used for automatic tuning or learning of the components in fuzzy
systems which is called Genetic Fuzzy Systems (GFSs). By using the genetic algorithm (GA) the best
or optimum solution will be found among the other solutions. Thus, GAs are used as a solution to
optimization problems for designing automatic fuzzy controllers [69].

Tuning by a genetic algorithm which is called the Genetic Tuning Method is used for optimization
of fuzzy systems’ performance. Actually, the tuning process of fuzzy logic control (FLC) is applied
to optimization of both given membership functions (MFs) and input-output scaling gains (SGs).
The other method is an automatic process for producing the knowledge base (KB) in FSs which is
named Genetic Learning. By applying the Genetic Learning method all rule base (RB), membership
functions (MFs), or both, are generated regardless of previous knowledge about one of them or both
of them. Therefore, the Genetic Learning is a more difficult task due to the need to generate RB for
fuzzy systems in comparison with Genetic Tuning that optimizes the performance of a FS that already
operates at least almost correctly [69].

For purposes of thermal comfort and energy saving the GA method has been applied for smartly
tuning the FLC in HVAC systems by Alcalá et al. [83]. Although the FLC method is beneficial for
applying the linguistic rules in expert knowledge and controlling HVAC systems, collecting the suitable
expert knowledge for HVAC control problems is difficult. The initial KB are used by human expert
experiences and knowledge of control engineering which consequently are tuned automatically by GA
as an automatic tuning technique. The fewer number of rules in expert knowledge systems make the
required control process for partitioning the controller possible. As a result, it makes the automatic
tuning process simpler due to the fact it affects a small number of rules by modifying the parameters.
For tuning the parameters of KB control by developing the GA method, two limitations affecting the
design as follows:

1. Parameter evaluation could be constructed based on the multiple objectives evaluation like
thermal comfort or energy consumption that would force choosing between different criteria’s
optimization, and
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2. Simulation is the initial approach to knowing the controller’s accuracy that commonly takes
a long run time, therefore fast convergence is needed for selected tuning algorithms.

To overcome these restrictions the application of objective steady-state GA, weighting method,
and reduction of the population size could be beneficial. In the objective weighting method the
combination of multiple objective functions is used as one comprehensive objective function through
a vector of weights. In the steady-state GA method by selection of the two best population individuals
and combination of them two offspring is obtained. By this approach the restrictions and convergence
are improved and the number of evaluations simultaneously are decreased [69]. Table 10 shows the
merits and demerits of GA control methods.

Table 10. Merits and demerits of genetic algorithm control techniques.

Control Method Advantage Disadvantage

GA method

(1) Global non-derivative based optimization.
(2) Appealing for the optimization goals

regardless of including mathematical theories.

(1) Sometimes inappropriate for
real-time applications of HVAC.

2.4. Hybrid Control Category

As is obvious, hybrid or fusion control methods are combinations of a soft and hard control or two
soft control methods. A better performance can be obtained by using hybrid methods in comparison
with using each control techniques alone [8]. Figure 5 describes the schematic of the principle of hybrid
control methods.
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Advanced controllers with auto tuning strategies are very applicable on both Single-Input
and Single-Output (SISO) and MIMO systems in which decoupling of the MIMO systems are
required [84,85]. As Mirinejad et al. [1] reported, this procedure is difficult, expensive and time
consuming. It is divided into two types: Model-based and Empirical rule-based algorithms. When the
parameters are related to a transfer function model, it is referred to as Model-based and when they are
identified by heuristic rules, it is referred to as Empirical rule-based. The Self-Tuning Control (STC)
is more advantageous, especially in the case of PID controllers, but model identification as an initial
step and model parameter identification in real time mode are required. As the HVAC systems are
known to be complicated and nonlinear systems with disturbances, the model of the system could not
be well identified or it means the model is uncertain. As Rehrl et al. [86] reported, applying a standard
simple controller like PI to control the room temperature, as a result of oscillating periodically around
a desired value has a poor performance. Moreover, the adaptive PI controller was implemented with
exponentially forgetting recursive least square (RLS), dead time model and first-order match model
with automatic controller parameters adjusting on HVAC systems [87]. Compared with H∞ adaptive
PI, the mentioned controller shows better performance. In comparison, the self-tuning PI controller
with applying integral of time and absolute error (ITAE) by RLS in z domain model with a Smith
predictor for time delay reduction indicates greater performance [88].
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Addressing the weak point of fuzzy logic methods to produce the optimal fuzzy rules and
identify the membership functions for more efficient control process, a combination of fuzzy logic and
neural network methods which is known as the adaptive neuro fuzzy inference system (ANFIS) could
overcome these problems. The ANFIS base control has been applied by Soyguder and Alli [89] to more
accurate prediction and control of HVAC systems by different membership functions. The fuzzy sets
were used to damper the gap rates. By this method the steady state error and settling time are reduced
in comparison with conventional techniques. Increasing the membership function for more accuracy
in this system could cause an increase in the run time of the system and it is far from real time control.
This controller was not tested in real time and only the simulation results are available.

The Neuro-Fuzzy control methods can help develop optimal fuzzy rules and in determining
the membership function parameters but these methods can use a limited number of input variables.
All in all the hybrid methods which are combinations of soft controls or soft control methods with hard
control methods are able to solve the problems that the individual methods may not solve, but for soft
control methods a large quantity of data are required in order to train and tune the hard controllers
and advanced controllers are difficult to implement [9].

The hybrid intelligent, MIMO controller was utilized on DX A/C system based on combination
of soft computing methodology of Fuzzy Cognitive Map (FCM) and Generalized Predictive Control
(GPC) method Behrooz et al. [90,91]. By implementing the GPC-FCM method in order to control the
DX A/C, all the problems of the systems were considered and solved. The main contribution of this
work was to offer a new approach as an intelligent MIMO nonlinear controller for DX A/C which
could be expanded to the HVAC. This new designed controller were applied easily and efficiently.
The effectiveness of the proposed control system was evaluated in a simulation environment. With the
purpose of full controlling of DX A/C system, this hybrid controller was used. This hybrid control
method is capable to consider the MIMO, nonlinearity and coupling effect properties of DX A/C
system. Due to the specific structure of FCM for solving the problems, the inputs and outputs of the
system can be considered together as a MIMO structure controller. Correspondingly, the coupling effect
among the parameters could be considered by causal relationship of required concepts. Last of all,
the outcomes has been utilized to the nonlinear model of the system. Artificial decoupling of the
parameters is omitted in the FCM structure. In consequence, increased control performance and
improved sensitivity and accuracy of the controller are achieved. The proposed control system benefits
from the graph structure of the FCM with simple mathematics, which avoids the complex mathematical
analysis one normally needs to deal with when designing a control system for a MIMO system with
complex nonlinearities [90].

3. Introduction and Description of Fuzzy Cognitive Map (FCM)

Technology development causes more complexity and the nonlinearity behavior of the systems
which increases the need for new methods to analyze the behavior of complex dynamical systems [92].
The Fuzzy Cognitive Map method has been applied in many different areas like sociology, economy or
virtual reality simulation as an alternative to expert systems [93] or knowledge-based expert systems
in order to analyze complex systems [94]. The FCM method was used for the first time to model the
causal relationship among concepts in 1986 by Kosko [94,95]. Actually, the cognitive maps method
was extended by Kosko [96]. The cognitive maps method was first introduced by Axelord [97],
the political scientist, in order to describe the methods for decision making in political and social
sciences, by replacing the fuzzy values instead of real values of concepts [98–100]. Based on required
control scenario, the FCM illustrates fuzzy-graph structures by nodes. The nodes are described as
concepts to show causal reasoning [94,96]. Each concept shows the conditions and characteristics
of the system [101]. In other words, characteristics or conditions of the system are represented by
concepts [101]. In fact, the FCM method is a combination of the neural network and fuzzy system
methods which benefits from the robust characteristics of both methods [95,98,101].
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As the structure of the FCM method is derived from the system’s goals, tendencies, events, values
and actions [98], it can be used to design a MIMO nonlinear controller by considering the parameter
coupling effects. By choosing the correct concepts and initial weights values between the concepts of
the system, an effective controller could easily be designed for HVAC systems. By this method the
artificial decoupling of the coupled parameters of the system would simply be removed. As a result,
the sensitivity and accuracy of the control method can be improved. Correspondingly, the FCM control
method could apply to the nonlinear dynamic model of the system in order to make the conditions
very similar to reality.

Thus, the control signal should be applied to the nonlinear dynamic model of the system. Since the
DX A/C system is inherently complex and has model uncertainty, the design of a nonlinear controller
by using Lyapunov’s stability theory, feedback linearization and adaptive control techniques to extract
the control law is difficult. Due to the complex mathematical analysis and identification of the steady
state, the control process involves complex mathematics and difficulty in finding a Lyapunov function.
Hence, a simple algorithm with simple mathematics is required for nonlinear control of the system.

The purpose of this paper is introducing a FCM method as a simple solution for designing
a single control scenario with simple mathematics and algorithm for the MIMO, nonlinear and coupled
properties of HVAC systems.

According to the structure of the FCM, designing a single control scenario by considering the
properties of the system should be possible. In a control scenario the inputs and outputs of the
system with other effective parameters in the process like actuators could be considered as concepts.
It means the MIMO characteristic are considered. The nodes are connected to each other based on
their relationship or effect on each other. This means that the coupling effects could be considered.
The algorithm and mathematics of the FCM are simple. Finally, the control signals are applied to
the nonlinear dynamic model of the system. As a result, a nonlinear MIMO controller with simple
mathematics and algorithm by considering the coupling effect could be designed based on the soft
computing method of FCM.

4. Reasons for Choosing FCM over Many Other Advanced Control Techniques

As regards to the characteristics of the HVAC systems, for full control of the system
the nonlinearity, MIMO and coupling effect of the system parameters should be considered.
As Mirinejad et al. [1] reported, the HVAC system is basically a MIMO system, nevertheless it
sometimes is considered as a SISO system for designing a controller. Inherently, the operation of
the MIMO control strategies is more effective, comparing to the conventional SISO control strategies.
However, strategies of MIMO control can include the coupling effects among multiple variables.
Based on a literature review, MMO control strategies in the HVAC area are applied to the linearized
model of the system around the operating point, meaning that the controller operates within limited
range. As the full control of the system is an important goal, a wider operating range is required.

The novelty of this method is a new design approach to SISO and MIMO Nonlinear Controller
for HVAC Systems in a single control scenario by soft computing methodology to respond to all the
requirements of the system. A novelty of this review paper is introducing the pure method [102]
and hybrid method [90,91] based on FCM like Generalized Predictive Control-Fuzzy Cognitive Map
control (GPC-FCM) [90,91] method for the first time in the literature.

The other important reason for choosing this method is following the simple mathematical
algorithm to derive the suitable control signals and reach the desired values for the system. The value
of each concept are calculated based on the relationship of the concept to the other concepts through
the connected weights between them and the concept’s previous value. For calculating the concept
value based on Equation (1) all the concepts should be transformed into their fuzzy or normalized
values. Then Equation (1) is used in order to calculate the activation level of Ai for each concept.
The value of Anew

i show the activation level of concept i at time t + 1 and Aold
i specifies the activation

level of concept j at time t. The Wij is the interconnection weights between the concepts and it has
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three types: positive for the same effect between concepts, zero for no connection and negative for
opposite effects between concepts. The f is a threshold function which has two types: a unipolar
sigmoid function which is shown in Equation (2) in order to squashes the contents into the interval
[0,1], and the other threshold function as illustrated in Equation (3) for transforming the content in
the interval [−1,1]. The appropriate threshold function is chosen according to the applied method for
describing nodes [92,95,103].

Anew
i = f (ΣAold

j ×Wij) + Aold
i (1)

f (x) =
1(

1 + e−λx
) (2)

f (x) = tan h(x) (3)

5. Improvements in Terms of Performance as Compared to the Current Technology or Works

The pure FCM method was applied on a typical HVAC system by Behrooz et al. [102]. Four FCM
controllers were designed based on the FCM method separately for controlling the temperature and
humidity of the zone or room by heating and humidifying for the winter season and cooling and
dehumidifying for the summer season. The typical model of the HVAC system in this work was
adopted from Tashtoush et al. [12]. The results of the designed FCM control method were compared
on the same HVAC model with a PID controller designed by Tashtoush et al. [12]. Figure 6 shows
the schematic diagram of the typical HVAC system. Figure 7 indicates the schematic diagram of
the cooling system in summer operation season. The heating system in winter operation season is
illustrated in Figure 8.
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For the cooling model in the summer operation season, the FCM controller was designed by two
concepts such as the temperature of the zone and the temperature of the water in the cooling coil.
Also, for the dehumidifying model, the FCM controller was designed based on two concepts such as
the humidity ratio of the zone and temperature of water in the dehumidifying coil. For the heating
model in the winter operation season, the FCM controller was designed based on three concepts such as
temperature of the zone, temperature of the water supplied to the heating coil, and temperature exiting
the duct. Also, for the humidifier model, the FCM controller was designed based on three concepts:
the humidity ratio of the zone, humidity ratio of the supply air to the humidifier in, and humidity ratio
out from the humidifier. In order to optimize the FCM weights the δ learning method was used as
a sort of supervised learning. Figure 9a shows the zone air temperature set by the mentioned FCM
controller during the summer operation season. The air temperature declines smoothly to reach 22 ◦C,
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which is the set point value, in about 1200 s or 20 min with a small error around 0.62% of steady
state value. Figure 9b shows the zone air temperature which is controlled by a PID controller in the
summer operation season. The air temperature decreases slowly to reach the 22 ◦C set point value in
approximately 1700 s or 28.3 min with a small error of around 1.2%. Figure 10a illustrates the humidity
ratio of the zone by FCM controller in the summer operation season. The humidity ratio of the zone
decreases smoothly to reach the 0.008 kg/kg value which is the set point value in approximately 1000 s
or 16.6 min with 3.3% steady state error. Figure 10b illustrates the humidity ratio of the zone which is
under control of a PID controller during the summer operation season. It is obvious from the figure
that the humidity ratio of the zone declines smoothly to reach the 0.008 kg/kg value which is set point
value in approximately 1000 s or 16.6 min with around 2.5% steady state error. Figure 11a demonstrates
the air temperature supplied by the FCM controller in the summer operation season. The supplied air
temperature decreases smoothly and stabilizes at 16.4 ◦C in approximately 1000 s or 16.6 min with
0.9% steady state error. Figure 11b demonstrates the air temperature supplied by the PID controller
during the summer operation season. The supplied air temperature decreases from 25.5 ◦C to 16 ◦C at
the beginning until 350 s or 5.8 min and then increases to 17 ◦C around 1600 s or 26.6 min with 0.7%
steady state error. Figure 12a shows the humidity ratio of the zone supplied by the FCM controller
during the summer operation season. It is obvious that the humidity ratio of the zone declines slowly
from 0.0115 to 0.008 kg/kg and stabilizes in about approximately 950 s or 15.8 min with 2.6% steady
state error. Figure 12b illustrates the humidity ratio supplied by the PID controller during the summer
operation season. It is obvious that the humidity ratio of the zone rises smoothly from 0.0044 kg/kg to
0.0078 kg/kg and stabilizes at 0.0078 kg/kg in about approximately 1200 s or 20 min with no steady
state error. Figure 13a shows the zone air temperature provided by the discussed FCM controller
during the winter operation season. The air temperature increases smoothly in approximately 1000 s
or 16.6 min to reach 22 ◦C, which is the set point value, with a small error of around 0.83%. Figure 13b
illustrates the zone air temperature produced by the PID controller in the winter operation season.
The air temperature increases slowly in approximately 1200 s or 20 min to reach 22 ◦C, which is the
desired temperature value, with a small error of around 0.2%. Figure 14a demonstrates the humidity
ratio of the zone by FCM controller in winter operation season. It is clear from the figure that the
humidity ratio of the zone increases from 0.0039 to 0.0081 kg/kg and stabilizes in approximately 700 s
or 11.6 min with small error around 1% in steady state value. Figure 14b demonstrates the humidity
ratio of the zone by PID controller in winter operation season. It is clear that the humidity ratio of
the zone increases to 0.0085 kg/kg then decreases until stabilizes to obtain to the 0.008 kg/kg which
is desired set point value in approximately 1000 s or 16.6 min without almost any error. Figure 15a
shows the supplied air temperature by FCM controller in winter operation season. The supplied air
temperature increases softly from 5 ◦C to 24 ◦C and stabilizes to 24 ◦C in about 700 s or 11.6 min
with no error. Figure 15b shows the supplied air temperature by PID controller in winter operation
season. The supplied air temperature increases rapidly to 27 ◦C at the beginning and then decreases
until stabilizes to 24 ◦C in about 1200 s or 20 min with no error. Figure 16a illustrates the supplied
humidity ratio of the zone by FCM controller in winter operation season. It is clear that the humidity
ratio of the zone rises rapidly from 0.0068 to 0.0081 kg/kg to reach and stabilizes to the steady state
value of 0.008 kg/kg in about approximately 100 s or 1.6 min with a very small error around 0.95%.
Figure 16b illustrates the supplied humidity ratio of the zone by PID controller in summer operation
season. It is clear that the humidity ratio of the zone rises to 0.0093 kg/kg then declines smoothly to
reach and stabilizes to the steady state value of 0.008 kg/kg in about approximately 1400 s or 23.3 min
without any error.
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The comparison of the results of the FCM controller and the PID controller on the same HVAC
model shows that by applying the FCM controller the performance of the actuators is improved by
preventing them from consuming a large amount of energy that reflects as an overshoot or undershoot
by the PID controller which causes wear of the actuators over a long time. The essential advancement
by the FCM controller is the cancellation of overshoots and undershoots which are seen in the PID
controller designed by Tashtoush et al. [12]. The outcomes or outputs of the system achieved by FCM
clearly show that the results are smoother than with the PID one.

Although PID controllers have more benefits and practices, the FCM controllers’ outputs are
smooth, however, within PID controller, prior to obtain the desired value of the set point, the outputs
of certain parts of the systems have undershoot or overshoot.

It is obvious that, cancelling both undershoots and overshoots saves a consumed part of energy
produced by them. By comparing the results of FCM and PID controllers, it demonstrates that the
FCM controllers are faster rather than PID one. With FCM controller, the steady state took place earlier
comparing to PID ones. Also, the FCM controller is more robust than the PID one.

The hybrid GPC-FCM method was utilized to the DX A/C system by Behrooz et al. [90,91].
The FCM method is used as a core controller and the Generalized Predictive Model is applied to assign
the minimum required weights for the control procedure in the FCM control method. The model of
the DX A/C system is adopted from Qi [2]. The results of the designed GPC-FCM control method
were compared by a LQG controller which was designed by Qi [2] on the same DX A/C model.
The temperature and humidity of the room are controlled by changing the compressor speed and
changing the speed of the supply fan. The model of the DX A/C system is a nonlinear and MIMO
model which has strong coupling parameters in the system which have a critical effect on the system.
The designed controller based on the FCM method could consider all the characteristics of the system
very well due to the structure of the FCM. This means that the inputs and outputs of the system were
important concepts for designing the controller. Also, the two sided weight between the concepts could
consider the coupling effect of parameters without decoupling the parameters. Finally, for designing
the FCM-based controller a mathematical model of the system is not required and the design is only
based on the actions or goals required from the system. Then the control signals can apply to the
untouched model of the system (nonlinear form). In order to achieve more efficiency the initial weights
of the FCM network were assigned based on the GPC method to minimize the required control signals
for actuators. The results of the GPC-FCM controller show that this new designed controller is applied
easily and efficiently on DX A/C systems. The results of performance analysis tests clearly show the
effectiveness of the controller in tracking the reference signal under normal conditions as well as in
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the presence of heat and moisture load disturbances, and in initially changing the set points. In other
words, the GPC-FCM controller works successfully under set point tracking and disturbance rejection
conditions. The results of GPC-FCM controller were compared by the results of the LQG controller
from Qi’s [2] work in order to compare the performance of our new controller. The results of both
controllers are shown under the same conditions around the operating point. The LQG controller was
designed for linear condition. Therefore, it cannot work under nonlinear conditions properly and also
cannot work in a wider operating range like the GPC-FCM controller. In addition, the performance
index results of both controllers clearly illustrate the better performance of the GPC-FCM controller.
Figure 17 shows the model of the DX A/C system which is used by Qi [2] and Behrooz et al. [90,91].
Figure 18 indicates the air conditioned room temperature which is decreased from 30 ◦C to 25 ◦C
in 380 s with a 0.33% error from the desired set point. Figure 19 shows the air conditioned room
humidity which decreased from 80% humidity to 48% humidity in 1200 s. The air conditioned room
temperature in a set point tracking test when the set point changes from 25 ◦C to 23 ◦C in 1300 s is
shown in Figure 20. The temperature of the air conditioned room decreases from 25 ◦C to 23 ◦C with
a 2% error from the desired set point in 25 s. It shows that the controller is able to track the new set
point. The air conditioned room temperature in a disturbance rejection test is shown in Figure 21.
The controller is able to successfully reduce the disturbance in 100 s with a negligible error. The air
conditioned room humidity in a disturbance rejection test is indicated in Figure 22, which shows that
the controller is able to reduce the disturbance.
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Improvements of the system are:

1. Avoiding difficult and complex mathematical analysis for designing the controller
2. Designing the controller for a wide operating range
3. Simplicity of the nonlinear control design by elimination of observers
4. Increasing the accuracy and sensitivity of the system by omitting the decoupling
5. Less energy consumption and better energy efficiency in humid countries by eliminating

dehumidifier devices
6. Overshoot and undershoot cancellation due to flexibility and adaptability of the FCM method
7. Fast settling time due to the convergence tendency of FCM, and
8. Using a single control scenario for integration of HVAC characteristics.

In fact, the air conditioning system is a MIMO system. Majority of earlier studies emphasized on
decoupling system, as well as taking it into consideration as a single-input and single-output (SISO)
system. By focusing on it as SISO system used for designing a controller [1], the transient control
operation of the two decupled feedback loops is fundamentally poor as a result of strong cross-coupling
between humidity and temperature [2]. Consequently, by decoupling artificially the control of two
strongly coupled parameters could only produce poor performance of control. This would help to
eliminate the artificial decoupling of the two coupled control variables, so that the control accuracy
and sensitivity can be improved. Hence, the need for a MIMO nonlinear controller is clear.

On the other hand, the previous MIMO works like [27] are using MIMO controllers on linearized
models of the system in neighborhood of the operating point of the system. In other words, the system
only performs and is stable around a particular operating point and the controller is not conducted
for a wider range of operation. The results of the controller are in the range of 24 ◦C for temperature
and 50% for humidity. The controller is unable to descend the temperature from more than 25 ◦C
and humidity more than 60%. In comparison the MIMO controller based on FCM, works over a wide
operating range. The humidity of the air-conditioned room descends from 80% to 48% and the
temperature descends from 30 ◦C to 22 ◦C. The air-conditioned room proper comfort humidity in
tropical countries is within the range of 40% to 60% [91]. In countries across tropical reigns like
Malaysia, the humidity is quite higher than other countries and mostly extra dehumidifier tools are
needed to descend the humidity. Employing GPC-FCM controller on a DX A/C system might remove
one extra device to save more energy and operates with just single device instead of two [90,91].

In the case of HVAC systems, the applied nonlinear control methods are limited. Based on
Moradi et al.’s [48] work, gain scheduling and feedback linearization methods are separately used
in a nonlinear multi input–multi output (MIMO) dynamic model of an air-handling unit (AHU).
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In this MIMO model, air and cold water flow rates are manipulated to achieve the desired tracking
objectives of indoor temperature and humidity ratio. Using the controller based on a feedback
linearization approach leads to more quick temperature and humidity ratio responses in tracking
objectives, but with more overshoots. Especially in tracking the ramp sections of desired set-paths
for humidity ratio, more overshoots can be seen in the results. A comparison between the feedback
linearization method with gain scheduling method on the same AHU system shows that the feedback
linearization method has a faster time response in tracking the desired set points, especially the
temperature, and more robustness in the presence of arbitrary random uncertainty in model parameters.
Compared with FCM, the new controller based on the FCM method is able to eliminate the overshoots
and undershoots. The structure of FCM is able to define and limit the working range of nodes.
Thus, the values of nodes could not exceed from these limitations and this avoids overshoots or
undershoots. Using the controller designed based on gain scheduling leads to less consumption
of energy in AHU. Less variation of air and cold water flow rates are required for achieving the
tracking objectives when the gain scheduled-based controller is used [48]. A comparison between
gain scheduling method feedback linearization with the method on the same AHU system shows
that the system with gain schedualing control method has less energy consumption due to the
less oscillation of air and cold water valve positions. As disadvantages of the gain scheduling
control design, the identification of linear regions and design of switching logic between regions is
necessary, and the manual tuning of multiple PID controllers in these regions can be quite cumbersome.
In the FCM method, there is no manual tuning and all the required control scenario is a single soft
control scenario.

For the single-zone VAV HVAC&R system described by Semsar-Kazerooni et al. [50], a bilinear
model was considered for describing both temperature and humidity dynamics; a back-stepping
controller was designed for the feedback linearized model, considering heat and moisture loads as
measurable disturbances; and a stable observer was designed for non-measurable disturbances backed
by simulation results for optimal energy consumption. Simulation results show that the closed-loop
system has good and fast tracking, offset-free and smooth response with high disturbance decoupling
and optimal energy consuming properties in presence of time-varying loads. Improvements of the
system by using this control method in comparison with other common control methods like PID
are removing the offset and oscillations, which are measured by an energy index. In other words,
longer life of actuators due to less actuator repositioning which makes it a more beneficial method
from an industrial viewpoint. Difficulty in finding a Lyapunov function, all state variables must be
measurable otherwise a nonlinear observer is needed, are the disadvantageous of this method. In other
words, this work involves complex mathematical analysis and also for controlling the system step
by step designs the different control scenarios like linearization and decoupling of the model to find
some required parameters then using the other method to transfer the model to the nonlinear form.
As a result, due to the complexity of system and model uncertainty, a simple control algorithm with
simple mathematics is required. As the structure of a fuzzy cognitive map has the ability to design
the controller based on the needs of the system and what is expected the system must do, not how it
works, it could be a suitable solution for HVAC systems. By applying FCM, all the requirements of the
system could be considered like MIMO, grouping coupling effects and nonlinearity in a single control
scenario. This method also uses simple mathematics and algorithm to define the required control
signals values for obtaining the desired set points.

6. Significance of the FCM Method in Relation to the Development of Nonlinear
Control Algorithms

The significance of designing the control method based on FCM is that it offers a simple approach
to achieving a nonlinear control algorithm without involving difficult mathematical analyses for
deriving the control law process and it eliminates the need for observations, thus making the nonlinear
controller design simple.
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As the purpose of the research is mostly achieving full control of HVAC, A/C and DX A/C
systems, a control method needs to consider the MIMO, nonlinearity and coupling effect characteristics
of the mentioned systems. Consequently, due to the particular structure, the FCM method is selected
to solve the problems.

In order to apply nonlinear control methods on HVAC systems, Moradi et al.’s [48] work could be
referred to as an example of nonlinear control methods. The two nonlinear methods of gain scheduling
and feedback linearization are applied on the nonlinear MIMO dynamic model of an air-handling unit
(AHU) separately. In order to reach the desired indoor temperature and humidity ratio objectives,
the air and the cold water flow rates are used in this MIMO nonlinear model of an AHU. The tracking
objectives of temperature and humidity ratio by feedback linearization controller have quicker time
responses. Although the time responses of tracking objectives are very fast, the results have more
overshoots. Generally, in the case of feedback linearization the advantages are as follows:

1. Nonlinearity must not be known exactly
2. Inner disturbances are reduced at the same time, and
3. Even if not completely eliminated, the nonlinearity is greatly reduced.

And the disadvantages are as follows:

1. Additional measurements are needed, and
2. The time scale difference of the inner and outer loop must be large enough (inner loop must be

much faster than the desired overall closed loop dynamics).

Using the gain scheduling controller causes less energy consumption of an AHU. In order to
achieve the tracking objectives with a gain scheduled-based controller, less variation of cold and air
water flow rates are needed [48]. Referring to Afram and Janabi-Sharifi [3], the design of switching
logic between regions and the identification of linear regions is essential for gain scheduling control
design. Also, the manual tuning of multiple PID controllers in these regions can be quite cumbersome.
In general, in the gain scheduling control method the advantages are as follows:

1. Linear techniques are applicable,
2. The method can be understood as a feed forward control for certain scheduler variables, and
3. Often a small distinct set of control parameter values is sufficient.

And disadvantages are as follows:

1. Some engineering effort is needed for finding the dependency between parameter values and
scheduled variable,

2. Slow operating point’s variations leads to nonlinear behavior of the controlled system, and
3. Proof of stability might pose a problem.

A feedback linearization technique available for the design of nonlinear control systems was
applied by Thosar et al. [49] on a Variable Air Volume of Air Conditioning (VAVAC) model.
It was simulated with a laboratory-scale plant. Also, the single-zone VAV HVAC & R system was
considered as a bilinear model by [50] for describing both temperature and humidity dynamics.
A back-stepping controller was designed for the feedback linearized model by considering heat and
moisture loads as measurable disturbances. A stable observer was designed for non-measurable
disturbances backed by simulation results for optimal energy consumption. In general, the back
stepping technique’s advantage is that it can be applied recursively in terms of the extension of the
dimension of the system. The disadvantages are as follows:

1. Difficulty in finding a Lyapunov function,
2. All state variables must be measurable,
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3. Nonlinear observer needed, if not all state variables are measurable, and
4. Sensitive to parameter variation.

Moreover, Hodgson [52] and Pasgianos et al. [53] used the adaptive control techniques to derive
the control law based on steady state. Advantages of adaptive techniques are as follows:

1. Nonlinearities due to parameter changes can be eliminated or reduced, and
2. Wider operation ranges possible.

And disadvantages are as follows:

1. Adaptation loop must be slower than control loop,
2. Needs enough excitation (otherwise there might be a wind-up problem in parameter estimation),
3. Proof of stability difficult, in particular in case of changing process parameters, and
4. Leads often to nonlinear observer problems.

The applied nonlinear techniques are involved with identification of the stable state, complex
mathematical analysis and linearization around operating point. This means that these control
techniques use difficult and complex mathematics. Also, the uncertainty of the HVAC systems
models make the process of designing the suitable controller very difficult and by linearization of the
model, the operating range will be limited. On the other hand, as the FCM method is based on values,
events, goals, actions and tendencies of the system [98], then the controller could be simply designed
based on the required scenario for the HVAC systems. Since the structure of FCM is based on a graph
structure with simple mathematics and the tendencies or goals of the system, the design of a controller
does not involve the complexity of the system and complex mathematical analysis for deriving the
control law. It would easily be applicable to a nonlinear dynamic model of the system.

7. Summary and Conclusions

To summarize, in this review article an overview of different control methods applied for HVAC
systems is provided. Also, specifically the nonlinear control method is studied in general and particular
in the case of HVAC systems. The overview consists of different control categories divided into hard,
soft and hybrid categories.

Although the hard control techniques are used widely and are still the first choice in building
control, it seems that most hard control techniques did not take into consideration the variety of
constraints on controls and states to reveal the real conditions. Generally the wide implementation
of the traditional and hard control methods is only by reason of their simplicity in application and
their low initial cost. Due to their high maintenance cost, energy usage and inefficiency for the MIMO
structure, the interest and attention to intelligent or soft and hybrid methods would be increased.

On the other hand, as the intelligent control methods are model-free methods and only based on
the human sensitivity about the thermal comfort, they could be a good alternative for HVAC systems
which are nonlinear, complex, time-delayed processes. Also, these methods could be applied to
improve and upgrade the hard and traditional control categories. The soft control methodology can be
employed for decision making and human involvement goals. Alternatively, the hard control is used for
accuracy, stability, precision, and robustness. Moreover, the combinations of these methods in hybrid
methods are used for robustness and good performance in a wide variety of operating conditions.

Since the main problems of HVAC systems are intense nonlinear factors, variable conditions,
interactions between climatic parameters, uncertainty in the model, and variation in system parameters
the HVAC systems are considered as nonlinear, time-varying, inherently complex and MIMO system
with coupling effect. Therefore, a control scenario with simple mathematics and easy implementation
to control the MIMO nonlinear systems of HVAC is required to stabilize the temperature and humidity
simultaneously and mimic the reality as close as possible in order for the designed system to be
practically applicable.
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In conclusion, although the hard control methods are widely used in HVAC systems, the soft
control and fusion control groups have better records in this area. The hybrid methods could be more
suitable due to their structure in applying them to nonlinear, MIMO systems. Therefore, designing
a hybrid MIMO non-linear intelligent robust controller could be significant for full control purposes
of the system. By considering all the mentioned features, a control scenario based on soft computing
methods should be required which can cover the interlinear and MIMO characteristic of the system
in simple algorithm without involving the linearization of the system and difficult mathematics and
analysis for finding the control law. As a result, the combination of neural network and fuzzy logic
methods as a unique fuzzy-graph structure network based on the system’s tendencies and goals
could be a suitable solution in this area. Also, the MPC method could be combined with them
as an optimization solution to assign the best required weights between the nodes of the graph
in a single algorithm. The hybrid control methods based on FCM reveal that the FCM method
can offer a convenient solution when facing complex problems, like control of systems with many
parameters to consider such as building automation. The FCM control method provides much
faster and accurate results for using the effective performance of system without wasting time in the
mathematical modelling of the system and finding the Lyapunov function for designing a nonlinear
controller. The FCM method can be easily used by people who are not completely familiar with the
system. For some systems which describe the entire system it is extremely difficult or sometimes it is
impossible with an accurate mathematical model, the FCM method is a more useful and attractive
way to show the system in a graphical way with the causal relationships among states-concepts.
As this symbolic method of control is easily adaptable and depends on human expert knowledge and
experience, it can be considered as intelligent. Thus, the application of FCM as a control system can
contribute in the expansion and improvement of more autonomous and intelligent control systems.
Finally, the FCM method has some characteristics such as small number of iteration steps, simple
algorithms and acceptable robustness which make it suitable for real time control tasks in complex,
nonlinear processes.
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Nomenclatures

A/C Air conditioning
AHU Air-handling unit
ANFIS Adaptive neuro fuzzy inference system
ANN Artificial neural network
DX A/C Direct expansion air conditioning
FCM Fuzzy Cognitive Map
FL Fuzzy logic
GA Genetic algorithm
GPC Generalized predictive control
HVAC Heating, ventilation and air conditioning
HVAC & R Heating, ventilation, air conditioning and refrigeration
ITAE Integral of time and absolute error
LQ Linear quadratic
LQG Linear quadratic Gaussian
MIMO Multiple-Input and Multiple-Output
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MPC Model predictive control
NN Neural network
PI Performance index
PI Proportional-Integral
PID Proportional-Integral-Derivative
RLS Recursive least squares
SISO Single-Input and Single-Output
STC Self-Tuning Control
VAV Variable airflow volume
VAVAC Variable airflow volume air-conditioning
Z-N Ziegler-Nichols
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