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Abstract:



Healthcare buildings exhibit a different electrical load predictability depending on their size and nature. Large hospitals behave similarly to small cities, whereas primary care centers are expected to have different consumption dynamics. In this work, we jointly analyze the electrical load predictability of a large hospital and that of its associated primary care center. An unsupervised load forecasting scheme using combined classic methods of principal component analysis (PCA) and autoregressive (AR) modeling, as well as a supervised scheme using orthonormal partial least squares (OPLS), are proposed. Both methods reduce the dimensionality of the data to create an efficient and low-complexity data representation and eliminate noise subspaces. Because the former method tended to underestimate the load and the latter tended to overestimate it in the large hospital, we also propose a convex combination of both to further reduce the forecasting error. The analysis of data from 7 years in the hospital and 3 years in the primary care center shows that the proposed low-complexity dynamic models are flexible enough to predict both types of consumption at practical accuracy levels.
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1. Introduction


Electricity load forecasting is an active research topic with significant practical implications for almost any industry or organization. This is not surprising, as the accurate prediction of energy consumption and requirements has a positive impact on operational budgets [1]. In the case of the electrical industry, accurate electrical load forecasting is a useful tool to provide well-founded information and efficient energy management for planning in both the mid and long term and for the grid operation in the short term [2]. Depending on the prediction horizon (i.e., the lead time), forecasting problems are classified into three groups: short-term load forecasts (STLFs), which usually aim to predict the load consumption up to 1 week ahead; medium-term load forecasts (MTLFs), which cover from 1 week to 1 year; and finally, long-term load forecasts (LTLFs), which aim at load prediction for over a year ahead. Most of the studies in recent years have focused on the STLF category [3], whereas MTLFs and LTLFs have received less attention [4,5]. In addition, existing studies have mainly addressed load forecasting for utility companies, whereas fewer works have investigated forecasts for the customer side.



Because of their social relevance, size, and operational characteristics, healthcare buildings are a type of customer that deserves particular attention. However, little attention has been paid to the intuitive fact that their dynamics are considerably different from those of a utility or other middle/large-scale customers. In fact, utilities have shown more interest in predicting the aggregated load of a city, a region, or an entire country or state [6] than in forecasting the consumption of particular customers. Apart from their social relevance, analyzing the specific case of healthcare buildings is justified from multiple points of view. First, the energy needs of large hospitals are comparable to those of a small city. Second, we hypothesize that the load predictability in a hospital will be more accurate, as most systems are controlled in a centralized fashion rather than independently by hundreds or thousands of users. Moreover, because the healthcare activity is very specific, many intrinsic and extrinsic variables affecting the energy consumption are strongly seasonal, either directly (e.g., temperature increase in the summer) or indirectly (e.g., increased illness in the winter). Finally, demographic factors, such as the population age, epidemics, and public health information, are known to have a relevant impact on the health activity (e.g., types of attention, treatments, or duration of the patient staying), and health centers work under their population aggregation with different sizes depending on the health building service, size, and coverage.



To the best of our knowledge, no study has analyzed whether the dynamics of this composition become low complexity, which could be a result of average/aggregation effects, or high complexity, which could be a result of complicated interactions among the actors and elements in the system. The identification of the load complexity forecasting in a hospital can be also useful to propose adequate prediction systems, and if we also model the relationship among the relevant exogenous variables, the information concerning the hospital capacity (i.e., load elasticity), and the power consumption, then managers will be able to readily identify which tasks are more energy demanding. This will reduce the consumption for specific activities while allowing the managers to take advanced load management actions, such as investments in new equipment (e.g., heating, cooling, and ventilation) or even in real-time control systems. All these actions can be taken to achieve significant savings in the electric bill, and they depend on the load prediction accuracy in healthcare buildings [7].



Therefore, in this work, we aim to analyze the dynamics and predictability of the electrical load in healthcare buildings. For this purpose, we have compared the consumption in a large hospital to that of its main primary care center. This allowed us to have similar demographic, environmental, political, and epidemiological conditions. We scrutinized the dynamics of their middle- and short-term predictions, aiming to determine and assess their complexity. For this end, we used multivariate techniques that allowed us not only to predict but also to scrutinize the consumption. First, the intrinsic predictability was assessed using principal component analysis (PCA) and autoregressive (AR) modeling. Second, supervised modeling was addressed by using orthonormal partial least squares (OPLS). Finally, with the aim of improving the prediction capabilities, we also put forward a simple convex combination method that leveraged the PCA and OPLS predictions. After this, we analyzed consumption data from 7 years for the Hospital Universitario de Fuenlabrada (HUF) hospital and from 3 years for the Centro de Especialidades El Arroyo (CEA) primary care center, because of stored-data availability conditions; both are located in Fuenlabrada, Madrid (Spain).



The main contributions of this paper are detailed as follows. First, we performed the electrical load forecast for a 1 year horizon using multivariate analysis (MVA), by extracting a new set of representative features of the load consumption in the hospital and care center, which allowed us to analyze their time patterns. Second, the proposed forecasting algorithms were validated using real data from two different-sized healthcare buildings, which exhibited different patterns in terms of energy consumption but in both cases had low-complexity dynamics. Third, we proposed a simple convex combination to, whenever necessary, merge the supervised and unsupervised MVA approaches into a single method.



The rest of the paper is structured as follows. In Section 2, we detail the methodology used for MVA, including the unsupervised and supervised methods and the algorithms for generating the forecasted output. In Section 3, we describe the datasets considered in this work, corresponding to the two aforementioned healthcare buildings. In Section 4, we present the experiments together with their performance results, and a detailed description is included of the most descriptive components from the PCA and OPLS approaches, which allowed us to scrutinize the complexity of the dynamics. Finally, in Section 5, we present the discussion and main conclusions of this work.




2. Proposed Methodology


MVA methods are required when dealing with high-dimensional datasets described by intercorrelated and dependent variables. In this section, we detail a widely used classic unsupervised approach, given by PCA, and a supervised method, given by OPLS, which have not yet been used in this setting. OPLS overcomes some of the limitations of PCA, retains the advantages of an eigen-decomposition, and provides competitive results in terms of dimensionality reduction. Finally, we introduce an ensemble algorithm (ENS), which brings together both predictions using a simple convex combination, and we describe the mechanisms used for its validation, which were useful to run the numerical experiments.



2.1. Fundamentals of PCA Forecasting


One of the most widely used methods of MVA is PCA, which extracts relevant information from a dataset and allows us to represent it as a set of new orthogonal variables, referred to as principal components [8,9]. In order to analyze the dataset of interest with PCA, we arranged the temporal observations of the electrical load in a data matrix as follows. With [image: ] denoting the time series of available data uniformly sampled every 15 min, its entries were arranged into the matrix [image: ], where [image: ] (number of quarter-hour samples in a week), and [image: ] is the number of weeks in the dataset. Having the data in this form, each row [image: ] corresponded to a particular time of the week (e.g., Mondays at 8:15 AM) and contained a sequence of one-week-separated load measurements. Moreover, each of the N columns represented a set of by-week measurements (e.g., loads of the 10th week of 2011 sampled every 15 min). For PCA analysis, it was preferable to arrange the training data into a square matrix; the weekly arrangement allowed us to obtain a semi-square matrix that facilitated the calculation of its singular values.



Our goal was to find an orthonormal transformation [image: ] such that when applied to the input data [image: ], it generated an alternative representation [image: ] with lower dimension [image: ] and such that, when inverted to reconstruct the original data matrix as [image: ], the [image: ]-norm of the reconstruction error was minimized. With [image: ] denoting the identity matrix, this entailed solving the following optimization:


[image: ]



(1)







If [image: ] was square, then any orthonormal matrix was optimal. When [image: ] was tall (i.e., it had size [image: ] with [image: ]), the multiplication [image: ] did reduce the dimension of the data, and the optimization became non-trivial. Although non-convex, it is known that the global optimal solution to Equation (1) can be obtained by performing a singular value decomposition (SVD) on [image: ] and keeping the P largest singular vectors [10]. To be precise, we consider the SVD of the input data given by


[image: ]



(2)




where [image: ] and [image: ] are orthonormal square matrices containing the left and right singular vectors, respectively, and [image: ] is a rectangular diagonal matrix. Because the P first left singular vectors in matrix [image: ] (those associated with the P largest singular values) are the base elements used to reconstruct [image: ], the solution to Equation (1) is then [image: ] with [image: ]. The ith singular value in [image: ], denoted as [image: ], captures how much energy from the original [image: ] is contained in the ith principal component. The right singular vectors in [image: ] are the coordinates (i.e., the normalized coefficients) that multiply the base elements in [image: ] in order to recover the matrix [image: ]. It is worth noting that the PCA solution can be equivalently obtained from the P principal eigenvectors of the auto-covariance matrix [image: ], as well as from formulations maximizing the covariance of [image: ] [10].



We have relied here on the assumption that the base elements in [image: ] are time invariant and thus are valid to express and (partially) explain future years. Under these conditions, we could perform a forecast on [image: ], and, on the basis of this, predict the load for the next year by following a few simple additional steps.



The load time series was modeled as the sum of two processes: one at a relatively large timescale process, modeling yearly observed patterns; and another process at a smaller timescale, which modeled the fast (intraday) load deviations from the first model. Because we focused on middle-term forecasting, and the latter process could be assumed to have a zero mean, the proposed forecast consisted essentially of the longer-timescale model prediction. Moreover, this model exploited the aforementioned SVD. The rest of this section describes the procedure for such forecasting.



The longer-timescale model we assumed was based on the observation that the time series of each of the right singular vectors (each right singular vector corresponding to a particular week) exhibited yearly periodicity and a linear trend. (The linear trend was motivated by a gradual increase in temperature in the last years and the fact that a large proportion of the energy consumption variability was due to air conditioning. Several works on climate data analysis have identified linear trends in historical temperature data series [11,12]). Thus, it was modeled as an AR process with a time-varying mean. To identify the model, the first step was to estimate the time-varying mean as the combination of a periodic signal ([image: ] year) and a component that was linear in time. Once the periodic mean was computed, it was subtracted from the available samples to obtain a residual, which was modeled as an AR process. The last step was to estimate the parameters of the latter AR process.



More specifically, the periodic mean [image: ] and the linear trend [image: ] of the singular vector time series [image: ] were estimated by minimizing a least-squares criterion:


[image: ]



(3)




and the time series [image: ] was defined as  [image: ]. The latter was estimated using the model given by:


[image: ]



(4)




where [image: ], and [image: ] are respectively the intercept, the model order, and the linear coefficients of the AR process. These parameters were estimated using a standard procedure, such as least-squares or the Burg method.



The forecasted right singular vectors [image: ] were computed as the addition of the periodic mean and the linear trend, evaluated at the forecast horizon of interest:


[image: ]



(5)







The reduced right-singular-vector estimated matrix was then reconstructed as [image: ], and the predicted data matrix was reconstructed as [image: ]. The sought time-series forecast was then obtained by simply unfolding (vectorizing) the predicted matrix, that is, [image: ].



The described procedure to perform the PCA-based electrical load forecasting is outlined in Algorithm 1.








	Algorithm 1 PCA-based algorithm for electrical load forecast.



	Input: [image: ]



	
	1:

	
Reshape [image: ] into an [image: ] matrix [image: ], where [image: ] and [image: ] is the number of data weeks.




	2:

	
Mean-center the matrix [image: ] into [image: ], such that [image: ].




	3:

	
Compute [image: ] such that [image: ] (perform SVD).




	4:

	
Determine [image: ] most significant singular values or principal components.




	5:

	
Identify the linear trend and the periodic means by solving Equation (3).




	6:

	
Forecast coefficients [image: ] according to Equation (5).




	7:

	
Compute the approximation [image: ].




	8:

	
Set the PCA prediction as [image: ].









	Output: [image: ], and [image: ].







2.2. Fundamentals of OPLS Forecasting


0 0Because of its simplicity, PLS is a widely used MVA supervised method for which different variations have been proposed [13,14]. The objective of PLS is to create score vectors of inputs and outputs, which have maximum cross-covariance with each other. However, PLS is not invariant to linear transformations, which means that its predictions can be different depending on how the inputs are selected within the same space. The solution to the lack of invariance is achieved with the OPLS method, also known as reduced-rank regression (RRR) [15], because of its equivalence [16]; it performs an orthogonal projection of the inputs before finding the optimal minimum square error) (MSE) solution.



In order to apply a multivariate supervised method, input and output data matrices, denoted as [image: ] and [image: ] respectively, are defined as follows. Each observation or column of [image: ] is a whole year, and thus the variables of an observation are the quarter-hours of this year, N being the number of available years and M being the number of quarter-hours in a year (4 quarter-hours/hour × 24 h/day × 7 days/week × 52 weeks/year = 34944 quarter-hours/year). Unlike PCA, OPLS does not require a special arrangement of the data, and it is possible to use a high-dimensional rectangular matrix, as proposed in this yearly arrangement. The label of each observation, that is, each column of matrix [image: ], is the whole next year, containing all the quarter-hours of the year. The input and output auto-covariance matrices are empirically estimated as [image: ] and [image: ], and their cross-covariance matrix is estimated as [image: ]. The input data features are calculated as [image: ], where [image: ] is a projection matrix whose projection vectors are arranged column-wise, and [image: ] is the number of projections. The OPLS regression in this case is obtained by solving the following optimization:


[image: ]



(6)




where [image: ] is a matrix of regression coefficients, which is used to compute the predicted load, as outlined in Algorithm 2. We note that the [image: ] constraint is used to guarantee the invariance of the linear transformation. The minimization of Equation (6) with respect to [image: ] can be solved by the following generalized eigenvalue problem [16]:


[image: ]



(7)




where [image: ] is a diagonal matrix with the Q largest generalized eigenvalues, and the Q columns of [image: ] are the corresponding leading generalized eigenvectors.



We note that in this case, we have a high-dimensional data model (i.e., [image: ]). In order to efficiently obtain the OPLS solution, we can use the representer theorem [17] with a linear kernel denoted as [image: ], where the projection vectors can be defined as a linear combination of the input data, [image: ], where [image: ] are the mapped projection vectors. Therefore, we can rewrite Equation (6) as


[image: ]



(8)







Minimizing this objective function with respect to [image: ], the mapped projection vectors can be obtained by solving the following generalized eigenvalue problem:


[image: ]



(9)




where [image: ]. The optimal OPLS projection vectors are finally computed as [image: ]. We note that the solution of Equation (9) requires computing the inverse of the matrix [image: ], which is ill-conditioned. Because of this, some type of regularization is required.








	Algorithm 2 OPLS analysis and forecast.



	Input: [image: ], [image: ], and Q



	
	1:

	
Mean-center the variables into a matrix [image: ].




	2:

	
Compute mapped projection matrix [image: ] by solving [image: ].




	3:

	
Compute projection matrix as [image: ].




	4:

	
Calculate the input data features as [image: ].




	5:

	
Compute [image: ].




	6:

	
Compute the next year’s output, [image: ].









	Output: [image: ], [image: ], and [image: ].







2.3. Convex Combinations


Generically, a convex combination of a set of points (which may be vectors, scalars, or more generally points in a related space) is a weighted linear combination for which all the coefficients are non-negative and their sum is equal to 1. In the context of ensemble learning or prediction, convex combinations are used as a simple method to merge the output of two or more different predictors [18]. Such a strategy has shown to be effective when a subset of the predictors tends to underestimate the true value and another set overestimates it. For the problem at hand, the ensemble convex predictor takes the following simple form:


[image: ]



(10)




where [image: ] and [image: ] are the individually forecasted outputs achieved in Algorithms 1 and 2, respectively, and [image: ] is the free parameter for this convex combination. It is evident that if [image: ], the output corresponds to the OPLS algorithm. On the other hand, if [image: ], the output corresponds to the PCA algorithm.




2.4. Performance Evaluation


The performance of the proposed methods has been quantified in terms of the root-mean-square error (RMSE), the mean absolute percentage error (MAPE), and the percentage of bias (PBIAS). These metrics are defined as follows:


[image: ]



(11)






[image: ]



(12)






[image: ]



(13)






[image: ]



(14)




where [image: ] is the forecasted output, and [image: ] is the true value of the electrical load; i denotes the number of the day in a given year, and [image: ] and [image: ] are defined as in Table 1.


Table 1. Experiment settings.


	Symbol
	Description
	Value





	[image: ]
	Sampling time
	15 min



	[image: ]
	Number of samples by hour
	[image: ]



	[image: ]
	Day length of samples
	[image: ]



	[image: ]
	Week length of samples
	[image: ]



	[image: ]
	Year length of samples
	[image: ]



	[image: ]
	Year length in days
	364



	[image: ]
	Year length in weeks
	52



	L
	Database length in years
	8 for Hospital of Fuenlabrada; 4 for Centro Especialidads el Arroyo









The RMSE is usually proposed as a prediction quality measurement, and it is frequently used to compare the accuracy of different forecasting criteria. MAPE has the advantage of being scale independent, and its use is often recommended as an interpretation measure [19]. The PBIAS measures the average trend of the forecasted output to be larger or smaller than the true data, in such a way that positive values indicate that the model underestimates the electrical load, whereas negative values indicate that the time series are overpredicted by the model.





3. Database Description


In this work, we analyzed historical load data of a high voltage consumer (V ≥ 1 kV) as a case study from two different sized healthcare buildings. The data were usually provided by the utility; they followed a six-period time-of-use (TOU) pricing scheme, and it was required that at least one of the six contracted power levels was greater than 450 kW.



The first dataset was provided by the HUF, located at the Comunidad de Madrid, Spain. The HUF serves a population of 220,000 people (approximately), and it has a total surface of 64,000 m2, a capacity of 406 beds, and nine surgery theaters. The contracted power is 2000 kW, and the mean energy consumption by year is 13,300 MWh. This dataset—shown in Figure 1a—contained quarter-hourly loads from August 1, 2008 to August 31, 2016. Each sample represented the active power in kilowatts during the specific quarter-hour. The information for the period from August 1, 2008 to August 31, 2015 was used for training our algorithms (i.e., for model estimation), whereas the information for the period from August 1, 2015 to August 31, 2016 was used for testing (forecasting evaluation).


Figure 1. Database representation for the two healthcare buildings, Hospital Universitario de Fuenlabrada (HUF) (up) and Centro de Especialidades El Arroyo (CEA) (down): (a,d) electrical load and available data; (b,e) yearly load profile example; (c,f) weekly load profile example.



[image: Energies 11 00493 g001]






As a descriptive analysis of the electrical load, we used a boxplot representation of the available database, as shown in Figure 1a. We note the presence of a long-term linear trend. In Figure 1b, we represent the yearly profile (e.g., year 2015), in which we can observe the seasonal effect of the time series as the load increased during the summer months (from June to August). Figure 1c represents the week/day profile from the HUF, for which different load patterns can be observed on weekdays and weekends.



The second dataset corresponded to the power consumption of the CEA, which is also located in the Comunidad de Madrid, a few kilometers away from the HUF. This is a primary attention center that carries out specialty outpatient activities, with a surface area of 10,050 m2. While this building is considerably smaller than the HUF, the CEA is also a high-voltage consumer and has the same six-period TOU pricing scheme. Differently from the data of the hospital, only 4 years of historical data could be provided, with the same sampling period of 15 min. This dataset contained loads from January 1, 2013 to December 31, 2016, as seen in Figure 1d. We also left out the last year available for this data for testing the algorithms. In the boxplot of Figure 1e, we represent the 2015 yearly profile; it shows the seasonal incremental of the load during the summer months. Figure 1f shows that during the weekdays (i.e., Monday to Friday), the load consumption exhibited a narrower daily pattern compared to the hospital data and an almost flat profile on weekends (i.e., Saturday and Sunday).




4. Experiments and Results


In this section, we present the results obtained by applying the proposed methodology to our datasets from the HUF and the CEA. For each individual method and case, the data were divided into training and testing sets. We start by presenting results regarding the model order selection (for each of the individual predictors as well as for their convex combination). After this, we present the performance results, which are then analyzed in detail, including the (principal) components selected by each of the algorithms. This analysis, together with the assessment of the forecasting performance, allows us to understand the accuracy of the methods in terms of the different dynamics, as well as to study their complexity. The values of the parameters used in our experiments are listed in Table 1.



4.1. Results of Model Order Selection


Both PCA and OPLS need to determine their suitable model order (i.e., the minimum number of components) to effectively compress the information while retaining the complexity of the data dynamics. In the PCA approach, we analyzed the dimensionality reduction in terms of the variance (eigenvalue) criterion. For the HUF case, Figure 2a depicts with a red dashed line the threshold to determine the P first principal components when considering 85% of the cumulative variance, as an operative and widely used rule of thumb. We selected [image: ] components according to this rule. Such a choice is confirmed in Figure 2b, where the energy of the original data contained by each component is also shown, although redundantly, for a better visualization. We also observe that almost all of the variance (close to 100%) accumulated at [image: ] components.


Figure 2. Model parameter selection procedures: (a) cumulative variance contribution rate for principal component analysis (PCA) model for Hospital Universitario de Fuenlabrada (HUF); (b) singular values from PCA model in HUF; (c,d) the same for Centro de Especialidades El Arroyo (CEA); (e) eigenvalue decomposition from orthonormal partial least squares (OPLS) in the HUF case; (f) grid search of hyperparameters in the HUF case.



[image: Energies 11 00493 g002]






For the CEA case, the cumulative variance and the singular values are shown in Figure 2c,d, respectively. We can observe now different decomposition dynamics compared with the HUF case, given by a gradual variation with no clear cut-off point. This implies that a clear model order cannot be obtained and that the choice must be made on the basis of the relative relevance of the error versus the compression performance.



The model order selection in OPLS also requires validating the number of components to be included in terms of the eigenvalue profile. In Figure 2e, we observe that, for the HUF dataset, the first and second eigenvalues accumulated practically all the statistical energy from the OPLS projections, indicating that the required number of features from this model was [image: ]. For the OPLS in the CEA case, we also selected [image: ] as the number of principal components, considering that the relationship between the length of the data observation in years and the maximum number of eigenvalues was equal to 2. Given the number of available years and the necessity of prediction and model order selection, it was not possible to scrutinize larger model orders here.



For the HUF data, we have that [image: ] was a suitable order for PCA, whereas an order of [image: ] was appropriate for OPLS. When designing the parameters for our ensemble (convex combination) algorithm, we needed not only to select the free parameter [image: ] (which dictates the weight of the convex combination), but also P and Q. To carry out this joint choice, a leave-one-out cross-validation (LOOCV) scheme and a grid search strategy based on a MSE criterion were performed. For LOOCV, we modified the partitions used to train and test the model; every year of the dataset was used as output, an observation was carried out from the training data. For the grid strategy, we searched for the coordinate in the hyperplane [image: ] with the minimum MSE output. Figure 2f shows the results of a slice in the search process, where hyperparameters [image: ] and [image: ] were obtained for the model with the minimum MSE.




4.2. Performance Results


Table 2 and Table 3 show the prediction performance using the metrics defined in Equations (11)–(14). For the HUF dataset, the results were consistent with the three methods tested. As expected, the ensemble algorithm obtained the best accuracy (i.e., lowest RMSE and MAPE ≤ 5%) with respect to the individual PCA and OPLS models. In Table 2, a negative value in PBIAS for the PCA method indicates the presence of overestimation. Differently, the PBIAS for the OPLS method was positive, revealing that the forecasted output underestimated the true values. We note that in this case, the PBIAS (≤ 1%) was also reduced for the ensemble algorithm.



Table 2. Performance metric calculation.



	
Dataset

	
Data Base from Hospital (L = 7)

	
CEA (L = 3)




	
Metric/Method

	
PCA

	
OPLS

	
ENS

	
PCA

	
OPLS

	
ENS






	
RMSE (kW)

	
28.91

	
29.53

	
26.77

	
13.33

	
13.19

	
12.99




	
MAPE (%)

	
5.06

	
5.96

	
4.83

	
16.21

	
15.14

	
14.63




	
PBIAS (%)

	
−2.87

	
1.38

	
−0.74

	
7.58

	
5.81

	
6.69










Table 3. Performance in terms of training data size for Hospital Universitario de Fuenlabrada (HUF).



	
Metric

	
MAPE (%)

	
PBIAS (%)




	
Method/L (Years)

	
7

	
6

	
5

	
4

	
3

	
7

	
6

	
5

	
4

	
3






	
PCA

	
5.06

	
4.93

	
5.00

	
5.08

	
5.11

	
−2.87

	
−1.67

	
−0.84

	
−0.35

	
−3.16




	
OPLS

	
5.96

	
6.11

	
6.01

	
5.951

	
5.57

	
1.38

	
1.34

	
1.39

	
1.87

	
1.15




	
ENS

	
4.83

	
5.13

	
5.28

	
5.32

	
4.85

	
−0.74

	
−0.16

	
0.27

	
0.75

	
−1.00










For the HUF, the residual analysis in terms of its histograms is shown in Figure 3a, where the bias compensation effect is clearly seen from the mode (maximum peak) of the distributions. Additionally, it can be seen that all methods presented a marked asymmetry in their tails, with negative residual tails being markedly heavier and longer than positive residual tails.


Figure 3. Comparison of residual analysis distributions in terms of the histograms for the three analyzed methods: Hospital Universitario de Fuenlabrada (HUF) (a); Centro de Especialidades El Arroyo (CEA) (b,c). In the latter, two situations are considered: one when accounting for the complete test year (b), and another when excluding the summer (c), during which the management politics changed (see text for details).



[image: Energies 11 00493 g003]






Figure 4a–c boxplots the (error) residuals for the forecasted output in the HUF dataset for the three proposed methods. It can be observed that the PCA method tended to be residual-centered, except after March, when there was a trend of negative residuals dominating, whereas the OPLS method tended to have predominantly positive residuals between November and February. The use of the convex ensemble method yielded a “more centered” set of residuals. In all cases, two kinds of dynamics were revealed: one with lower variance (from October to May), and another with higher variance (from June to September), which was clearly consistent with the yearly seasonality. Figure 4d–f shows the Bland–Altman plots for the three methods. A Blant–Alman plot is a scatter-type representation in which the horizontal axis represents the measured load and the vertical axis represents its corresponding residual. For our dataset, this information showed that heteroscedasticity was indeed present, that is, the variance was not equally distributed along the load. For instance, lower loads consistently had a lower variance, whereas larger loads had an increased variance (and they were biased to negative residuals in all the models). It can be noted that extreme load peaks reduced the variance with respect to the intermediate values, which indicates that the models were more accurate when predicting the peak values.


Figure 4. Residual analysis for mid-term load forecasting for Hospital Universitario de Fuenlabrada (HUF) from September 2015 to August 2016 (a-f) and for Centro de Especialidades El Arroyo (CEA) from January 2016 to December 2016 (g–l). Models for HUF, including residual plots for principal component analysis (PCA) (a), orthonormal partial least squares (OPLS) (b), and ensemble output (c), as well as Bland–Altman plots (d,e,f), in the same order; (g–l) show the same representations with CEA data.
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In Figure 4g–i, residuals are shown for the CEA dataset. Similarly to the HUF dataset, there was a noticeable difference in the variance from June to September, compared to that of the months between October and May. On the other hand, the atypical residuals above the red dotted line were systematically present in the CEA data, while in the HUF case, such a presence was sporadic. This suggests that the model was biased, which was clearly confirmed by the Bland–Altman plots shown in Figure 4j–l. Heteroscedasticity was not so present, but instead, strongly biased residuals were observed, with a systematic trend of low (high) load amplitudes to be associated with negative (positive) residuals. The presence of this kind of bias in Bland–Altman plots often indicates that the model does not adequately capture the forecast dynamics, and, in this case, further analysis of the data and of the eigenvectors could provide useful insights on the model expression capabilities.




4.3. Results of Eigenvector Analysis


Both the PCA and OPLS methods identified eigenvectors whose profile and relevance were extremely useful to analyze the complexity patterns and the different dynamics of the forecasted load. The purpose of this section is to carry out a first analysis of those eigenvectors.



PCA Eigenvector Analysis for HUF. Figure 5 plots the time trajectories for the first three eigenvectors identified after applying PCA to the HUF dataset. Figure 5a shows the projection of the first component on the training data set, showing its annual linear trend by the yellow line superimposed on the load time series. The observed behavior confirms that the component was informative for prediction purposes and that the linear trend had to be accounted for. In red, we have depicted the one-year-ahead forecasted AR component, which followed nicely the pattern of the previous years (blue line). Figure 5b shows the first eigenvector, which clearly accounted for the weekly rhythm with a smooth representation, indicating that this component corresponded to an “average week”. We note that the load component was different on Saturdays and Sundays (second and third peaks) compared with the other days. Figure 5c shows that this pattern represented a smooth trend associated with the two previously identified periods with different residual dynamics but with a slow transition from one to the other as an envelope. Figure 5d,g shows the projections of the second and third components, as well as their AR predicted values, whereas Figure 5e,g represents their associated eigenvectors, which became peaked waveforms, indicating that they were acting as detail markers of the specific form of the average pattern given by the first component. We note that Figure 5f,i shows that their contribution was similarly linked to the two periods with different seasonal dynamics, but the second component showed a smooth behavior, whereas the third component was closer to an on–off switch behavior. To gain further insights, we chose two weeks from our dataset (one from summer and another from winter) and analyzed how strongly each of the different principal components was present in them. As seen in Figure 5p,q, they allowed us to better visualize and understand which component was contributing to an example week in the summer and to another example week in the winter.


Figure 5. Principal component analysis (PCA) load prediction in Hospital Universitario de Fuenlabrada (HUF). For the the first, second, and third components, panels show the projection coefficient over the year (a,d,g), the eigenvector corresponding to the contribution of that component (b,e,h), and the yearly reconstructed partial load with that component (c,f,i). Panels (p,q) show two different reconstructed weeks in the two different periods, and (r) shows the reconstructed load with the first five components.
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PCA Eigenvector Analysis for CEA. In Figure 6, we scrutinize the time plot of the first four components obtained after applying PCA to the CEA dataset. The first component again had a strongly seasonal variation in the coefficients (a), a smooth weekly pattern with different behavior during weekends (b), and two different dynamics behaviors for the partial estimation of the load (c). While the behavior of the first component was similar to that of the first component in the HUF dataset, a markedly different second component was observed. Being more specific, the coefficients (d) consisted of a seasonal component and a peak in 2015, which was partially predicted in 2016. A smooth eigenvector was observed, but with a flat level during the weekend, which pointed to a load increase, as opposed to the low-level load in the first eigenvector. We note that the third and fourth components were not so strongly periodic in terms of their annual coefficients. Additionally, their eigenvectors again accounted for peak details that included the form of small details when summed to the smooth first eigenvectors. However, a high- and a flat-load level could be seen in each of them during the weekends, which means that they were accounting for dynamics not present in the HUF dataset.


Figure 6. Principal component analysis (PCA) load prediction for Centro de Especialidades El Arroyo (CEA). For the first, second, third, and fourth components, panels show the projection of the coefficients over the year (a,d,g,j), the eigenvector corresponding to that component (b,e,h,k), and the yearly reconstructed partial load with that component (c,f,i,l).
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These results prompted further research into the historical management of the CEA. According to subsequent reports from the maintenance department of the CEA, the average temperature in the city in which the care center is located had been increasing during the previous years. As a result, during 2015, the air conditioning system was required to be on during the (summer) weekends; otherwise, it took Monday and Tuesday to recover habitability, particularly for patients. Moreover, during 2016, the situation became harder to manage at the beginning of every day, and the management also decided to maintain the air conditioning at some level during the summer months. This clearly represented a non-stationary situation that interacted with the otherwise simple and similar dynamics of the CEA. If the goal is to generalize this modeling technique to analyze and forecast energy loads in small healthcare buildings other than the CEA, different intervention methods could be used to handle non-stationary situations similar to that observed in this case.



OPLS Eigenvector Analysis. Similarly to the PCA method, we analyzed the principal components of the OPLS models using the first eigenvectors and the data projection on them. As described before, the model order for OPLS was [image: ]; hence the two largest eigenvalues were identified and yielded their eigenvectors as the principal components of this supervised model. The interpretation of the results in the OPLS case was somewhat more challenging, as each year was provided as the sum of the two previous annual components. Nevertheless, in Figure 7, we have plotted the contours for the first and second eigenvectors, both for the HUF and for the CEA datasets, together with the projections on their corresponding load profiles. These played similar roles to those the eigenvectors and the signal projection coefficients played in the PCA decomposition.


Figure 7. Orthonormal partial least squares (OPLS) load prediction for Hospital Universitario de Fuenlabrada (HUF) (a,b,e,f) and for Centro de Especialidades El Arroyo (CEA) (c,d,g,h). For the HUF model, the first and second eigenvectors (a,e) are represented together with their coefficient projection on the test year (b,f). Similar plots for CEA are shown in terms of the two first eigenvectors (c,g) and their coefficient projections (d,h).
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The results for the HUF dataset revealed that the first component consisted again of smooth and repetitive variations, whereas the second gave the detail not only in terms of the weekly waveform but also for the yearly trend, with some fast transitions and peaks. This means that the expressive capacity of the supervised method allowed it to retain similar explanatory dynamics with just two components, which was advantageous compared with the non-supervised approach that required up to four components. Similar considerations could be made with the CEA model shown in the right panels. In both cases, a closer view into the eigenvectors and the projections showed that the first annual component exhibited a smooth long-term pattern, mixed with weekly and daily variations in both healthcare buildings, whereas the second component included the long-term transients mixed also with weekly and daily variations. For the HUF dataset, the long-term variations in this components also indicated the existence of two seasonal periods (increased and decreased consumption), which were present in both eigenvectors. It is also interesting to note that the increased variance during the summer period was only observed for the coefficients of the second projection but was not for those of the first projection. This contrasted with the CEA dataset, for which the existence of two seasonal periods was observed in both projection coefficients.



Overall, we observed that, while with some differences, the dynamics revealed when using OPLS were relatively similar to those revealed when using PCA. OPLS eigenvectors and coefficients could be seen as capturing the same information as PCA, but with a global description and a better confinement of similar variance in the first component. Nevertheless, the essentials of the dynamics captured by both approaches were strongly consistent.





5. Discussion


This paper has investigated the prediction of the energy consumption of healthcare customers using simple MVA methods. The reason for focusing our research on the customer side and selecting healthcare buildings as special customers was that healthcare services demand continuous and rhythmic energy and electricity use, which in most cases, does not have subsidies from the goverment entities. To our best knowledge, the literature review provides limited information about the analysis and forecasting of electrical loads with data provided by this special type of customer. As a consequence, and in order to meet the above requirements, our research led us to handle a large amount of data (i.e., high-dimensional data), which is the reason we explored the use of MVA methods for analysis and load forecasting.



In the load forecasting literature, a number of prediction methods have been reported and discussed [4,20,21]. Early works relied on well-known statistical methods, such as simple regression, multiple linear regression, and AR integrated moving-average modeling. Recently, the “intelligent methods” have become more relevant. These include artificial neural networks, fuzzy logic, support vector machines, or genetic algorithms, among others, and they have improved the accuracy of load forecasting [22,23,24]. These methods have some advantages, such as their ability of nonlinear approximation and self-learning or a higher adaptive capacity. While, for the particular case of healthcare buildings, these more advanced methods could be useful, the results in this paper indicate that their use should be further motivated. Indeed, the simple MVA methods presented here have not only shown that good prediction accuracy can be achieved, but also that the dynamics present in the analyzed datasets were not very complex.



This piece of research is part of a wider project that seeks the optimal design of the contracted power by the customers, where a yearly load profile is required (i.e., mid-term) [25]. Considering past (i.e., historical) and future (i.e., forecasted) profiles, the contracted power should be selected with accurately estimated information. Additionally, in terms of the target application, the forecasted output should meet another requirement, as far as that it should have high enough detail for keeping the same time resolution as the input data (i.e., sampling time interval of 15 min in our case). This implies the increase of both data dimensions and their cross-correlations.




6. Concluding Remarks


This paper has put forward several MVA methods to understand and predict the electrical load in two types of healthcare buildings. The dynamics of short- and middle-term predictions were analyzed by implementing unsupervised (OPLS), supervised (PCA), and ensemble (convex-combination) methods. The models were trained and adjusted by using historical datasets from 7 years for the HUF (2008–2015), a medium-to-large-sized hospital, and from 3 years for the CEA (2012–2015), a smaller care center. The predictive performance of the proposed models was evaluated by means of a dataset from the year 2016. By analyzing the accuracy of the forecasts in terms of the RMSE, MAPE, and PBIAS metrics, a satisfactory model prediction was obtained for the HUF dataset, achieving a one-year-ahead load profile with an intraday high level of resolution. For the CEA dataset, the analysis revealed an abrupt change in the average prediction error, which served to identify changes in the energy consumption patterns implemented by the managers of the building under study. Finally, the (compression) features generated by the proposed methods revealed insights and provided a detailed description of the energy consumption of the different health-building consumers. Interestingly, in both buildings, the dynamics observed exhibited a low complexity, which facilitated their prediction via linear models. When considered jointly, these findings constitute a solid starting point to identify the savings opportunities in the energy bill of the users at hand, which will be the subject of our future research.
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