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Abstract: The common approach to wind energy feasibility studies is to use Weibull distribution for
wind speed data to estimate the annual energy production (AEP). However, if the wind speed data
has more than one mode in the probability density, the conventional distributions including Weibull
fail to fit the wind speed data. This highly affects the technical and economic assessment of a wind
energy project by causing crucial errors. This paper presents a novel way to define the probability
density for wind speed data using splines. The splines are determined as a solution of constrained
optimization problems. The constraints are the characteristics of probability density functions.
The proposed method is implemented for different wind speed distributions including multimodal
data and compared with Weibull, Weibull and Weibull and Beta Exponentiated Power Lindley (BEPL)
distributions. It is also compared with two other nonparametric distributions. The results show that
the spline-based probability density functions produce a minimum fitting error for all the analyzed
cases. The AEP calculated based on this method is considered to have high fidelity, which will
decrease the investment risk.

Keywords: nonparametric probability density function; Weibull distribution; Weibull and Weibull
distribution; spline-based probability density function; annual energy production; multimodal wind
speed data

1. Introduction

Population and industry increase in the world which means that the demand for energy increases
too. Fossil-fuel based energy sources have negative effects on the environment and they are running
out. The greenhouse gases, such as carbon dioxide (CO2), Methane (CH4) and Nitrous Oxide (N2O),
are the main factors of increasing global warming [1,2]. Those gases arise from burning fossil fuels.
Alternative renewable sources must be developed to decrease the emission of greenhouse gases.
Wind energy is one of the renewable energy sources which is rapidly growing in most of the countries
due to its relatively low cost [3].

Before the installation of a wind farm, detailed analyses of the wind energy potential of the site
including the estimation of the annual energy production (AEP), capacity factor calculation and cost
analysis should be performed to minimize the investment risk [4]. The available wind power in a
certain site is evaluated using wind speed data. Finding accurate and reliable methods to represent
the wind speed data is a crucial issue in wind energy assessment. Most of the methods used in the
literature are based on the probability distribution functions (PDF). Due to its simplicity, Weibull
function [5] is the most commonly used method to fit the wind speed data [6–15]. The Weibull based
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methods are appropriate and accurate for unimodal wind speed frequency distribution where the
Weibull distribution is able to accurately fit the wind speed data and provide a good estimation for the
annual energy production.

However, in many regions, when the seasonal, climatic, regional and diurnal effects are considered,
the frequency distribution of wind data behaves as a bimodal or even sometimes a multimodal
distribution. Examples for bimodal wind data distribution include; the observed wind data in Lesvos
and Mykonos sites in Greece [16], the wind data distribution in La Ventosa, Mexico [17], the wind data
in Santa Elena, Colombia [18] and the data in Butler Grade site in USA [19].

The conventional two-parameter Weibull based methods are not sufficient to fit bimodal or
multimodal wind data and, if used, will lead to incorrect results regarding the calculations of AEP,
capacity factor and cost analysis.

There are many trials to use other methods to overcome the fitting problem for bimodal and
multimodal data. Akdağ et al. [16], have shown that the annual energy production estimation for wind
farms to be installed in the Eastern Mediterranean must be calculated using two-component mixture
WW-PDF. They have stated that using a typical two-parameter Weibull method will underestimate
the AEP.

Jaramillo and Borja [17] have used a bimodal probability density function (PDF) based on a Weibull
and Weibull distribution to estimate a bimodal wind speed frequency distribution. They have mixed
two component distributions and the method is called two-component mixture WW-PDF. Their results
have shown better, but not very sufficient, fitting compared to the conventional Weibull method.

Yürüşen and Melero [20] have developed a procedure to improve the fitting problem for bimodal
and multimodal wind data. First, the wind data are inspected to determine the distribution type.
They carried out the inspection using the Silverman test [21]. If the distribution is unimodal, then the
conventional two-parameter Weibull PDF is implemented. If the data have a multimodal behavior,
then (based on whether the origin of modality is known or not) either several unimodal Weibull PDF’s
are used or Beta Exponentiated Power Lindley [22] with Weibull mixture distributions are performed.
This method gives better fitting compared to the classical Weibull method. However, information
about the modality type and origin of the modality are necessary to proceed with the method.

Using splines [23,24] or polynoms [25] is a nonparametric approach to model the probability
density functions. Morrissey and Greene [26] have examined different expansions of polynomials
to approximate the wind speed PDF’s which have poor fitting problems. Their results have shown
that proper selection of orthogonal polynomials can give excellent fit much better than the fit of the
Weibull method.

Wijnands et al. [27] have developed a spline-based mathematical model to describe the
temporal-spatial wind speeds near-surface distribution in a Tropical Cyclone (TC). Their spline model
is able to capture the asymmetries of wind profile and can be used successfully to simulate the TC
wind speeds over waters.

In the present study, a nonparametric probability density function model is proposed to fit the
observed wind data distribution. For this purpose, splines based on cubic polynomials are used.
The nodes of the splines are determined by solving an optimization problem. The constraints of
the optimization problem are the general characteristics (explained in the next section) of a typical
probability density function for wind speed data. Moreover, the mean and the standard deviation
values are also considered as constraints. The results are compared to those of some parametric
(Weibull, Weibull and Weibull and BEPL distributions) and nonparametric (Empirical and 3rd order
polynomial based kernel distributions) probability density functions.
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2. Methodology

2.1. Spline-Based Probability Density Function

The wind speed data is originated from meteorological observations. It provides the frequency of
the observed wind speed along a certain time, which is usually one year. A typical wind speed data is
shown in Figure 1 as a histogram plot. This frequency data of the wind speed gives natural information
about the probability density distribution of the wind speed and shown by OD

(
wj
)
, j = 1, 2, . . . , M

where M is the number of the distinct values of the observed wind speed. A common approach is to
fit this data using a parametric probability density function such as Weibull or Rayleigh distributions.
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Figure 1. An example for the wind speed data in histogram format.

In this study, the wind speed data is fitted using splines to construct piecewise polynomial
approximations on a number of intervals out of the observed wind speed range. In statistics,
a probability density function obtained using such an approach is known as nonparametric
distribution [28].

The procedure of implementing the proposed method is as follow. The range of the wind speed
from 0 m/s (w0) to the maximum observed wind speed (wM) is first evenly divided into N intervals
that lead to N polynoms which pass through N + 1 nodes. It should be noted that N is an input by
the user and its value is less than M, which means that the spline to be fitted is not required to pass
through all the observed wind speed data. This condition is needed to satisfy some constraints on
the probability density function such as providing the unity probability for the whole range. Also,
the fitted probability density function will be smooth similar to the conventional distributions. In the
present paper, cubic polynomials are used for constructing the spline. The piecewise cubic polynomial
fi(w), between each successive pair of nodes has the following form:

fi(w) = aiw3 + biw2 + ciw + di, i = 1, 2, . . . , N (1)

fi(w) is defined between nodes i − 1 and i. The spline, f (w), is the union of all fi(w) and is C2

continuous through each node. f (w) is zero when w < w0 and w > wN .The unknown values of the
function, fi(w), at each node and its first derivative values in the first and last nodes are determined
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together with the spline coefficients, ai, bi, ci and di by solving the constrained optimization problem
given below:

Minimize f (wi), f ′(w0), f ′(wM)

RMSE =

√
1
M

M
∑

j=1

[
OD

(
wj
)
− f

(
wj
)]2

subject to
Constraint 1 :

∫ wM
w0

f (w)dw = 1
Constraint 2 : f (w) ≥ 0
Constraint 3 : f (w) ≤ fmax

Constraint 4 :
∫ wM

w0
w f (w)dw = w

Constraint 5 :
∫ wM

w0
w2 f (w)dw = w2

(2)

where, w is the mean wind speed of the observed data while w2 is the summation of variance of the
observed wind speed and square of the mean wind speed.

The optimization variables are f (wi), (i = 0, 1, . . . , N), f ′(w0) and f ′(wM). Prime sign (′)
denotes the first derivative with respect to the wind speed, w. Therefore, the total number of the
unknowns is N + 3. Note that, ai, bi, ci and di, (i = 1, 2, . . . , N) are not optimization variables since
they are determined while constructing the spline f (w) based on the node values f (wi). For example,
we have 9 variables in the 7-node optimum spline, 7 variables in 5-node optimum spline and 5 variables
in the 3-node optimum spline. However, since there are 5 constraints, three of which are equality
constraints, the effective number of variables in an optimum spline decreases at least by 3. Therefore,
it is quite fair to compare a 7-node optimum spline with Weibull and Weibull and BEPL methods
which have 5 parameters each.

RMSE is the root mean square error which is a measure of the residuals between the fitted
distribution and the observed distribution. Constraint 1 guarantees that the cumulative probability
over the observed wind speed range is unity because the first and the third terms in the right hand
side of Equation 3 vanish since f (w) is defined as zero beyond the observed wind speed range:∫ ∞

0
f (w)dw =

∫ w0

0
f (w)dw +

∫ wM

w0

f (w)dw +
∫ ∞

M
f (w)dw = 1.0 (3)

Constraint 2 is due to the nature of the probability density functions which are always positive
in value. Constraint 3 is required to avoid statistically possible but physically meaningless solutions.
fmax is selected to be 1.0 because there is no site (to be considered for wind energy project) that has a
wind speed PDF which is greater than 1.0. It should be noted that inequalities (Constraints 2 and 3) in
the optimization problem are given in a discrete way while solving the problem numerically.

In Constraints 4 and 5, the first and second moments of the probability density function are used.
This is proposed in order to force the same mean and standard deviation values as the observed data.
This approach is known as the method of moments in fitting the conventional distributions. However,
the conventional distributions obtained using methods of moments do not minimize the RMSE and
might result in large errors. On the other hand, the proposed method in this study does not only satisfy
this empirical condition but also provides minimum RMSE. Therefore, it is considered that the fitting
spline will provide the optimum probability density function for the related wind speed data.

In order to solve the problem given in Equation 2, the constrained optimization is transformed
into the unconstrained optimization by adding the inequality constraints as exterior penalty functions
and the equality constraints with Lagrange multipliers to the objective function [29]. The final form



Energies 2018, 11, 3190 5 of 15

of the objective problem is given in Equation 3. It is solved using a gradient-based optimization
algorithm, the conjugate gradient method [30].

Minimize f (wi), f ′(w0), f ′(wM), λ1, λ4, λ5

RMSE =

√
1
M

M
∑

j=1

[
OD

(
wj
)
− f

(
wj
)]2

+λ1

(∫ wM
w0

f (w)dw− 1
)

+rp2{min[0, f (w)]}2 + rp3{max[0, f (w)− 1]}2

+λ4

(∫ wM
w0

w f (w)dw− w
)
+ λ5

(∫ wM
w0

w2 f (w)dw− w2
)

(4)

The penalty multipliers, rp2 and rp3, in Equation (4) are chosen as a small value at the beginning
of the optimization process. Along the optimization iterations, the penalty multipliers are increased by
a factor. In this study the initial value of the multipliers is selected as 1, and the factor as 3. It should be
noted that the number of the optimization variables is increased in this unconstrained form. The new
added optimization variables are the Lagrange multipliers λ1, λ4 and λ5 [29].

At each optimization iteration, l, the optimization variables are updated as follow [30]:

f (wi)
l+1 = f (wi)

l + βg1

f ′(w0)
l+1 = f ′(w0)

l + βg2

f ′(wM)l+1 = f ′(wN)
l + βg3

λl+1
1 = λl

1 + βg4

λl+1
4 = λl

4 + βg5

λl+1
5 = λl

5 + βg6

(5)

where g1, g2, g3, g4, g5 and g6 are the components of the conjugate gradient direction for the six
optimization variables f (wi), f ′(w0), f ′(wM), λ1, λ4 and λ5, respectively. β is the step size
along the conjugate gradient direction and is calculated using a simple line search based on trial and
error method.

2.2. Weibull Distribution Based Probability Density Function

The Weibull distribution is a two-parametric probability density function. These two parameters
are the shape factor, k, and the scale factor, c, as shown in Equation (6) [31]:

WF(w) =

(
k
c

)(w
c

)k−1
exp

[
−
(w

c

)k
]

(6)

There are different ways to estimate the Weibull parameters, k and c. The method used in this
study is based on the minimization of the root mean square error, RMSE.

2.3. Weibull and Weibull Distribution Based Probability Density Function

The Weibull and Weibull (W and W) distribution is defined in the convex hull of two Weibull
distributions containing 5 parameters as given in Equation (7) as [17]:

WWF(w) = p
(

k1

c1

)(
w
c1

)k1−1
exp

[
−
(

w
c1

)k1
]
+ (1− p)

(
k2

c2

)(
w
c2

)k2−1
exp

[
−
(

w
c2

)k2
]

(7)

These five parameters, p, k1, k2, c1 and c2 are estimated based on the minimization of RMSE.
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2.4. Beta Exponentiated Power Lindley Distribution Based Probability Density Function

The recently proposed BEPL distribution is defined in Equation (8).

BEPL(w) = k c2 ω
B(a,b)(c+1)

(
1 + wk

)
wk−1 exp

(
−c wk

)[
1−

(
1 + c wk

1+c

)
exp

(
−c wk

)]ω a−1

×
{

1−
[
1−

(
1 + c wk

1+c

)
exp

(
−c wk

)]ω}b−1 (8)

where, B(a, b) is the Beta function. The five parameters (k, c, ω, a and b) used in the distribution are
again estimated by minimizing the RMSE.

2.5. Empirical Probability Density Function

Assigning the normalized frequency as the probability for each observation is known as the
empirical probability density function. The normalization has been done by the total number of
observations throughout the recorded time period. It should be noted that the empirical method is a
nonparametric distribution.

2.6. Kernel Probability Density Function Based on 3rd Order Polynomial

A kernel distribution produces a nonparametric probability density fit which adapts itself to the
data. In this study, we defined this distribution by a kernel density estimator as a 3rd order polynomial.
Moreover, we implemented two more conditions while defining the distribution: first and second
moments of the distribution are set same as the observation data.

2.7. Annual Energy Production

The annual energy production calculations are very vital in the evaluation of any wind energy
project. The wind speed distribution is combined with the power curve of a specific wind turbine to
give the energy generated at each wind speed and hence the expected total energy generated overall
the year. The annual energy production (AEP) can be expressed mathematically as follow:

AEP = 8760
∫ wM

w0

f (w)P(w)dw (9)

where, P(w), is the power output of a wind turbine at wind speed, w, and, 8760, is the number of
hours in the year. f (w) is the distribution function which has a closed form.

3. Analyzed Cases

The wind speed data cases analyzed in this study are shown in Figure 2. Those cases are selected
from Yürüşen and Melero [20] as illustrative examples to show the effectiveness of the proposed
method over the parametric distributions. It should be noted that those data are synthetic wind speed
data. Visual inspection of the histograms hints that Case 1, 2 and Case 4 correspond to multimodal
distributions. As for Case 3, the distribution is a simple unimodal one. The statistical properties of
the observation data are summarized in Table 1. It should be noted that the mean and the standard
deviation values of the distributions are calculated within the range of the observation data.
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Table 1. Statistical properties of the observed data.

Case Minimum Speed (m/s) Maximum Speed (m/s) Mean Speed (m/s) Standard Deviation (m/s)

Case 1 0.0 32.0 19.06 6.87
Case 2 0.0 25.0 8.52 5.37
Case 3 0.0 33.0 13.28 6.58
Case 4 0.0 32.0 10.45 7.21

4. Results

Three different optimum splines are fitted for the cases analyzed. The splines are obtained using
3, 5 and 7 nodes. The mean speed, standard deviation and the RMS error of the different fitted
distributions for all the analyzed cases are summarized in Table 2.

The mean speeds and standard deviations of the optimum splines are the same as the observation
data thanks to the constraints specified in the optimization problem given in Section 2.1. As seen from
Table 2, the RMS errors of Weibull distribution are much higher than the errors of the optimum splines
in Cases 1, 2 and 4 (around 4 times more). In Case 3, the RMS error of the Weibull distribution is
about twice of the errors of the optimum spline method. Although the number of parameters in the
BEPL distribution is 5 and therefore a good performance was expected, the results for all the analyzed
cases were observed to be poor in terms of the RMS error. As for the Weibull and Weibull distribution,
the RMS errors for all cases were as low as the error of the distribution based on the 5-node optimum
spline. However, the distribution based on the 7-node optimum spline is superior to the Weibull and
Weibull distribution as seen from the RMS error results in the table. The kernel distribution shows
almost the same RMS error performance as the 3-node optimum spline for all the cases.
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Table 2. Fitting results for the analyzed cases.

Case Method Mean Speed (m/s) Standard Deviation (m/s) RMS Error

Case 1

Observed data 19.06 6.87 -
3-node optimum spline 19.06 6.87 0.00170
5-node optimum spline 19.06 6.87 0.00054
7-node optimum spline 19.06 6.87 0.00040

Kernel distribution 19.06 6.87 0.00170
Weibull distribution 20.72 5.11 0.00151

W and W distribution 18.98 6.75 0.00054
BEPL distribution 20.68 5.05 0.00161

Case 2

Observed data 8.52 5.37 -
3-node optimum spline 8.52 5.37 0.00140
5-node optimum spline 8.52 5.37 0.00059
7-node optimum spline 8.52 5.37 0.00042

Kernel distribution 8.52 5.37 0.00150
Weibull distribution 8.49 5.64 0.00141

W and W distribution 8.59 5.36 0.00080
BEPL distribution 7.54 5.61 0.00226

Case 3

Observed data 13.28 6.58 -
3-node optimum spline 13.28 6.58 0.00046
5-node optimum spline 13.28 6.58 0.00041
7-node optimum spline 13.28 6.58 0.00029

Kernel distribution 13.28 6.58 0.00047
Weibull distribution 13.45 6.74 0.00054

W and W distribution 13.45 6.64 0.00042
BEPL distribution 13.16 6.79 0.00131

Case 4

Observed data 10.45 7.21 -
3-node optimum spline 10.45 7.21 0.00140
5-node optimum spline 10.45 7.21 0.00090
7-node optimum spline 10.45 7.21 0.00023

Kernel distribution 10.45 7.21 0.00150
Weibull distribution 9.95 7.41 0.00117

W and W distribution 10.57 7.29 0.00063
BEPL distribution 8.70 7.22 0.00153

A comparison of the 7-node optimum spline based distribution fit with the Weibull distribution
for the analyzed cases is given in Figure 3. One may notice that the optimum spline based distributions
fits very well against the observation data for all the analyzed cases. On the other hand, Weibull based
distribution fits well only for Case 3 in which the observation data has a simple unimodal distribution.
However, for the other more complicated cases (multimodal distributions), the distributions given
by the Weibull method significantly deviate from the observation data. This will obviously affect the
accuracy of the expected value of the annual energy production.

Fitting the observation data using the Weibull and Weibull method is compared to the 7-node
optimum spline fit in Figure 4. In Cases 2 and 4, the distributions based on the optimum spline and
the Weibull and Weibull method are observed to be very close to each other. An eye inspection of Case
1 states that there are more than two modes. Therefore, the proposed method based on the 7-node
optimum spline captures the observed data better than the Weibull and Weibull method which is
suitable for dual modes. Since there is only one mode in Case 3, there is no superiority of the Weibull
and Weibull distribution over the original Weibull distribution as expected. It is also noticed that the
optimum spline captures the peak point more accurately for this case.
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Case 1 states that there are more than two modes. Therefore, the proposed method based on the 
7-node optimum spline captures the observed data better than the Weibull and Weibull method 
which is suitable for dual modes. Since there is only one mode in Case 3, there is no superiority of 
the Weibull and Weibull distribution over the original Weibull distribution as expected. It is also 
noticed that the optimum spline captures the peak point more accurately for this case. 
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Figure 4. Cont.
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The BEPL fitting is plotted and compared in Figure 5. As seen from the figure, the BEPL
distribution does not show a satisfactory performance in capturing the observation data.
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Figure 5. Comparison of the spline based and the Beta Exponentiated Power Lindley fits with the
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The fitting results of the optimum splines with different node numbers are compared in Figure 6.
It is noticed that the optimum splines based on 5 nodes and 7 nodes are very close to each other and
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to the observation data. This result was already seen in Table 2 with very small RMS error values.
The optimum spline based on 3 nodes fit only well for Case 3. However, it is still better than the
Weibull distribution in terms of RMS error values as seen in Table 2.
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In this study, the selected wind turbine is Enercon E53-800 kW. This turbine, like the majority of
large size wind turbines, is pitch regulated. This leads to a fixed power output at speeds higher than
the rated wind speed. The technical specifications and the power curve of this wind turbine are given
in Table 3 and Figure 7, respectively.

Table 3. Technical specifications of the selected wind turbine.

Item Description

Turbine Model Enercon E53-800 kW
Configuration Three blade, horizontal axis, upwind
Rated Power 800 kW

Cut-in wind speed 2 m/s
Rated wind speed 12 m/s

Cut-out wind speed 28–34 m/s
Rotor Speed 12–28.3 RPM

Rotor diameter 52.9 m
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Using Equation (9), the annual energy production is calculated in all the cases for spline and
parametric methods. The results are shown in Table 4. The baseline for comparison with all the
methods is selected as the empirical probability density function, that is, the observation data itself.
The AEP results based on 7-node optimum spline are almost the same as the baseline with a difference
of less than 0.4%. 5-node optimum spline gives also similar AEP values. The Weibull and Weibull
method gives AEP estimations with less than 1% deviation. The Weibull distribution resulted in about
5 to 8% differences from the baseline AEP for Cases 2 and 4. The AEP results based on the BEPL
method differ within the range of 4 to 22%. The 4% difference belongs to Case 3, which is a unimodal
case. The kernel distribution deviates between 1 to 2% from the baseline AEP.

Inaccurate estimations in the AEP will obviously mislead the assessment project and highly
increase the investment risk. For example, a difference of 4% leads to about 0.2 MWh in AEP which
should not be neglected.

Table 4. Comparison of annual energy production calculations based on different distribution fits.

Case Method AEP (kWh) Difference (%)

Case 1

Observation data (empirical distribution) 6.3906 × 106 -
3-node optimum spline 6.5133 × 106 1.92
5-node optimum spline 6.3616 × 106 −0.45
7-node optimum spline 6.3898 × 106 −0.01

Kernel distribution 6.5099 × 106 1.87
Weibull distribution 6.9003 × 106 7.98

W and W distribution 6.3298 × 106 −0.95
BEPL distribution 6.8607 × 106 7.36

Case 2

Observation data (empirical distribution) 3.4685 × 106 -
3-node optimum spline 3.4025 × 106 −1.90
5-node optimum spline 3.4468 × 106 −0.63
7-node optimum spline 3.4560 × 106 −0.36

Kernel distribution 3.4374 × 106 −0.90
Weibull distribution 3.3020 × 106 −4.80

W and W distribution 3.4925 × 106 0.69
BEPL distribution 2.7944 × 106 −19.43

Case 3

Observation data (empirical distribution) 5.2854 × 106 -
3-node optimum spline 5.2552 × 106 −0.57
5-node optimum spline 5.2636 × 106 −0.41
7-node optimum spline 5.2857 × 106 0.01

Kernel distribution 5.2525 × 106 −0.62
Weibull distribution 5.2831 × 106 −0.04

W and W distribution 5.2974 × 106 0.23
BEPL distribution 5.0835 × 106 −3.82
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Table 4. Cont.

Case Method AEP (kWh) Difference (%)

Case 4

Observation data (empirical distribution) 3.9435 × 106 -
3-node optimum spline 3.8694 × 106 −1.88
5-node optimum spline 3.9352 × 106 −0.21
7-node optimum spline 3.9335 × 106 −0.25

Kernel distribution 3.9643 × 106 0.53
Weibull distribution 3.6287 × 106 −7.98

W and W distribution 3.9596 × 106 0.41
BEPL distribution 3.0431 × 106 −22.83

5. Conclusions

In this work, a new method is proposed for the probability distribution function of the observed
wind speed data. The method is based on fitting splines for a given wind speed versus probability
data. The splines obtained are optimized for minimum root mean square error subjected to a number
of constraints such as satisfying given mean and standard deviations. The method is compared to
the Weibull, Weibull and Weibull and BEPL methods. Among those three distributions, the Weibull
method is the most widely used in wind assessment applications. The method is also compared with
two nonparametric probability distribution functions: empirical and 3rd order polynomial based
kernel distributions.

Four different wind speed distributions, three of which involve multi-modality, are analyzed.
The results show that the Weibull and BEPL methods fail in fitting the multi-modal distributions with
high RMS errors. The disagreement in fitting causes miscalculation in annual energy production.
On the other hand, the optimum spline and the Weibull and Weibull methods produce very small
RMS errors with a slight superiority of the distribution based on the 7-node optimum spline. Accurate
prediction of AEP is vital in wind energy project assessment to minimize the investment risk. Since the
investment cost of wind energy projects is relatively high, even slight prediction error in AEP
calculations leads to a great difference in the payback period of the project. Therefore, one may
conclude that the AEP calculated based on the optimum splines distributions are considered to be
more accurate and reliable.

However, since obtaining the optimum splines requires the solution of a constrained optimization
problem, a computation involving a lot of mathematical operations is necessary. This method is
recommended when multimodality is present in the wind speed data.
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