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Abstract: Transient stability after islanding is of crucial importance because a controlled islanding
strategy is not feasible if transient stability cannot be maintained in the islands created. A new
indicator of transient stability for controlled islanding strategies, defined as the critical islanding time
(CIT), is presented for slow coherency-based controlled islanding strategies to determine whether
all the islands created are transiently stable. Then, the stable islanding interval (SII) is also defined
to determine the appropriate time frame for stable islanding. Simulations were conducted on the
New England test system–New York interconnected system to demonstrate the characteristics of
the critical islanding time and stable islanding interval. Simulation results showed that the answer
for when to island could be easily reflected by the proposed CIT and SII indicators. These two
indicators are beneficial to power dispatchers to keep the power systems transiently stable and
prevent widespread blackouts.

Keywords: controlled islanding; power system stability; transient stability; critical islanding time;
critical clearing time; stable islanding interval

1. Introduction

The ever-rising energy demand has made power systems operate close to their operation
limits because their network expansions cannot meet the growth requirement of loads in the power
systems [1–3]. Thus, power systems are becoming more vulnerable to disturbances, and the risks of
power system failures are increasing. Preventive islanding [4–6] is one solution to prevent widespread
blackouts and to maintain the transient stability of the power systems [7,8]. When all conventional
protection and control measures fail, and the system tends to get into this state with widespread
blackout, the last line of defense is to split a large network into a number of smaller, sustainable
islands [9–11]. This not only prevents an outage from spreading, but also reduces the number of
customers affected and makes resynchronization easier [12].

Several methods have been proposed to divide a system into islands. In Reference [13], the ordered
binary decision diagram (OBDD)-based system splitting strategy is proposed based on static power
flow information, and the transient stability of the splitting strategy is simulated. In Reference [14],
a searching method of the splitting boundary is presented, which aims at the minimization of the
load–generation imbalance in each island. In Reference [15], a two-step spectral clustering strategy
is presented to split the power system into islands based on the weak coupling of generators.
In Reference [16], a hierarchical spectral clustering method is proposed to form controlled islanding
with minimal power flow disruption. With these splitting strategies, the first step is to determine
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coherent groups of generators, and slow coherency is usually utilized to identify coherent generators.
Slow coherency is based on the observation of oscillations of large-scale power systems, and has
been used to split seriously disturbed power systems into islands to prevent a widespread blackout.
In Reference [6], the coherent generator groups are identified by implementing the DYNRED (Dynamic
Reduction Program) of EPRI (Electric Power Research Institute), and then an automatic islanding
program is proposed to search the optimum cut sets with minimal generation–load imbalance.
In Reference [17], the DYNRED package is employed to identify the coherent generators, and then a
max-flow min-cut algorithm in graph theory is employed to search the minimal cut sets with minimal
generation–load imbalance for the controlled islands. In Reference [18], a decision tree (DT) is proposed
to form controlled islanding with slowly coherent generator groups considered. It is also used to
evaluate the security and stability of the power systems after islanding. In Reference [19], the slow
coherency method is simply introduced, and a graph simplification method is presented for easy
determination of the optimum cut set of a large-scale power system. In Reference [15], the method of
the weak coupling among generators is taken to cluster the generators with slow coherency, then the
spectral clustering strategy is presented to split the power system into controlled islands. It can
be seen in this islanding method that the coherent generators are determined by using eigenvalue
analysis results, which is based on the linearized generation model of one operating point, and only
one islanding scheme is obtained for all kinds of disturbances in different locations. This means that
only steady stability was considered in this kind of islanding method, and the transient stability of
power systems after islanding was neglected. So, the optimized islanding scheme cannot guarantee
that the split islands are transiently stable. It can also be seen in the slow coherency-based islanding
method that every coherent generation group is split into one island, so the number of the split islands
is determined by the number of coherent groups of generators. This would lead to too many split
islands and long resynchronization time, which would increase the risk of reintroducing disturbances
into the power systems. Furthermore, only one islanding strategy is optimized by the traditional
slow coherency-based islanding method for removing the impact of different kinds of disturbances.
This traditional method is disturbance independent.

Transient stability after splitting is of crucial importance because a splitting strategy will not
be feasible if transient stability cannot be maintained in the islands created. However, no indicator
for measuring the transient stability of the splitting strategies exists. Given this background, a new
indicator, the critical islanding time (CIT), is presented in this paper to describe the maximal duration of
implementing the islanding strategy for which all the split islands remain transiently stable, which can
be considered as the transient stability margin of islanding. Based on this indicator, the transient
stability of islanding strategies can be fully considered, and different islanding strategies can be
compared from the transient stability aspect.

2. Critical Islanding Time for Controlled Islanding Strategies in Interconnected Power Systems

2.1. Slow Coherency-Based Controlled Islanding Strategies

Slow coherency is based on the observation of oscillations of large-scale power systems.
Oscillations in power systems can be classified into local modes and inter-area modes. When the fast
local dynamics have decayed, the generators in the same area swing together, so they are “coherent”
with respect to the slow modes [20]. There are three main methods for identifying coherent groups of
generators, which are based on generator angles [21], phase angle measurement [22,23], and modal
analysis [24,25], respectively. For the first method, the coherent groups of generators are determined by
observing the generator angle’s curves, obtained by nonlinear time domain simulation. This method is
very simple, but the results are easily influenced by the assumed disturbances, and the transient stability
of power systems is greatly impacted by the given threshold for determining the unstable states. For the
second method, the coherency groups of generators are identified online by analyzing the real generator
angles, which are recorded by phase measurement units with fast Fourier transform (FFT) [26],
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Hilbert–Huang transform [27], principal or independent components analysis techniques [28,29], etc.,
but this method is difficult to utilize to forecast the unstable states in advance. The dynamics of power
systems are considered in the determination of slow coherency for the first and second methods,
but these two methods are difficult to utilize to forecast the unstable states in advance. For the third
method (i.e., modal analysis-based coherency identification method), the coherent groups of generators
are determined by eigenvalue analysis on linearized power system models, and so it is a frequency
domain approach, and the dynamics of power systems are not considered.

In this paper, modal analysis is used to demonstrate the traditional slow coherency-based
islanding method. Slow coherency can group generators based on their participation in the selected
inter-area modes of oscillation, as determined by eigenvalue analysis. In the slow coherency method
based on modal analysis, the number of coherent groups is first determined by the selected r lowest
frequency modes. The eigenvector matrix W of the r lowest frequency modes can then be computed.
Coherency is determined by comparing the angles between the row vector wi of W. Hence, it was
defined in Reference [30] that the states xi and xj of a system

•
x = Ax are slow coherent with respect to a

set of r slowest modes µa of the system if and only if the difference between the i-th and j-th rows of W
are within a specified range. A is the system state matrix, and µa = {λ1, λ2, . . . , λr} are the eigenvalue
vectors of A. According to the tolerance-based slow coherency determination method, the generator
coherency index is defined as [31,32]:

Cij =
wiwT

j

|wi|
∣∣wj

∣∣ , (1)

where wi and wj are respectively the i-th and j-th row vectors of the slow right eigenvector transfer
matrix W. If Cij is larger than a pre-determined threshold value ε, it is concluded that the i-th generator
is coherent with the j-th generator. Hence, the coherent groups of generators can be determined by this
generator coherency index.

After the coherent groups of generators have been determined, the next step is to search for an
optimum cut set to split the power system into several islands. There are many possible methods
to do this, such as minimal cut set, minimal cut set with minimum net flow, K-means technique,
K-way partitioning, multi-way balanced graph partitioning, and angle modulated particle swarm
optimization [33]. In this paper, we use the minimal cut set method in which minimal power flow
disruption is taken as the optimization objective, considering the coherency groups obtained in the
first step.

2.2. Critical Islanding Time for Transient Stability of Controlled Islanding

There are many indices for evaluating the quality of obtained islanding strategies. Power flow
disruption and power imbalance are the two main indices, as any islanding should minimize a shock
to the system caused by islanding itself and the islands should be as balanced as possible. However,
transient stability after islanding is of crucial importance because an islanding strategy is not feasible if
transient stability cannot be maintained in the islands created. To quantify it, we will define the critical
islanding time (CIT) as the maximum time for implementing an islanding strategy (i.e., the maximum
time when islanding can still save the system).

Suppose that the initial system disturbance is a short-circuit fault that is cleared in a time slightly
longer than the critical clearing time (CCT). Hence, the system will lose stability if no islanding is
employed. For a given power system splitting strategy, CIT is defined as the time period from the
critical clearing time to the last acceptable instant when islanding is effective for preventing instability,
as illustrated in Figure 1. Hence, CIT is the maximum time for implementing a controlled islanding
strategy, that is, the maximum time when islanding can still save the power system (i.e., all islands
split) from instability.
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Figure 1. Critical islanding time (CIT) and stable islanding interval for controlled islanding. CCT:
Critical clearing time.

If CIT = 0, the controlled islanding strategy would lead to transiently stable or unstable islands
in a given power system, which is a critical margin of CIT. For identification of the transiently stable
or unstable splitting strategies, CIT = 0 is employed for a transiently unstable strategy and CIT = 0+

for a transiently stable one in this paper. If CIT ≥ 0+, the islanding strategy would lead to transiently
stable islands in the power system. The larger the CIT, the more time for implementing the splitting
strategy, and the larger the stability margin of islanding. Hence, the appropriate islanding time should
be within the time period from critical clearing time TCC to the final acceptable time for islanding TCI,
which is defined as the stable islanding interval (SII). In this interval, the splitting strategy will lead
to stable islands. If the splitting implementation time is earlier than TCC, the time for implementing
the splitting strategy will be too early since the fault may be cleared before TCC and is unexpected.
So, the non-expected islanding interval (NII) is defined as the time period from the fault starting time
TFS to its TCC. If the islanding time is larger than the final acceptable time for islanding TCI, the time
for implementing a splitting strategy is too late because the power system will lose stability. Hence,
the unstable islanding interval (UII) is defined as the time period after TCI. In sum, critical islanding
time (CIT), stable islanding interval (SII), and non-expected islanding interval (NII), which are focused
by power dispatchers in power system operations, can be defined as follows.

Definition 1. Critical islanding time (CIT) is the maximum time for implementing an islanding strategy
(i.e., the maximum time when islanding can still save the system).

Definition 2. Stable islanding interval (SII) is the time period from critical clearing time to the final acceptable
time for islanding.

Definition 3. Non-expected islanding interval (NII) is the time period from the fault starting time to its critical
clearing time.

In this paper, the step-by-step time-domain simulation method and trial-and-error method are
employed to check the transient stability index of the power system after islanding, such as calculating
CCT and CIT. In practical implementation, we envisage using one of the fast, direct methods for
transient stability assessment.

3. Simulation Results

The 68-bus New England test system (NETS)–New York (NYPS) interconnected system [34] consists
of 16 generators, as shown in Figure 2. Generators G1–G9 are in New England, and G10–G16 in New York
and its neighborhood. In the power system, the four-order generator model was used for all the generators.
The detailed data associated with this power system can be found in Reference [20]. The simulations
were performed on a laptop with Intel® Core(TM) i5-5200U CPU @ 2.20 GHz, 8 GB 2400 MHZ DDR4
memory (Lenovo, Beijing, China), and the computing environment was MATLAB 2016a (MathWorks,
Natick, MA, USA). The power system analysis toolbox (PSAT) developed by Federico Milano [35] was
utilized to perform time domain simulation to identify the transient stability of power systems.

For easy and clear demonstration, it was assumed that the splitting strategy for the interconnected
power system was to disconnect the interconnection lines (i.e., Lines 1–2, 1–27, and 8–9) between NETS
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and NYPS. So, the whole interconnected system was split into two islands, the NETS island (Island
A with G1–G9) and the NYPS island (Island B with G10–G16), and Bus 19 was taken as an example
for demonstrating the relationships among CCT, CIT, NII, SII, and UII, which are shown in Figure 3.
As shown in Figure 3, the fault was applied in bus 19 at fault starting time 1.0 s; the CCT was equal to
0.332 s after fault starting time; and the CIT was equal to 3.609 s after the CCT. Furthermore, the NII, SII,
and UII were (1.0 s, 1.332 s], (1.332 s, 4.941 s], and (4.941 s, +∞) respectively. If the splitting strategy were
implemented before 1.332 s, it would lead to unnecessary splitting because the fault might be cleared
before its CCT. If the splitting strategy were implemented after 4.941 s, the power system would not
maintain a transiently stable state even if the splitting strategy was implemented. If the splitting strategy
were implemented within the SII (1.332 s, 4.941 s], the two islands split would be transiently stable.
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Suppose that the fault applied at 1.0 s in bus 19 was cleared at 1.333 s, which is just beyond its
CCT. The splitting strategy was applied at 3.0 s, which is within its CIT. Figure 4 shows the angle
curves of the generators when the splitting strategy was applied. It can be seen that the interconnected
power system was split into two islands, Island A (with G1–G9) and Island B (with G10–G16), and the
generators in each island remained synchronous, which means that each island was transiently stable
after splitting.
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Next, suppose that the same splitting strategy was applied at 4.942 s, which is just beyond its CIT.
Figure 5 shows the angle curves of the generators. It can be seen that Island A, with G1–G9, stayed
transiently stable after splitting, but Island B, with G10–G16, could not stay transiently stable because
there are three coherent groups in Island B (i.e., G16, G14–G15, and G10–G13), and different groups
oscillate with each other.

After the above demonstration, the slow coherency-based controlled islanding method was
employed to determine the splitting strategies and their new transient stability indicators for the
68-bus New England test system (NETS)–New York (NYPS) interconnected system. Using the slow
coherency-based islanding method, 16 generators were divided into five coherent groups, as follows:

Coherent Group 1 (CG1): G1–G9;
Coherent Group 2 (CG2): G10–G13;
Coherent Group 3 (CG3): G14;
Coherent Group 4 (CG4): G15;
Coherent Group 5 (CG5): G16.

Figure 6 shows five coherent groups of generators in a 16-generator 68-bus power system, and the
optimal cut sets among these coherent groups of generators. Thus, the optimal islanding strategy
obtained by the traditional method was to split the power system into five islands, and its optimal cut
set was {1–2, 1–27, 8–9, 1–47, 38–46, 35–45, 43–44, 41–42, 42–52}.
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Figure 6. The splitting strategies for the NETS–NYPS interconnected power system.

Then, all cases (i.e., faults in every node) were tested to demonstrate the presented indicator of
transient stability for the splitting strategy, and the results are shown in Table 1. It can be seen from
Table 1 that the CITs for the faults in Buses 1, 7, 8, 20, 25–28, 30–35, 38–40, 43–45, 50, 51, 57, 60, and 62
were equal to 0, which means that the splitting strategies could not maintain the transient stability
of the power systems, even after the splitting strategies were utilized. Therefore, the other control
strategies should be considered for maintaining the transient stability of the power systems. The CCTs
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for the faults in Buses 12 and 46–49 were larger than 20 s, which means that the transient stability of the
power system was maintained for these cases, so the splitting strategies were not required. The CITs
for the faults in the other buses were different for the splitting strategies, so the different time that is
appropriate to execute the splitting strategies should be taken for various faults in the power system.
Furthermore, the different SIIs which are appropriate to execute the splitting strategies are also given
for various faults in the power system, which are beneficial to power dispatchers for keeping the
power system transiently stable and preventing widespread blackouts.

Table 1. The results of CCT, CIT, and SII for all cases of the NETS–NYPS interconnected power system.

Fault Bus No. CCT (s) CIT (s) SII (s) Fault Bus No. CCT (s) CIT (s) SII (s)

1 0.529 0 (1.529, 1.529] 35 0.66 0 (1.660, 1.660]
2 0.452 2.162 (1.452, 3.614] 36 0.277 2.248 (1.277, 3.525]
3 0.415 2.208 (1.415, 3.623] 37 0.235 2.371 (1.235, 3.606]
4 0.411 2.229 (1.411, 3.640] 38 0.790 0 (1.790, 1.790]
5 0.385 2.274 (1.385, 3.659] 39 2.192 0 (2.192, 3.192]
6 0.369 2.294 (1.369, 3.663] 40 2.641 0 (2.641, 3.641]
7 0.456 0 (1.456, 1.456] 41 0.538 0.190 (1.538, 1.728]
8 0.448 0 (1.448, 1.448] 42 0.711 0.804 (1.711, 2.515]
9 0.444 2.061 (1.444, 3.505] 43 0.799 0 (1.799, 1.799]

10 0.386 2.315 (1.386, 3.701] 44 3.905 0 (3.905, 4.905]
11 0.410 2.283 (1.410, 3.693] 45 0.765 0 (1.765, 1.765]
12 >20 46 >20
13 0.425 2.271 (1.425, 3.696] 47 >20
14 0.416 2.235 (1.416, 3.651] 48 >20
15 0.398 2.238 (1.398, 3.636] 49 >20
16 0.277 2.317 (1.277, 3.594] 50 0.658 0 (1.658, 1.658]
17 0.337 2.259 (1.337, 3.596] 51 0.739 0 (1.739, 1.739]
18 0.415 2.214 (1.415, 3.629] 52 0.226 0.248 (1.226, 1.474]
19 0.332 2.378 (1.332, 3.710] 53 0.653 2.062 (1.653, 3.715]
20 0.363 0 (1.363, 1.363] 54 0.430 2.487 (1.430, 3.917]
21 0.379 2.320 (1.379, 3.699] 55 0.405 2.455 (1.405, 3.860]
22 0.335 2.404 (1.335, 3.739] 56 0.349 2.437 (1.349, 3.786]
23 0.357 2.395 (1.357, 3.752] 57 0.371 0 (1.371, 1.371]
24 0.351 2.296 (1.351, 3.647] 58 0.377 2.445 (1.377, 3.822]
25 0.362 0 (1.362, 1.362] 59 0.383 2.517 (1.383, 3.900]
26 0.372 0 (1.372, 1.372] 60 0.360 0 (1.360, 1.360]
27 0.425 0 (1.425, 1.425] 61 0.305 2.655 (1.305, 3.960]
28 0.391 0 (1.391, 1.391] 62 0.470 0 (1.470, 1.470]
29 0.337 2.649 (1.337, 3.986] 63 0.283 0.605 (1.283, 1.888]
30 0.415 0 (1.415, 1.415] 64 0.371 2.282 (1.371, 3.653]
31 0.452 0 (1.452, 1.452] 65 0.160 2.34 (1.160, 3.500]
32 0.289 0 (1.289, 1.289] 66 0.375 0.505 (1.375, 1.880]
33 0.355 0 (1.355, 1.355] 67 0.406 4.164 (1.406, 5.570]
34 0.436 0 (1.436, 1.436] 68 0.184 0.364 (1.184, 1.548]

4. Conclusions

This paper presents a new indicator, critical islanding time (CIT), for determining whether the
islands attained are transiently stable when a splitting strategy is implemented as the last resort for
preventing a cascading event and/or a large area blackout from occurring. Slow coherency-based
controlled islanding strategies are given for checking the presented CIT indicator, and the stable
islanding interval (SII) is also defined for determining the time period from critical clearing time to
the final acceptable time for islanding. Simulation results of the 68-bus New England test system
(NETS)–New York (NYPS) interconnected system showed that CIT can reflect the transient stability
of splitting strategies for power systems, and determine a time interval (i.e., SII) for implementing
the splitting strategies which could keep the islands created transiently stable. The simulation results
showed that the answer for when to island could be easily reflected by the proposed CIT and SII
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indicators, and two indicators are beneficial to power dispatchers for keeping the power systems
transiently stable and preventing widespread blackouts.
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