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Abstract: Almost 98% of methane hydrate is stored in the seawater environment, the study of
microscopic mechanism for methane hydrate dissociation on the sea floor is of great significance
to the development of hydrate production, involving a three-phase coexistence system of seawater
(3.5% NaCl) + hydrate + methane gas. The molecular dynamics method is used to simulate the
hydrate dissociation process. The dissociation of hydrate system depends on diffusion of methane
molecules from partially open cages and a layer by layer breakdown of the closed cages. The presence
of liquid or gas phases adjacent to the hydrate has an effect on the rate of hydrate dissociation. At the
beginning of dissociation process, hydrate layers that are in contact with liquid phase dissociated
faster than layers adjacent to the gas phase. As the dissociation continues, the thickness of water film
near the hydrate-liquid interface became larger than the hydrate-gas interface giving more resistance
to the hydrate dissociation. Dissociation rate of hydrate layers adjacent to gas phase gradually
exceeds the dissociation rate of layers adjacent to the liquid phase. The difficulty of methane diffusion
in the hydrate-liquid side also brings about change in dissociation rate.
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1. Introduction

Gas hydrates are non-stoichiometric crystalline compounds in which gas molecules reside in
polyhedral water cages that are stabilized by hydrogen bonds in low-temperature and high-pressure
condition. There are at least three different hydrate structures: sI, sII, and sH, the most common in
nature being sI. Methane hydrates are the most widespread type of clathrate thought to exist in nature
primarily as type sI in the permafrost and deep ocean regions.

Research on gas hydrates has been motivated to a great extent due to the significant amount
of methane in hydrate deposits. The availability of methane in hydrates makes hydrates a key
future energetic resource, whose exploitation represents a technical challenge. Studies that were
conducted earlier by other researchers aimed in establishing efficient ways for exploration of gas
hydrates [1–4] with a broad range of laboratory experiments [5–14] and field scale simulations [15–18].
However, the microscopic mechanism study of hydrate dissociation and its production process faces a
great limitation with the available conventional methods. It defers the development of gas hydrate
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exploitation. Molecular dynamics simulation is an effective way to study the microscopic mechanism
of hydrate previously and most used by researchers.

Molecular dynamics simulations (MD) is a powerful tool to study the microscopic structures
and dynamics in condensed phases with little time resolutions, and yields a significant value of
information, such as thermodynamic and equilibrium properties [19–25], thermal conductivity [26–29],
nucleation [30–34], and growth [35–39] of hydrates. Dissociation mechanism of hydrates has also
been a focus of MD simulation; many authors studied the dissociation of both spherical methane
hydrate nanoclusters and planar systems. Báez and Clancy [40] performed MD simulations of
dissolution of fully-occupied spherical hydrate clusters containing about 245 and 400 water molecules
in surrounding liquid phases composed of melted hydrate and pure water. They found that
dissociation was essentially stochastic, taking place more in a stepwise fashion. Tse and Klug [41]
showed that the hydrate self-preservation effect could delay the kinetics of hydrate decomposition
by the formation of an ice layer on the surface of a decomposed hydrate. Takeya et al. [42,43] also
studied the anomalous preservation of methane hydrate and think that methane hydrate that is
stabilized by its self-preservation phenomenon might one of the most favorable and environmentally
friendly candidates for methane storage. English et al. [44–46] studied the dissociation of methane
hydrate by both perturbations with electromagnetic fields [42] and conventional heating [45,46].
They showed the diffusion of methane from hydrate into adjacent phases is another important step,
which influences the overall break-up rate. Myshakin et al. [47] carried out MD simulations of the
dissociation of methane hydrate with 85%, 95%, and 100% overall occupancy in contact with pure
water. They showed the tendency of dissociation rate, which displays an Arrhenius temperature
dependence. Bagherzadeh et al. [48] performed dissociation of methane hydrate in touch with a silica
surface. The hydrate was seen dissociating layer by layer between the silica surfaces. Alavi and
Ripmeester [49], and Bagherzadeh et al. [50] studied the heat transfer that is involved in dissociation
process. All of the previous studies provide valuable insights into various aspects of hydrates
dissociation process. However, many problems have not yet been solved, with different studies
often reaching different conclusions.

In the marine environment, regions of hydrate-bearing sediments usually in contact with various
phase states like seawater and methane gas. However, in the previous simulation researchers, most of
the authors studied the hydrate dissociation behavior only with single adjacent phase. Little research
has exploited the dissociation mechanism in a three-phase coexistence system with both adjacent liquid
and gas phases. To study the multiple phase combination effects, we build a three-phase coexistence
system with liquid water, solid hydrate crystal, and methane gas with 3.5% of NaCl added to the
water phase to simulate the average salinity of seawater. Mimachi et al. [51] used phase contrast X-ray
computed tomography, cryo-SEM, and powder X-ray diffraction to investigate the stability of methane
hydrate with up to a few percent of sodium chloride, and proved that the dissociation rate of methane
hydrate containing sodium chloride was faster than that of pure methane hydrate. Xu et al. [52]
also showed that the dissociation of methane hydrates with and without electrolytes have a distinct
difference from a MD simulation. The presence of electrolytes could promote hydrate dissociation by
electrostatic force. The strong electrostatic force from inorganic ions attracts the water molecules to
escape from the restraint of hydrogen bonds, and thus can break down the water-cage structure of
methane hydrate. Therefore, in the simulation of gas hydrate in marine sediments, adding 3.5% of
NaCl is necessary. The addition of 3.5% of NaCl makes the simulation have a closer resemblance to the
real environment of gas hydrate in marine sediments. From the dissociation process for the three-phase
coexistence hydrate system and the effect of adjacent phases, regions in hydrate slab in contact with
multiple phases show a different behavior in the dissociation rate. At the beginning of dissociation
process, the hydrate layer in contact with liquid phase dissociated faster than the layer adjacent to the
gas phase. However, as the dissociation continues, the phenomenon is reversed. Dissociation rate of
hydrate layer adjacent to gas phase gradually exceeds the layer adjacent to the liquid phase.
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2. Methods

2.1. Simulation System

There are three phases in the simulation system. The solid phase consists of 2 × 2 × 8 unit
cells of structure I crystalline hydrate filled with methane molecules of lattice size of
2.375 nm × 2.375 nm × 9.5 nm. The location of oxygen atoms in the sI hydrate lattice follows the
single crystal X-ray analysis [53], and the hydrogen atoms were then added randomly and re-oriented
to follow the Bernal-Fowler ice rule. The liquid phase that is in contact with the hydrate slab consists
of 532 water molecules, 6 Na ions, and 6 Cl ions to reproduce the 3.5% salinity in the seawater
environment. The gas phase in contact with the hydrate slab consists of 336 methane molecules.
Simulation boxes of hydrate-water and hydrate-methane are arranged along z-dimension, respectively,
such that the interfacial area is in the x-y plane. The total size of simulation cell is 2.375 nm × 2.375 nm
× 18.3418 nm. A snapshot of our system shown in Figure 1.
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The pressure of simulation system was controlled by the Berendsen method in 30 MPa. The 
Nose-hoover method was used to control the system temperature. The Atom-based method was 
employed for the van der Waals interactions with a 12.5 Å cutoff distance, while Ewald summation 
used in calculating the long–range electrostatic interactions. 

It should be noted that the melting point of water model has a significant effect on hydrate 
melting point, which has been proved by serveal authors [34,59,60]. This effect had already been 
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Figure 1. Snapshot of the initial configuration of the three-phase system. H2O molecules in red and
white and CH4 molecules in white and gray colors. The green and purple dots in the H2O slab represent
Na and Cl ions, respectively. The blue dotted lines in hydrate slab are the hydrogen bond network.

2.2. Simulation Details

MD simulations were carried out with Forcite modules in Materials Studio of Accelrys Inc.
The consistent valence force field (CVFF) was used to describe the interactions in the system, earlier
used by Greathouse et al. [54], Xu et al. [52], and Wen’s group [55,56] to simulate the CH4, CO2,
and H2 hydrate. Liu et al. [57] showed the ability of the consistent valence force field (CVFF) to
reproduce the strengths of intermolecular interactions of all the relevant molecular dimers in methane
hydrate from highly accurate CCSD(T)/aug-cc-pVQZ calculations in a satisfactory manner. In their
researchers, these authors showed that the CVFF force field provides a greatly qualitative description
for gas hydrates. Simple point charge (SPC) water model is used with the on-site charge on “H”
and “O” atoms are +0.41e and −0.82e, respectively, while the charge on “C” and “H” atoms of CH4

molecules are −0.4e and +0.1e. SPC is the default water model for CVFF in Materials Studio, and can
give qualitatively reasonable results in the study of clathrate hydrate [58]. In this work, the author
employed both MD simulation with NPT ensemble (isothermal-isobaric ensemble) and the periodic
boundary condition at a temperature span of 243 K to 263 K, with the time step set to 1 fs. The pressure
of simulation system was controlled by the Berendsen method in 30 MPa. The Nose-hoover method
was used to control the system temperature. The Atom-based method was employed for the van
der Waals interactions with a 12.5 Å cutoff distance, while Ewald summation used in calculating the
long–range electrostatic interactions.

It should be noted that the melting point of water model has a significant effect on hydrate melting
point, which has been proved by serveal authors [34,59,60]. This effect had already been pointed out
by Conde and Vega, who found a correlation between the estimation of hydrate melting point and
the estimated melting temperature of Ice Ih for different H2O models at the same pressure. Sarupria
compared the MD simulations result with experimental data, and found that the difference in the
melting points (Tm(hydrate)—Tm(ice)) that was obtained from MD simulations is in good agreement
with the experimental value. Under the experimental conditions, the hydrate melting point at 30 MPa
is 295 K [61], 22 K higher than the melting point of Ice Ih. The melting point of SPC model is 190 K
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at 30 MPa, the corresponding hydrate melting point is about 212 K. In our simulation work, the
temperature range of 243 K–263 K is higher than the melting point of both Ice Ih and hydrate at
30 MPa.

The total simulation process comprises of three steps: At the beginning, the initial model system
was optimized by both steepest descent and conjugate gradient, and then a 100 ps MD simulation was
used with immobilized hydrate slab to release the extra tension at the interface between hydrate and
adjacent phases. Finally, loosening the hydrate slab and allowing enough time for the simulation to
run until the hydrate melts completely.

3. Results and Discussion

3.1. Dissociation Process of Hydrate Slab in Three Phase System

The trajectory during the MD simulation shows clearly the dissociation process of hydrate slab
from the three phase system; the methane molecules in the partially filled cages diffuse quickly at
the interface region to the liquid or gas phase. As time elapse, the partial cages become distorted
because of losing guest molecules, while the closed cages remain intact (Figure 2), this state will
continue until the closed cages get enough energy to activate, which depends on the temperature.
At sufficient supplied temperature, the closed cages followed by the partially filled cages begin to
disintegrate, and the hydrate slab dissociation trend starts from the interfaces towards the center
(Figure 3). This disintegration phenomena are the same seen by Báez et al. [40] and English et al. [45].
This phenomena suggest that no matter what phases the hydrate region are in contact in the seawater
environment, the dissociation will occur from the outside interfaces to the core of the hydrate.
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Figure 3. A layer by layer breakdown of closed cages in hydrate slab from the two interfaces to center.
To facilitate the observation of hydrate dissociation process, all molecules in liquid and gas phases and
H2O molecules in hydrate slab are hidden. CH4 molecules in hydrate slab is displayed as green ball,
and the blue dotted lines in hydrate slab are hydrogen bond.

3.2. Effect of the Adjacent Phases on Dissociation Process

The hydrate slab has been divided into seven layers that are perpendicular to the Z-direction, so
as to study different dissociation behavior for regions of hydrate-bearing sediments in contact with
various phases in the seawater environment. The configuration shown in Figure 4 is used to discuss
the effect of the two adjacent phase states. Layer A1, A2, and A3 near the liquid phase correspond to
the liquid side, while the adjacent three layers near the gas phase correspond to the gas side. Symbol
“L” and “G” are used to represent the liquid and gas side, respectively. Although the subsequent
decomposition process will weaken the phase difference of the two side, the initial adjacent phase of
hydrates will still affect their decomposition behavior.
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Figure 4. Layer division fashion for the hydrate system. Three layers near the liquid phase with the
corresponding three layers near the gas phase (A1, A2, A3), and the middle layer (M).

The time required to complete dissociation for the corresponding layers (A1, A2, and A3) in the
two side is used to describe the different dissociation behavior of hydrate slab in contact with liquid or
gas phase, the details of the process as listed in Table 1.

Table 1. Required dissociation time (in picosecond) for each layer in different simulation temperature.

Temp. 243 K 247 K 253 K 263 K

Layer L G TL–G L G TL–G L G TL–G L G TL–G

A1 370 860 −490 650 850 −200 230 715 −485 145 415 −270
A2 2200 890 +1310 985 455 +530 435 575 −140 280 340 −60
A3 930 910 +20 845 820 +25 735 520 +215 425 260 +165

TL–G represent the time difference between liquid side and gas side. The –ve sign indicates the
less dissociation time that is required for the liquid side when compared to the gas side, and the +ve
sign means that the liquid side needed more time to dissociate completely.
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From Table 1, it is evident that the liquid side takes less time for the dissociation of layer A1
when compared to the layer A2 and A3. The difference in dissociation time decreases gradually, and
later the phenomena turn vice-versa as the required time in gas phase side reduces. It means that the
liquid side has a faster dissociation rate at the beginning of the process, but as dissociation goes on the
dissociation rate of gas side exceeds liquid side. The changes of TL–G in different temperature clearly
point out the dissociation rate and time variation between the two phases.
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Figure 5. The number of CH4 molecules released from liquid and gas side in various simulation 
temperature. (a) in 243 K, (b) in 247 K, (c) in 253 K, (d) in 263 K. 
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partial cages). Only CH4 molecules that are in closed cages are counted to avoid the effect of quickly 
methane diffusion in partial cages. The established correlation relates to the number of released 
CH4 molecules and the hydrate dissociation progress, the slope of these curves represents the 
release rate. When one curve reached the final plateau, the corresponding side of the hydrate slab 
dissociated completely. To get a clear observation of the dissociation rate, the Levenberg-Marquardt 
method is used to fit the growth part of these curves (Figure 5). 

Figure 5 shows the obtained fitted curves as a line, the fitting formula, and the coefficient of 
determination (R2) of each fitted curve are available in Appendix A. The R2 of each fitted curve are 
all higher than 99.5%, which means that the fitted curves can explain the changes of original curves 
in the degree of more than 99.5%. Rate changes of CH4 molecules that are released from liquid and 
gas side can be obtained from the derivative of fitted curves, as shown in Figure 6. 

Figure 5. The number of CH4 molecules released from liquid and gas side in various simulation
temperature. (a) in 243 K, (b) in 247 K, (c) in 253 K, (d) in 263 K.

For more insight regarding the dissociation behavior of both phases, we showed the release rate
of CH4 molecules. Figure 5 demonstrates the number of CH4 molecules that were released from liquid
and gas side at different simulation temperature. There are 108 CH4 molecules on the gas side and
112 CH4 molecules on the liquid side (neglecting the total number of CH4 molecules in the partial
cages). Only CH4 molecules that are in closed cages are counted to avoid the effect of quickly methane
diffusion in partial cages. The established correlation relates to the number of released CH4 molecules
and the hydrate dissociation progress, the slope of these curves represents the release rate. When one
curve reached the final plateau, the corresponding side of the hydrate slab dissociated completely.
To get a clear observation of the dissociation rate, the Levenberg-Marquardt method is used to fit the
growth part of these curves (Figure 5).

Figure 5 shows the obtained fitted curves as a line, the fitting formula, and the coefficient of
determination (R2) of each fitted curve are available in Appendix A. The R2 of each fitted curve are all
higher than 99.5%, which means that the fitted curves can explain the changes of original curves in the
degree of more than 99.5%. Rate changes of CH4 molecules that are released from liquid and gas side
can be obtained from the derivative of fitted curves, as shown in Figure 6.



Energies 2018, 11, 6 8 of 16
Energies 2018, 11, 6 8 of 17 

 

0 500 1000 1500 2000 2500 3000 3500 4000
0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

0.16

T
he

 r
at

e 
of

 m
et

ha
ne

 m
ol

ec
ul

es
 r

el
ea

se
d(

di
m

en
si

on
le

ss
)

Time(ps)

 RG-243K
 RH-243K

(a)

0 500 1000 1500 2000 2500
0.00

0.02

0.04

0.06

0.08

0.10

0.12

T
he

 r
at

e 
of

 m
et

ha
ne

 m
ol

ec
ul

es
 r

el
ea

se
d(

di
m

en
si

on
le

ss
)

Time(ps)

 RG-247K
 RH-247K

(b)

0 500 1000 1500 2000
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.10
0.11
0.12
0.13
0.14
0.15
0.16
0.17
0.18

T
he

 r
at

e 
of

 m
et

ha
ne

 m
ol

ec
ul

es
 r

el
ea

se
d(

di
m

en
si

on
le

ss
)

Time(ps)

 RG-253K
 RH-253K

(c)

0 500 1000
0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

0.16

0.18

0.20

0.22

0.24

0.26

T
he

 r
at

e 
of

 m
et

ha
ne

 m
ol

ec
ul

es
 r

el
ea

se
d(

di
m

en
si

on
le

ss
)

Time(ps)

 RG-263K
 RH-263K

(d)

Figure 6. The rate changes of CH4 molecules released from liquid and gas side in different 
simulation temperature. (a) in 243 K, (b) in 247 K, (c) in 253 K, (d) in 263 K. 
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In Figures 5 and 6 shows the CH4 molecules in the liquid side having a higher release rate at the
beginning of dissociation process, which means a faster rate of hydrate dissociation. The dissociation
time for the liquid side started is also earlier than the gas side. However, the dissociation rate of the
liquid side decreases quickly as the dissociation time prolongs.

Figure 6 demonstrates an apparent difference in the dissociation rate between the two phases.
At higher temperatures of 253 K and 263 K, the dissociation rate of the liquid hydrate region may
increase for over a short period at the beginning, when the temperature is lower, it will decrease first.
Meanwhile, the dissociation rate of the gas side tends to increase or have a much less of a reduction
effect. Due to these changes, the dissociation rate of gas side gradually surpasses the liquid side,
and the higher dissociation rate makes the dissociation progress of gas side get close to the liquid
side. At 243 K and 247 K, the gas side dissociation process even exceeds the liquid side, as seen in
Figure 5. Then, a dynamic balance occurs between the dissociation rate of both sides. A reasonable
explanation for this dissociation rate changes can be provided by the formation of liquid film outside
the undecomposed hydrate layer.

The radial distribution fuctions (RDF) is used to describe the interaction from the inorganic salt
ions to the hydrate structure. The mathematical expression of RDF is

ga−b(r) =
V

NaNb

〈
Na

∑
i=1

nib(r)
4πr2∆r

〉
(1)

where Na and Nb are the numbers of particle a and b, respectively; V is the volume of the simulation
box; nib(r) is the number of particle b within the distance of r–r + ∆r away from the ith particle a; and,
gab(r) is the average probability of particle b appearing within the distance of r–r + ∆r away from the
ith particle a.
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At the beginning of dissociation process, the difference in hydrate dissociation rate is mainly
caused by the gas and liquid fugacity difference. Higher fugacity of methane at the clathrate interface
clearly decreases initial dissociation rates. The driving force of hydrate dissociation is higher at the
hydrate-water interface and smaller at gas-hydrate interface. In addition, the electrostatic force from
inorganic ions in liquid phase is also an impact to facilitate the dissociation rate in the liquid side.
It attracts the water molecules in the hydrate system from escaping the restraint of hydrogen bonds.
As seen in Figure 7, because of the opposite electric charges, the natrium and oxygen atom attract
each other and generate a smaller distance than O–O. The negative charge on chloride induces the
repulsion with oxygen atom, so the first peak locates at 3.2 Å, which is longer than both O–O and
Na–O. It means that the natrium and chloride both have effect to water molecules in the crystalline
structure of hydrate. Some of the water molecules attracted by the natriums and some gain enough
kinetic energy from the chloride to escape, thus can break down the water-cage structure of methane
hydrate. These interaction phenomena facilitate the dissociation rate for hydrate layers. The simulation
clearly shows the distinct difference in the preliminary dissociation rate between layers in touch with
different phases. A liquid film is formed as dissociation continues, to cover the hydrate at the deep
layer, thus hindering the transfer of mass, heat, and diffusion rate of methane molecules, reducing
the rate of dissociation. The initial higher dissociation rate at the liquid side makes the film to appear
earlier in the liquid side than the gas side. Thus, the film thickness is much greater on the liquid side
when compared to the gas side at a given time. The liquid film also formed in gas side, however in a
later period, and the dissociation process has decreased the fugacity of methane molecules near the
hydrate-gas interface. Thus, smaller effect compared to the liquid side. At lower temperatures of 243 K
and 247 K, the liquid film formed earlier than at higher temperatures because of the poor diffusion
ability of water molecules, so the dissociation rate of the liquid side is decreased at the initial period.
The longer time that is required for complete dissociation also gives enough time for the gas side to
exceed the liquid side.
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Figure 7. Radial distribution functions for Na+, Cl−, and oxygen atom.

Earlier research [45] suggests that the diffusion of methane molecules is an important step, which
influences the overall dissociation rate. The difference between methane molecules diffusion rate
in different phases is also an important factor when studying the overall dissociation of hydrates.
The diffusion of gas molecules in the liquid phase is more difficult than in the gas phase, about one
order of magnitude. The mean square displacement (MSD) is used to describe the diffusion properties
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of the CH4 molecules in the two sides during the simulation process. The description of (MSD) is
defined by the equation below.

MSD = R(t) =
1
N

N

∑
i=1

〈
|Ri(t)− Ri(t0)|2

〉
(2)

The “< >” brackets mean the average value Ri(t)− Ri(t0) is the displacement of particle i from
time t0 to t, and N is the total number of particles that are in the system.

The diffusion coefficients D can be calculated from the MSD curves, using the Einstein equation.

6Dt = R(t) (3)

Figure 8 shows the mean square displacement and diffusion coefficients of CH4 molecules between
the two sides. It is evident from this figure that the MSD of methane molecules in the liquid side is
much lower than the gas side, meaning a larger diffusion resistance. The large difference of diffusion
coefficients between liquid and gas side also proves the diffusion of methane molecules in liquid side
is more difficult. Therefore, the dissociation rate of layers on the liquid side is lowered, making it
possible for the dissociation rate in gas side to overpass the liquid side.
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Two factors lead to the dynamic balance in dissociation rate after the dissociation process in gas
side exceeds the liquid side. First, is the formation of liquid film by which the gas side will gradually
become larger than the liquid side due to the faster dissociation rate. The other factor is the formation
of a methane nano-bubble, which will increase the dissociation rate [62]. The effect of nano-bubbles on
the hydrate dissociation process had been fully studied by Yang et al. [63]. It can be found from the
trajectory of simulation in 243 K that a nano-bubble formed in the liquid side after 2000 ps. Because of
the higher diffusion of methane molecules in the gas side, the nano-bubble will be formed later with a
smaller quantity. The resistance effect of liquid form, the formation of methane nano-bubbles, and the
various methane diffusion in different phases together led to the dynamic balance of the two side as
dissociation rate changes. This phenomenon needs further detailed analysis.

4. Conclusions

We used molecular dynamics simulation to study the dissociation behavior of methane hydrates
in contact with methane gas and liquid water, 3.5% NaCl ions are added into the liquid phase to
reproduce the seawater environment.

There are two main stages in the dissociation process, the fast diffusion of methane molecules in
partial cages and the layer by layer breakdown of closed cages from the two interfaces towards the
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center. The study shows that regardless of what phases the hydrate region is in contact in the seawater
environment; the sedimentary dissociated trend moves from the outside interface to the core.

We also studied the difference in dissociation behavior for regions of hydrate-bearing sediments
that are in contact with different phases in the seawater environment on the hydrate dissociation
process. From the trajectory and methane release rate, the hydrate regions that are in contact with
liquid phase show a faster-dissociated rate at the beginning of hydrate dissociation. As the dissociation
continues, dissociation rate of hydrate regions in contact with liquid phase is gradually exceeded
by the regions in contact with the gas phase due to the formation of liquid film and the difficulty of
methane diffusion. The dissociation progress of hydrate layers in the gas side gradually catches up
with the liquid side and it is easier to exceed the liquid side at lower temperatures. Our research was
beneficial to perfect the microscopic mechanism of hydrate dissociation behavior in marine sediments,
which was helpful in guiding the exploitation of methane hydrate in deep ocean regions.
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Appendix A

The Levenberg-Marquardt method is used to fit the growth part of curves in Figure 6. The fitting
formula and coefficient of determination (R2) of each fitted curve are shown as follow.

1. G-243K:

Fitting formula

y = p1 + p2x0.5 + p3x + p4x1.5 + p5x2 + p6x2.5 + p7x3

p1 = −2.52289726384994
p2 = 1.98715014799801
p3 = −0.394304118899512
p4 = 0.0316769072017772
p5 = −0.00104681476978435
p6 = 1.59686078934991× 10−5

p7 = −9.18281641452352× 10−8

R2 = 0.9962

Coefficient of determination R2 = 0.9962
2. H-243K:
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Fitting formula

y =
(p1+p3x0.5+p5x+p7x1.5+p9x2+p11x2.5)
(1+p2x0.5+p4x+p6x1.5+p8x2+p10x2.5)

p1 = 0.0264367199337785
p2 = −41716.3312935935
p3 = 274685.187663359
p4 = 14554.6908637279
p5 = −179555.204487187
p6 = −438.600302369739
p7 = 32608.0637423048
p8 = 2.55447092191608
p9 = −1074.68231254855
p10 = 0.0203536259504544
p11 = 10.2199063904669

Coefficient of determination R2 = 0.9950
3. G-247K

Fitting formula

y = p1 + p2x0.5 + p3x + p4x1.5 + p5x2 + p6x2.5 + p7x3 + p8x3.5

p1 = −0.158989402741885
p2 = 0.542274716063813
p3 = −0.189281702116761
p4 = 0.021725279441181
p5 = −0.00102603941277418
p6 = 2.93891864685635× 10−5

p7 = −4.70401159229296× 10−7

p8 = 3.09616247066469× 10−9

Coefficient of determination R2 = 0.9981
4. H-247K

Fitting formula

y = p1 + p2x0.5 + p3x + p4x1.5 + p5x2 + p6x2.5 + p7x3 + p8x3.5

p1 = −1.1622210978288
p2 = 0.822868898441985
p3 = −0.368394466952489
p4 = 0.0825999711751837
p5 = −0.00616104356405071
p6 = 0.000210230039224945
p7 = −3.36262963259856× 10−6

p8 = 2.05027640511381× 10−8

Coefficient of determination R2 = 0.9974
5. G-253K
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Fitting formula

y =

(
p1 + p3x + p5x2 + p7x3 + p9x4 + p11x5 + p13x6)
(1 + p2x + p4x2 + p6x3 + p8x4 + p10x5 + p12x6)

p1 = −0.104657402631542
p2 = −76.6034589415333
p3 = −1826.57412403309
p4 = 43.9898122348601
p5 = 442.011907991095
p6 = 3.52693215036982
p7 = −18.414094583349
p8 = −0.00624425222888123
p9 = 0.193728968273972
p10 = 3.19074273510536× 10−6

p11 = −0.000274547672040276
p12 = −3.27945386591798× 10−10

p13 = 1.07745139185719× 10−7

Coefficient of determination R2 = 0.9968
6. H-253K

Fitting formula

y = p1 + p2x0.5 + p3x + p4x1.5 + p5x2 + p6x2.5 + p7x3 + p8x3.5

p1 = −0.347494418118165
p2 = −0.299606826446903
p3 = −0.0232237136440884
p4 = 0.0491603748781263
p5 = −0.00441657774258649
p6 = 0.000171380285065007
p7 = −3.14844063545478× 10−6

p8 = 2.2310472020647× 10−8

Coefficient of determination R2 = 0.9978
7. G-263K

Fitting formula

y = p1 + p2x0.5 + p3x + p4x1.5 + p5x2 + p6x2.5 + p7x3 + p8x3.5 + p9x4

p1 = −0.0047046349507421
p2 = −0.248721182471245
p3 = −0.000148461268640836
p4 = 0.0348788371306938
p5 = −0.00808072453075961
p6 = 0.000768606886412719
p7 = −3.41356235135758× 10−5

p8 = 7.15466922733688× 10−7

p9 = −5.71844706478173× 10−9

Coefficient of determination R2 = 0.9970
8. H-263K
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Fitting formula

y =

∣∣∣∣√ p1+p3x+p5x2

1+p2x+p4x2

∣∣∣∣
p1 = −1.611542751
p2 = 0.021348885
p3 = 0.139626369
p4 = 5.50× 10−6

p5 = 0.000154835

Coefficient of determination R2 = 0.9966
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