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Abstract: This paper proposes an active splitting scheme especially suitable for longitudinal power
systems (LPS). The proposed scheme is based on a modified out-of-step (OOS) algorithm combined
with an angle difference method using synchrophasor measurements. The remedial actions are based
on the detection of possible loss of synchronism due to severe disturbances. The scheme was tested
on a detailed dynamic model of the Central Interconnected System of Chile, a good example of
extreme LPS. Obtained results show that remedial actions taken by the proposed protection scheme
are able to avoid the total collapse of the system during critical contingencies.
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1. Introduction

Many power systems around the world are characterized by weak longitudinal structures.
These power systems, also known as longitudinal power systems (LPS), usually have a radial
configuration (with multiple infeed), with generation areas electrically distant from concentrated
load centers, connected through long transmission lines, which leads to weak connections between
those areas [1-3]. Examples of LPS are found in Chile, Mexico, Peru, Taiwan, Finland, Israel, Australia,
England, and Italy, among others.

Due to their longitudinal structure and characteristics, LPS are prone to face different stability
problems in cases in which meshed (robust) networks would not. This is because even small changes
in active and reactive power flows/injections might lead to significant changes in phase angles and
voltage magnitudes [1]. Transmission system operators (TSOs) of this kind of systems are familiarized
with these critical situations. Indeed, they know those cases in which traditional remedial actions will
not be able to save the system from a total blackout. In those circumstances, splitting the system in
different islands is the only remedial action to avoid the total collapse of the system. Moreover, given
the sparse configuration, in LPS it is relatively common to operate in electrical islands under severe
disturbances [1].

Given the special operational challenges of LPS, corrective and preventive actions taken by TSOs
to guarantee the system stability can be of significant importance. In this context, synchronized
measurements arise as a real alternative to provide real-time data from the system, such as wide-area
measurements systems (WAMS) [4]. In contrast to the well-known supervisory control and data
acquisition (SCADA) systems, WAMS provide consistently time-synchronized and time-aligned
phasor measurements with higher reporting rates [4,5]. Monitoring key variables such as phase angles
using WAMS, may provide better ways to detect and control transient instabilities [4—-6] and thus
prevent possible blackouts. In this context, out-of-step (OOS) protection functions are commonly
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used to maintain the system integrity [7]. These functions detect out-of-step conditions and take
remedial actions such as separating the affected areas from the rest of the system, while minimizing
load shedding and maintaining the continuity of the service [8,9].

Given the advantages of WAMS and the usefulness of OOS protection functions in LPS, this work
proposes an active splitting control scheme based on a wide-area monitoring, protection and control
(WAMPC) system using local and remote synchrophasor measurements. The proposed control scheme
uses a modified OOS algorithm with the angle difference method to detect possible instable system
trajectories, and then split it accordingly. To accomplish this, the knowledge of the TSOs is exploited
not only to identify particular contingencies that may led to a total collapse, but also to identify the
places where a system must be separated in case of those critical contingencies. The control scheme
was tested on a detailed dynamic model of the Central Interconnected System (CIS) of Chile, a good
example of extreme LPS [10].

This paper is organized as follows: Section 2 specifies the main characteristics of LPS.
Section 3 summarizes two synchrophasor based approaches of the out-of-step detection method.
Section 4 presents the proposed scheme including the proposed methodology for tuning its parameters.
Sections 5 and 6 present the case study and the obtained results, respectively. Finally, Section 7 draws
the main conclusions of this research.

2. Electrical Characteristics of LPS

Short circuit capacity (SCC) is a nodal indicator of robustness of any power system: the higher the
value of the SCC, the higher the network robustness at the pertinent node. The SCC is computed as the
inverse of the positive sequence equivalent impedance seen from the node under study. In comparison
to robust networks, the SCC levels in LPS are usually low [1,2], indicating the weak nature of
these system configurations. Table 1 summarizes typical values for SCC levels in Europe and Chile:
an example of extreme LPS.

Table 1. Short-circuit levels (GVA) in Chile and Europe [11].

Voltage Level (kV) Europe Chile

154 3.5 2.0
220 15.0 2.0
500 50.0 4.0

LPS are also very sensitive to active and reactive power changes [1]. To see this, let consider the
fast decoupled load flow equations in a network with N nodes [12]:

AO = [Xp] - Ap (1)

Av = [X(] - Aq )

where the vectors A6 and Av (with dimension of N x 1) represent the changes in phase angles and
voltage magnitudes, respectively, at each bus of the system; and Ap and Aq (also with dimension
of N x 1), respectively, contain the active and reactive power injections at each node. Equations (1)
and (2) give a relationship between phase angles and active power injections and between voltage
magnitudes and reactive power injections. In the case of LPS, the values of the coefficient included
in the entries of the matrices [Xp] and [Xé] are usually large, meaning that even small changes in
active and reactive power injections can lead to significant changes in phase angles and voltage
magnitudes [1]. By contrast, in robust (meshed) networks, these values are small and hence only small
changes are expected.

Due to their longitudinal structure and characteristics, LPS are prone to face different stability
problems. Among the most critical stability concerns are those related to transient and voltage



Energies 2018, 11, 51 30f 19

stability [3], including low frequency oscillations (from a small signal stability viewpoint), and voltage
collapse. Indeed, sustained low frequency oscillations [13-16] as well as voltage instability
situations [17-19] have been reported in several power systems with longitudinal structure.

3. Out-of-Step Detection Methods Based on Synchrophasors

When a loss of synchronism occurs, either between a group of generators and the rest of the
system, or between interconnected power systems, a number of generators start to run at slightly
different speeds [20]. This phenomenon is directly reflected in changes in the phase angles of the
positive-sequence voltage (PSV) of the network [21,22]. In this context, since existing WAMPC
technologies allows the monitoring of these variables in real time, different OOS approaches have been
proposed in the literature using synchrophasor measurements. One method consists in comparing
the absolute angle difference of the PSV between two phasor measurement units (PMUs) located at
different buses, against a predefined threshold [23]. Let J; denote the angular difference between the
two busbars being analyzed. If the absolute value of ¢ is greater than a threshold, it is assumed that
the system is following an instable trajectory. Otherwise, the system is stable. Different approaches of
this algorithm have been presented in [9,23-25], all of them using Equations (3) and (4).

b = LI — Ly pME2 ®)
|5k| > Omax 4

where /VIMUl and /VIMU2 are the phase angles of the PSV measured by PMU1 and PMU2,
respectively, at the k processing interval; and 6,4y is the maximum threshold for the angular difference
between two busbars.

Another method based on synchrophasor measurements is the predictive out-of-step tripping
(OOST) scheme proposed in [9,23-25]. Let Sy and Ay respectively denote the slip frequency and
the acceleration. Both Sy and Ay are computed from the value of the angle difference é. In this
method, a stability region in the A — S plane is identified. Consequently, if a trajectory of the power
system (e.g., a power swing) tends towards the boundaries of the stable region, or reaches the area
outside the (stable) region, an OOS condition is assumed and corrective actions are taken accordingly.
Mathematically, Sy and Ay are calculated as follows:

_ (6 —dk1)
Si =~ = MRATE ®)
Ay = (Sk — Sx-1)MRATE (6)

where Jy is the angle difference obtained using Equation (3) at the k processing interval;, and MRATE is
the synchrophasor message rate. From Equations (5) and (6), it can be seen that Sy and Ay are the first
and second derivative of the angle difference Jy, respectively. Figure 1 shows the characteristic of an
OOST scheme in the A — S plane.

The unstable region of the OOST characteristic is defined by Equations (7) and (8).

A > KSp+ A @)

Ap < KSp — Ay (8)

where K is a slope constant of the power system and the constants A,; and A, are the acceleration
offset values. The values of K, A,; and A, have to be determined based on the characteristics of the
system and/or using dynamic simulations under different operating points and contingencies [23].
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Figure 1. Out-of-step tripping (OOST) characteristic in the A — S plane.

4. Proposal for Active Splitting in LPS

When an OOS condition is detected, different remedial actions, such as tripping the faulted
generation units [6] or shedding load [22], may be taken in order to maintain the system stability
or at least to limit the cascading effects in the network [8,9]. Nevertheless, these remedial actions
could fail to lead the system to a secure state [26]. In these critical cases, a last remedial action to
save—at least—some pre-identified areas is to split the network at specific locations in order to create
system islands. The islands must have a balance between generation and load demand and should
remain in synchronism [8,22]. In this context, controlled power system separation (also known as
active splitting) is a protection scheme that prevents large scale power system blackouts under severe
contingencies [27]. The main idea is to intentionally split transmission networks into islands of load
with matched generation at proper splitting points by opening previously selected transmission
lines [28]. The areas must be separated from each other quickly [8] and this must be precise and
reliable, since it normally leads to significant structural changes in the network [9].

Given the sparse configuration of LPS, it is relatively common to operate in electrical islands
under severe disturbances [1]. The cases of Australia [29] and Chile [30] are good examples of such
type of operation, and support the fact that TSOs have the knowledge and experience of what areas
may operate as island maintaining the stability after the splitting. Nevertheless, in cases where the
separated systems have a generation—load imbalance, it may be necessary to shed selected loads
and/or trip generators [31] in order to sustain frequency stability.

4.1. Active Splitting Control Scheme

In this work, the OOST algorithm explained in Section 3 was modified and accordingly combined
with the angle difference scheme to propose an improved active splitting scheme (ASS) especially
suitable for LPS. Since phase angles in a LPS may change drastically even when small changes in active
power occur (see Section 2 for details), it seems appropriate to further limit the normal operation region
shown in Figure 1. To do this, upper and lower boundaries for the slip frequency and acceleration in
the A — S plane are included, as shown in Figure 2. These boundaries use Equations (9) and (10) to
detect an unstable operating point.

Smax < Sk < Siin 9)

Amux < Ak < Amin (10)
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Figure 2. Modified OOST (MOOST) characteristic in the A — S plane.

Due to high values reached by the slip frequency and acceleration during unstable swings or
OOS conditions in LPS, these boundaries may detect the instability before the trajectory Ay (Sy) crosses
the traditional OOST limits. Thus, with the modified OOST shown in Figure 2 (named MOOST)), it is
feasible to take faster remedial actions than with a traditional OOST [32].

Figure 3 shows the proposed ASS for LPS based on a WAMPC. The control scheme detects
possible instability situations based on a combination of a modified OOST and the angle difference
method. As can be seen, the scheme first measures the PSV angle at two network buses (6{! and
(5}3 ) and then calculates its angular difference J. Based on this, the first and second derivatives are
obtained to get the slip frequency S; and the acceleration Ay, respectively. To avoid misoperations
of the ASS, the MOOST and angle difference elements are only enabled after a set time delay Tj.
To accomplish this, a fault detector element is also included. This element compares the absolute value
of the slip frequency Sy and the acceleration Ay with suitable thresholds (S; and Ay, respectively).
Equations (11) and (12) define the conditions when a fault is detected.

|Sk| > Sa (11)

|Ax| > Ay (12)

When either Equation (11) or (12) is fulfilled for a time T;, the MOOST and angle difference
elements begin to check the current operating region of the system based on the limits defined in
Figure 2 and Equation (4), respectively. If at least one of the conditions established in Equations (4),
and (7)—(10) is satisfied for a predefined time T, an unstable condition has been detected and the ASS
starts to operate. Otherwise, the ASS remains blocked. In the illustrative network shown in Figure 3,
the line switches S and S; in the bus A are opened if the scheme operates.
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Figure 3. Active splitting scheme (ASS) for longitudinal power system (LPS) based on a wide-area

monitoring, protection and control (WAMPC).

4.2. Parameter Tuning

As usual in OOST and angle difference elements, the parameters of the control scheme must be
set according to the technical characteristics of each power system. This process must be performed
based on detailed dynamic models of the system under study and considering a wide set of scenarios.
Figure 4 shows the proposed block diagram of the methodology for tuning the parameters needed in

the proposed ASS.

Selection of operating points }—

L

Selection of critical contingencies }—

<
v

Dynamic
simulation of
the system

I t

L

Selection of contingencies leading to
instability

A A |
Record of AW AW |:> Parameter

Figure 4. Flowchart of the methodology for parameter tuning.
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The first steps of the methodology are to select a sound set of operating points and critical
contingencies. In dynamic assessments of real power systems, the simulations are performed only for
some critical contingencies and operating points of the system (worst-case scenario). This approach is
justified since the dynamic analysis of all possible contingencies and operating conditions of a real
power system would lead to an impractical amount of time and simulations.

The operating points to be considered in the tuning process must be able to properly represent
critical conditions that the system may experience from a stability perspective. LPS are characterized
by weak longitudinal structures with radial configuration, long transmission lines, and generation
centers electrically remote from load centers [1-3]. Consequently, high power transfers over their long
transmission lines, as well as highly loaded conditions in generators are typically critical operating
conditions of these power systems [33]. Thus, operating points that reflect these conditions are
recommended to be included in the tuning process. Furthermore, operating points identified as critical
by TSOs should also be included.

Once the set of operating points are properly defined, the next step is to select a set of critical
contingencies for each selected operating point. Two-phase to ground short circuits at high loaded
transmission lines (with its pertinent disconnection for fault clearing) are generally considered as
credible and also critical faults [33]. The sudden outage of highly loaded generators may also be
considered. Especially in LPS, the selection should also include the knowledge of TSOs and the
records of real blackouts in the system. TSOs of LPS know those cases in which traditional remedial
actions will not be able to save the system from a total blackout. In those circumstances, splitting the
system in different islands is the only remedial action to avoid the total system collapse. Alternatively,
a mathematical algorithm for the selection of critical contingencies is proposed in [34]. In this work, the
authors propose a screening and ranking method for transient stability assessments based on the modal
synchronizing torque coefficient of the synchronous machines, which is computed by eigenvalue
sensitivity analysis. Additional to the aforementioned work, Arrieta et al. [35], Baone et al. [36],
and Wang et al. [37], also proposed contingency rankings based on eigenvalue analysis.

The next step of the methodology is to simulate, for each operating point, the selected set of
contingencies using time-domain dynamic simulations. If a contingency leads to system instability,
it must be selected and then considered to set the value of the parameters of the ASS. For those
contingencies leading to system instability, three key variables must be recorded: the angular difference,
slip frequency and acceleration at the defined measurements points.

As shown in Figure 3, three main components of the ASS need a parameter tuning process: angle
difference scheme, the MOOST scheme and the fault detector element. The following sections give
details on this regard.

4.2.1. Angle Difference Scheme

The first parameter to be defined is the maximum threshold 6,4y of the angle difference scheme

(see Equation (4)). Considering the set of contingencies leading to system collapse, &,,,x can be obtained
according to:

Omax = min{amuxij}

13
S.t. 5mgx]-]- > maX{&O’} ( )

where the subindices i and j represent the operating point (OP) and the contingency, respectively. do, is
the angle difference in steady state considering the OP i. To avoid misoperations of the scheme during
normal operation, é,x has to be greater than all 5, under consideration.

Figure 5 and Table 2 show illustratively how the angle difference scheme tuning is carried out.
In this example, two critical contingencies (CC) leading the system towards its collapse are analyzed
considering three different operating points. Figure 5 depicts how the absolute difference angle
(see Equation (3)) evolves between two buses of the system and Table 2 shows the initial angle dy,
and (Smaxij for each OP and CC. In these cases, the disturbance occurs at ¢t = 0.3 s, and depending on
the OP and contingency, the system could reach a point in which it is no longer able to maintain its
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stability. This point is represented as dyuax;; in Table 2. Considering Equation (13) and the values shown
in Table 2, the maximum angular difference threshold d;,4y is defined as 25°.

B L
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
1(s)

Figure 5. Tuning of the angle difference scheme.

Table 2. Maximum angle difference allowed.

Operating Point ~ Critical Contingency  J,(°)  Jmax; (°)

OP1 CC1 10 18
OP 2 cC2 15 25
oP3 CC1 20 28

CcC2 20 30

4.2.2. MOOST Scheme

To establish the parameters for the MOOST scheme it is necessary to identify three key points
of the Ay(S) trajectories during a contingency: (1) steady state condition; (2) fault condition; and (3)
post-fault condition. Figure 6 illustrates this process for an (a) stable and (b) unstable post-fault system
condition. The initial point of the blue trajectory, points O in Figure 6, represents the steady state
condition (stable). Once the fault is applied, the trajectory moves towards a maximum value indicated
as MF in Figure 6. When the fault is cleared, the trajectory Ay (S) moves to point C. If the system is
stable, the trajectory Ay (Sy) will finally converge into the origin during the post-fault condition as
shown in Figure 6a. Otherwise, the trajectory will follow a divergent spiral trajectory from the origin,
indicating an unstable condition Figure 6b.

207,

101" Fault M - Fault ME
Post-fault / 15 |- Post-fault
2 st 2" e
N N
=) / ' g3
= of o / < ol
S5F
St ‘ ‘ ‘ L, e ‘ ; 10 s ° ‘ ‘
04 03 02 01 0 01 02 03 04 ! 0.5 0 05 1
S (Hz) S (Hz)
(a) Stable post-fault system condition. (b) Unstable post-fault system condition.

Figure 6. A (Sy) trajectories.

During unstable post-fault conditions, there is a point (critical point CP) from which the system
is no longer able to maintain its stability if no extreme corrective actions are taken. At this point,
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system blackout is imminent, and the MOOST scheme should operate to separate the affected areas
aiming to avoid the total system collapse. To illustrate this point, let consider the two trajectories
(representing the system evolution) for two different contingencies shown in Figure 7. Dashed and
solid arrows indicate the trajectory followed by the system in the first and the second contingency,
respectively. In this example, both trajectories are divided into three parts. The blue section of the
trajectories represents the evolution of the system during the fault; with a maximum value (during the
fault) highlighted as MF1 and MF2. The green section of the trajectories starts with the fault clearance
(C1 and C2 in Figure 7). These points are characterized by a network condition in which the system
could still sustain its stability if sound remedial actions are taken. Finally, the red sections start at the
critical points CP1 and CP2 from which the system collapse is imminent.

25 MF2
20
15+
10F
3 5
N sk
)
< Or
5+
10
15 CP2
_20 L L L L L L L
0.8 0.6 0.4 0.2 0 0.2 0.4 0.6

S (Hz)
Figure 7. Ay (Sy) trajectories for contingencies CC 1 and CC 2.
On the assumption that there is no other remedial action to avoid the collapse of the system,
the MOOST scheme should operate either if CC 1 or CC 2 occurs. Therefore, the green section of the

minimum trajectory must be limited (in this example: CC 1). One way to accomplish this is by setting
the parameters of the scheme graphically (see Figure 8).

20 ~

) 1
15F L=__ MOOST I Aal ~
~ I
~
10+ : ~_ P
N max ! E ‘.'>‘ ~ -: I
S === == m = L @t -'-\_| ——————
—~ ~ o R
ﬁ ~ d, R \F
T 0 ~ * (IR
~ ~al H 3 1 ~
< ® o .
St S 1 N
_______ gl E e D e - - - - o - -
. ! ~ G I S,
10 min I \
~ I
1 ~
-5 ~ !
min | S ~ AOZ max |
20 1 ~
-0.5 -0.4 0.3 0.2 0.1 0 0.1 0.2 0.3 0.4 0.5
S (Hz)

Figure 8. Illustrative tuning of the MOOST scheme.

The first step is to identify the limiting points in each direction of the stable trajectory (E, F, G
and H in Figure 8). Each of these points can be directly associate to the parameters Aux, Smax, Amin
and S,,;,, of the MOOST scheme. Then, by extending a line from either F or H to the y-axis (A(Hz/s)),
the offset A, or A,» can be obtained as the y-intercept. When A, or A, is set, the parameter K can
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be calculated by the slope between two points. Finally, the remaining offset can be obtained by the
classical equation for non-vertical lines.

Table 3 shows the parameters obtained by following these steps and Figure 9 shows the resulting
MOOST normal operation region.

Table 3. MOOST parameter tuning example.

Parameter Value Parameter Value
A 16 (Hz/s) Ain —6 (Hz/s)
Ao 18 (Hz/s) Smax 0.27 (Hz)

K —50(1/s) Suin —0.29 (Hz)

Apax 5.3 (Hz/s)

@ CCl R4
107 | = wmoosT R
L == == - . g
> e F\\\
I Lo N,
—~ \
@ .
T ol 8 o [
N— .I
< Q"l;( d I
) 1
5 N 0@ L L
-0
1 1 1 1 1 1 1 |
0.4 03 02 0.1 0 0.1 0.2 03 0.4
S (Hz)

Figure 9. Resulting MOOST normal operation region.

4.2.3. Fault Detector

Several fault detection approaches, such as wavelet transform, neural network and statistical
techniques, have been presented in the literature [38]. Since the scope of this work is to avoid the total
collapse of the system during “well known” critical contingencies, a deterministic way to detect the
faults is proposed. The fault detector element must enable both, the angle difference and the MOOST
schemes during the selected contingencies. By choosing the minimum absolute value of MF (obtained
from the set of critical contingencies leading to the system collapse), the thresholds needed in the fault
detector element (S; and A;) must be selected according to:

Ay = m?n{|AMFij‘} (14)
Sa = min{|Smr,|}
where Apqr is the acceleration and Sy r the slip frequency, both at the MF point. Subindices i and
j represent the operating point and the contingency, respectively. This guarantees that the angle
difference and the MOOST schemes will be enabled for all the contingencies leading to system collapse.
Although in this work the thresholds in the fault detector are defined in a deterministic way,

the methodology can also be applied considering statistical approaches such as [39].

4.3. Considerations and Practical Implementation

To implement the proposed ASS, it is necessary to identify suitable areas to be saved when a critical
contingency occurs. The selected areas to be saved should meet at least the following requirements:

o  Thearea must have an adequate reserve of active and reactive power to meet the load demand [31].
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o  The network constraints and systems limits must be satisfied (thermal capacity on transmission
lines and transformers, frequency and bus voltages at prescribed values, among others [28,40]).

Once the candidates to island regions are identified either by TSO knowledge or by other strategy
such as the ones proposed in [28,40], the measurement points to be used as input for the ASS must
be determined. In real power systems, controlled splitting is often restricted to tie-lines which
naturally divide the network into islands, even more if the network has a longitudinal structure [41].
Therefore, if the area selected is interconnected to the main power system by one tie-line, the PMUs
should be installed on both sides of the separation interface [41,42]. Moreover, chosen these points will
be useful to monitor the restoration progress and the readiness for resynchronization [42]. Besides, if the
selected area is interconnected by more than a link, three options are recommended:

1.  Electrical centers: The natural separation of a system begins at the electrical centers [43].
Therefore, these points may be suitable to install the PMUs.

2. At major generation points: As generators have a significant role on system stability, selecting to
install the PMUs is more appropriate [44].

3. Major centers of inertia: In both sides of the boundary, where the boundary is defined as a
constraint when composite angle is used to represent each area [45].

It is also recommended to prioritize measurement points with higher voltage levels [42].
To implement the proposed scheme, the following infrastructure/equipment is required:

Two PMUs and GPS clocks to measure the phase angles of the PSV with a time reference.

One phasor data concentrator (PDC) and GPS clock to align the data and make it coherent to logic.
One central computer to implement the ASS algorithm.

Communication infrastructure.

It is worth noting that the MRATE of the PMUs determines the best case timing for detecting
a change that may require protection action [46]. Nowadays, almost every commercially available
device allows to choose a MRATE between a given range (1 to 120 phasors per second). The selection
will depend on the purpose, the available communication and information storage infrastructure,
system’s frequency, among others. Therefore, choosing a device with a higher reporting rate would
improve the performance of the proposed scheme. However, this may also increase the costs since
a better communication and information storage infrastructure will be required.

5. Case Study

The simulations were based on the CIS of Chile. In order to illustrate the structure of the network,
a simplified diagram is shown in Figure 10. The CIS is a good example of extreme LPS; it has long
transmission lines covering a total length of near 2300 km. The CIS supplies a peak load of 7300 MW
with the major load located in Santiago, Chile’s capital, placed in the central part of the system and
encompassing around one third of the country’s population. The system is mainly composed by
thermal and hydroelectric power stations. Hydroelectric power plants are mostly concentrated in the
south of the CIS comprising near the 50% of the whole installed capacity. Due to the structure of the CIS,
different areas may be adequate to evaluate the performance of the proposed scheme. According to
Chilean TSOs experience, one area which could be saved when a blackout in the system is imminent
is Chiloé Island. The island is located at the end of the CIS and is interconnected by a single 220 kV
line. The zone to be split and the PMUs location are shown in Figure 10. Although from a topology
perspective the Chilean network may be categorized as a simple problem, this system is especially
interesting from a stability perspective due to its extreme longitudinal structure and characteristics.
Indeed, several works confirm that the Chilean system is prone to face stability problems in cases in
which meshed networks would not [17,47].



Energies 2018, 11, 51 12 of 19

North of A Thermal power plant.
the CIS ®  Hydroelectric power plant.
© PMU location.
1 Main load center: Santiago.
2 Hydro generation center (near Ancoa).
1 3 2x500 kV Charrtia — Ancoa line.
4 Hydro generation center (near Charrua).
Chiloé Melipulli
Rest
Rest of
L of the
Chiloé IS

{

Figure 10. Simplified diagram of the Central Interconnected System (CIS) of Chile.

The study was conducted for three operating points namely OP1, OP2, and OP3, which are
characterized by high power transfers through the 500 kV corridor Charrda-Ancoa of near 180 km
long (marked as “3” in Figure 10). The power transfer through the corridor is 1000 MW for all OPs
under study. Table 4 shows the generation and demand for each OP.

Table 4. Characteristics of the operating points (OPs) in (MW).

Operating Point CIS’s Demand Chiloé’s Demand CIS’s Generation Chiloé’s Generation

Oor1 6742 64 7014 33

OoP2 4528 30 4686 28

OPr3 6742 64 7015 62
6. Results

The CIS network model used in this study contained approximately 12,500 buses and 600 demand
points distributed throughout the network. The study was performed with the simulation tool
DIgSILENT PowerFactory and a MRATE of 50 messages per second for each PMUs was used.

6.1. Critical Contingency

To tune the parameters of the proposed ASS, a two-phase to ground short circuit in one
circuit of the line Charrtia-Ancoa was selected as critical contingency. The contingency was chosen
based on the knowledge and experience of Chilean TSOs [48,49]. The fault is cleared after 120 ms
through the disconnection of the pertinent circuit. Because of an erroneous operation of the
protection scheme, the remaining circuit is also disconnected after 120 ms. The disconnection of the
corridor Charrtia-Ancoa splits the CIS into two unstable islands: the Central-North island (covering
from substation Ancoa to the north) and the South island (from substation Charrda to the south).
According to the Chilean TSOs, in most cases this contingency leads to a total blackout of the CIS [48,49].
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6.2. Proposed Active Splitting Scheme

The simulation of the CC was used to tune the parameters as explained in Section 4.2. The results
are shown in Table 5.

Table 5. Scheme parameters.

Parameter Value Parameter Value Parameter Value
A 5.7 (Hz/s) Apin —5.3 (Hz/s) S4 0.002 (Hz)
Ap 5.3 (Hz/s) Smax 0.6 (Hz) Smax 25 (°)

K —6.4(1/s) Smin —0.6 (Hz) T 400 (Hz)
Apmax 7.4 (Hz/s) Ay 0.3 (Hz/s) T 60 (ms)

Figure 11 shows the evolution of the absolute angle difference calculated by the proposed scheme
during the contingency when considering the operating point OP1. The fault begins at t = 15
(black point in the figure) and is detected by the fault detector element at t = 1.022 s (yellow point).
After 400 ms from the fault detection, the angle difference and the MOOST schemes are enabled
(green point). When 6; reaches the threshold é,,,x and the time T; is fulfilled, the scheme starts to
operate by splitting Chiloé Island from the CIS.

-8- OPI Detection @ Trip .
sl | @ Fault Enable = 0 =2.5

1.4 | | | | I I |
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6

t(s)

Figure 11. Angle difference scheme operation on OP1.

Figure 12 shows the trajectory in the A — S plane for the OP2. The Ay (Sy) trajectory starts around
the origin (point O) which represent the steady state condition before the fault appliance (t = 15s).
The fault condition is represented as a blue trajectory on the figure. After 120 ms the fault is cleared
(point C) and the post-fault trajectory (red line in the figure), remains inside the MOOST region for
460 ms. Att = 1.58s, the trajectory leaves the stable region in the A — S plane, thus triggering the
MOOST element due to A,,;, boundary. The element trips when the timer T, is satisfied (point T),
allowing the splitting of Chiloé Island from the CIS.

Table 6 summarizes the operation of each element of the proposed ASS. As can be seen, the fault
detector element detects the contingency for all OPs, allowing the activation of the angle difference
and the MOOST element. While both schemes triggered at the same time for the operating point OP1,
the MOOST element triggered at the first place for OP2 and OP3. Moreover, the MOOST element was
activated due to the satisfaction of the new restrictions (Equations (9) and (10)), allowing to detect the
unstable operating point before the trajectory Ay (Si) leaves the stable region through the boundaries
defined in Equations (7) and (8). Therefore, with the proposed scheme, it is possible to take faster
remedial actions than with a traditional OOST element (Equations (7) and (8)), gaining valuable time
at the moment of the splitting.
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MF

||-@= Fault |= = = = = =
=0~ Post-fault
6= MOOST

z
N
5 t=1.65
<

Figure 12. MOOST scheme operation on OP2.

Table 6. Detailed ASS operation.

Operating Point  Fault Detector Angle Difference MOOST (Activated Restriction)

OP1 Activated Yes Smax < Sk
OP2 Activated No A < Apin
OP3 Activated No Smax < Sk

After the splitting, Chiloé Island remained stable for two of the three operating points (OP1 and
OP2). After 10s from the operation of the ASS scheme, the frequency of the island (shown in Figure 13)
reflects the existing power balance between generation and load for the operating points OP1 and
OP2. In OP3, all generator units of Chiloé Island loss synchronism. This is reflected in the continuous
increase of the frequency during the simulation.

52

f(Hz)

= OPI
- OP2
OP3

8 10 12 14 16 18
1(s)

Figure 13. Frequency of Chiloé Island.

6.3. Performance of the Proposed Active Splitting Scheme Under Different Contingencies

The following subsection shows the performance of the proposed ASS under three different
contingencies: outage of generation outside Chiloé Island (Canutillar power plant), outage of
generation inside Chiloé Island (Degafi power plant) and load shedding inside Chiloé Island (Pid Pid
feeder). The aforementioned points are shown in Figure 14 and the detailed outage of generation/load
shedding is shown in Table 7.
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The ASS’s response was the same for each contingency. The fault detector element enabled both
the MOOST and the angle difference scheme after the fault appliance. However, since no condition
established in Equations (4), and (7)-(10) was satisfied for the predefined time T, the ASS did not
operate. Therefore, no splitting took place. Table 8§ summarizes the aforementioned behavior.

Figure 15 shows the Ay (Sk) trajectory for each operating point and contingency. It can be
seen that after the fault appliance every trajectory converges into the origin, without triggering the
MOOST scheme.

The network frequency for each case is shown in Figure 16. It can be seen that the performance of
the proposed scheme was satisfactory for all three contingencies.

Rest of Thermal power plant.

the CIS Hydroelectric power plant.

PMU location.
Canutillar power plant.
Melipulli substation.
Chiloé substation.
Degaf power plant.
Pid Pid feeder.

H
aOgrwNNEF OB D

Figure 14. Simplified diagram of Chiloé Island and its surroundings.

— opPl  |----- — op1l  |----
— oP2 — oP2

51— op3 51— op3
- MOOST - MOOST|

A (Hz/s)

A (Hz/s)
)
?

-08  -06 -04 -02 0 0.2 0.4 0.6 -08 06 -04 -02 0 0.2 0.4 0.6

S (Hz) S (Hz)
(a) Outage of generation—Canutillar. (b) Outage of generation—Degan.

A (Hz/s)

-0.8 -0.6 -0.4 -0.2 0 0.2 04 0.6
S (Hz)

(c) Load shedding—Pid Pid.

Figure 15. Ay (Sy) trajectories.
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Figure 16. Frequency of the network.

Table 7. Characteristics of the outages/shedding in (MW).

Operating Outage of Generation Outage of Generation Load Shedding

Point Canutillar Degai Pid Pid
OP1 65 7.5 13.8
or2 65 5.2 7.4
oP3 65 17.2 13.8

Table 8. Detailed ASS operation under different contingencies.

Operating Point  Fault Detector Angle Difference MOOST (Activated Restriction)

OP1 Activated No -
Oor2 Activated No —
OP3 Activated No —

7. Conclusions

This paper proposed an active splitting control scheme especially suitable for LPS based on
a WAMPC using synchrophasor measurements. The proposed control scheme detects possible
instability situations by means of a modified OOS algorithm combined with the angle difference
method. The proposal is a last remedial action to save some pre-identified areas when a total system
blackout is imminent.

The simulation results indicated that the angle difference element could operate before or at the
same time than an out-of-step element, making a more reliable protection scheme. Furthermore, with
the modified OOST scheme, it is possible to take faster remedial actions than with a traditional OOST
element if upper and lower boundaries of the slip frequency and acceleration are used. Since phase
angles in a LPS may change drastically even when small changes in active power occur, these limits
may accelerate the prediction of system instabilities and thus gain valuable time at the moment of the
splitting. Finally, the results also shown that the proposed fault detector element, based on the first
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and second derivative of the angle difference measurement between two buses, could be useful for
detecting several disturbances in a LPS.

As future work, it is proposed to evaluate the time-response of the scheme when the latencies in
measurements, communication and processing are considered. For instance, since each individual
PMU may have different latencies, the ASS design should account for this in order to determine if the
selected equipment can actually achieve the desired protection scheme performance.

Another interesting work would be to extend the methodology when several schemes are
proposed—at multiple locations throughout the network—to split the system into different parts.
The operation of each scheme in a separated way (isolated) and also in a coordinated one should
be considered.

Finally, extending the proposed methodology to cover more complex power systems such as
meshed ones will be a motivating challenge too.
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