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Abstract: Insular power systems represent an asset and an excellent starting point for the development
and analysis of innovative tools and technologies. The integration of renewable energy resources that
has taken place in several islands in the south of Europe, particularly in Portugal, has brought more
uncertainty to production management. In this work, an innovative scheduling model is proposed,
which considers the integration of wind and solar resources in an insular power system in Portugal,
with a strong conventional generation basis. This study aims to show the benefits of increasing
the integration of renewable energy resources in this insular power system, and the objectives are
related to minimizing the time for which conventional generation is in operation, maximizing profits,
reducing production costs, and consequently, reducing greenhouse gas emissions.
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emission; scheduling; uncertainty

1. Introduction

1.1. Framework and Motivation

Following the largest industrial and technological revolution that the world has seen over the last
200 years, there has been a unique increase in the world’s population, due to an increasing capacity to
transform energy for the benefit of humanity. However, this increase has catalyzed a greater demand
for energy and has also increased the economic, environmental, and safety costs of the electrical
system (ES). With this increased demand and the corresponding increases in electricity production,
emissions of greenhouse (GHG) gases, and other toxic and acid gases have been rising, creating the
large environmental impact that the world is now facing [1,2].

Worldwide, the main priority in several countries has been the development of sustainable ESs;
these increase the integration of energy from renewable sources with the goals of reducing emissions
from fossil fuel consumption and improving the energy efficiency of the system by minimizing its
footprint [3]. This development and the increasing implementation of renewable energies in the ESs
have been noticeable, and the investments and incentives that are offered by governments in the last
two decades have contributed to this by promoting the environmental and economic advantages of
this type of electricity production [4].

In fact, world energy production is expected to increase by 69% between 2012 and 2040, with
an average growth of 2.9% per year in renewable production and only 0.8% in energy production
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from coal [5]. The European Union (EU) has set several environmental targets for the coming years in
order to facilitate a transition to a low carbon ES, i.e., with a lower environmental footprint. The EU
predicts a reduction of about 40% of GHG emissions by 2030 (compared to 1990) and a rate of energy
consumption from renewable energy sources of 27% by 2040. A huge investment in the ES is predicted,
allowing for a rate of integration of renewable energy sources of 75.2% and a reduction of 80% in
GHGs as compared to 1990 [6].

In the context of the implementation of new strategies and/or tools for the sustainable and
profitable management of power systems, namely the electricity sector, insular power systems are
exceptional cases due to the different factors characterizing them in terms of their state of economic,
technological, environmental, geographic, and social development. Dependence on imported energy,
reduced facilities for saving fresh water, treatment of waste, population seasonality, and climate
conditions all have a great impact on the economy of these systems. A combination of these aspects
increases the consumption of energy. The use of endogenous and renewable resources has therefore
been essential to the energy policy of island power systems over the last decade, and the interest in
renewable energy production has led to a significant change in the insular ES [7].

However, as widespread research has shown, a high level of integration of renewable sources has
challenging obstacles to overcome, even when considering its advantages. The natural variability and
uncertainty of this type of energy production make optimal system operation very difficult, and often
increase the operational costs and GHG emissions due to low-efficiency situations [8,9].

1.2. Literature Review

To deal with the unpredictability of renewable energy resources, stochastic relationships can be
introduced through the unit commitment (UC) formulation, energy storage systems (ESS), or demand
response (DR). The flexibility introduced by ESS has attracted attention in the literature in dealing
with the uncertainty of renewable energies. Their use can reduce energy costs and increase the level of
integration of renewable resources. ESS has a large economic impact in the case of the aforementioned
features of wind farms, i.e., the large size of EES that is required to deal with a hypothetical lack of
wind increases the project costs of an ESS solution [10].

Currently, the Monte Carlo Simulation (MCS) method is used to solve some of the ES concerns
described above; this takes into account the probabilistic characteristics of renewable production in the
case of wind and solar energy. In addition, it allows for a correlation between continuous observations,
the profile of the energy production forecast, and consequent forecast errors. This method needs to
perform an analysis of a certain number of tests, which requires great computational effort and which
increases with the number of possibilities considered [11].

Other solutions have been proposed. For instance, in [12] a model was proposed based on the
creation/reduction of scenarios in order to establish a relationship between the number of scenarios
and the computational time required for their analysis, carrying out the analysis of each scenario
separately. Firstly, the method used creates time profiles to integrate the natural correlation of wind
energy production. Then, unexpected wind changes are simulated as a consequence of forecasting
errors. The objective is to minimize the cost of producing energy for each scenario. In order to
evaluate the quality of the obtained solution, it is compared with a solution of the problem using
stochastic programming.

In [13], a method combining Chance-Constrained Programming (CCP) with a Quantum-Inspired
Binary Gravitational Search Algorithm (QBGSA) was proposed. The UC is determined for different
confidence levels and prediction errors. The model is divided into two optimization sub-problems: the
first determines the states of the production units using QBGSA, and the second solves the DE using
an increment method, resulting in faster convergence for the solution.

There are two main approaches that can help to deal with the problem of uncertainty in renewable
production: improving the accuracy of forecasts, or developing technologies that deal with uncertainty,
given that prediction error is always present.
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Recently, there has been an increasing amount of research into probabilistic forecasting to improve
prediction accuracy; despite this growth, few of these methods have been introduced into optimization
and decision problems [14]. Forecasting tools involving renewable forecasts have been proposed
that consider the probabilistic quantification of uncertainty playing a better role in ES decisions,
as reported [15].

One of the most important objectives for the operation of the ES is to determine for a certain
period the optimal combination of production units capable of satisfying the load and other constraints
at the lowest operating cost. Basically, UC is a complex optimization problem that is expected
to minimize the total costs of energy production [16]. Mathematically, the UC problem is usually
non-convex and non-linear, and the combination of these characteristics implies an integer-mixed and
combinatorial optimization problem formulation, since the various production units that are allied to
these characteristics make this problem very complex and difficult to solve [17].

This problem is no longer unusual in the electricity sector, and there are several methods to solve
it. The most widely used methods involved deterministic mathematical programming techniques,
such as branch-and-bound, Lagrange relaxation (LR), or mixed-whole methods. However, these
techniques have some disadvantages, although they do have the advantage of being relatively fast
solutions and easy to implement. Hence, due to the features of the UC problem mentioned above,
this type of technique does not guarantee convergence to the optimal point, and the results may not
be the most consistent due to the approximations made in the resolution of the constraints and the
objective function. Evolutionary programming, genetic algorithm (GA), particle swarm optimization
(PSO), and hybrid models are some of the intelligent algorithms that more advances have been able to
achieve. Although the aforementioned techniques offer better results, their usage is limited due to
dimensionality problems, and the increase of the system and corresponding complexity of the problem
affects the quality of the results of the objective function [18,19].

In the traditional structure, the UC was controlled only by a central authority, which aimed at the
level of integration of the various generators controlled by a single authority, so that the amount of
energy produced was that demanded by the load within a given period of time and for the lowest cost
of operation. In liberalized markets, production companies (PCs) control the production resources,
and the UC problem is also solved by these companies within the market framework. The purpose
of the UC solution, from the viewpoint of the PCs, is simply to maximize the profits, and meeting
the load requirements is the responsibility of the Independent System Operator (ISO). Thus, the PCs
are responsible for providing their strategy of participation in the energy market a day before the
current dispatch plan, taking into account several factors, such as the load forecast or renewable
resources [20,21].

For instance, [22] presented an UC problem that considered the uncertainty of load and wind
power generation using a chance-constrained two-stage stochastic programming model to reduce
the probability of load imbalance, Big-M and Benders’ decomposition method with a bilinear mixed
integer formulation of chance constraints.

In [23], an improved version of GA was presented with an optimization technique, called an
Imperialist Competitive Algorithm (ICA), to solve the UC problem in order to maximize profits.
To reduce the computational complexity and improve the convergence of the solution, a method was
proposed to obtain initial solutions based on the improved coding, which replaced the traditional
binary coding.

In [24], the optimal UC was determined in order to maximize the profit by keeping emissions
below a certain limit. As in [23], the proposed work was presented that used the ICA technique
to perform the UC, although using an emission-related penalty factor. In [24], a methodology was
proposed from a probabilistic perspective, to solve the UC. In this UC model, a probabilistic economic
dispatch (ED) with priority list (PL) were combined to represent the various variables of interest,
such as the power produced by thermal units, production cost, revolving reserve, power requirements
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that are not met, or excess energy produced, through their probability distribution function (PDF),
which gave an analytical treatment to the UC problem in terms of uncertainty.

In [21], the impact of ESS on UC was analyzed, and it was concluded that these systems help to
improve reliability, flexibility, and efficiency in the ES. When the power system faces peak loads that
are greater than the capacity of the staggered units, these systems reduce the need to add further units
to satisfy the load. The variation of the load profile is also decreased, thus increasing the load in those
periods when the load is smaller, and reducing the number of inputs and outputs of production units.
The study in [10] proposed a method for the inclusion of UC and ESS systems, taking into account the
effects of thermal and wind energy, power converters, load control, and battery discharge. The method
was composed of two steps: first, the UC was solved without integration of the ESS, and then, in the
second step, with the knowledge of all the available energy to charge the batteries, making the UC
with the integration of ESS. Moreover, the problem was extended through a probabilistic method by
analysis of renewable energy integration [25].

In [26], the ESS was integrated into the UC through the pumping technology, and an integration
of an artificial binary sheep algorithm was designed to improve the optimization performance, which
was based on the social behavior of a flock of sheep. In [27], a cost-based UC was proposed, and an
optimization approach to the design of ESS based on batteries of a microgrid with wind power
potential, with the uncertainty of this type of energy being considered as a constraint. In order to
minimize the total cost and maximize the benefit, the PSO algorithm was used, considering scenarios
with and without ESS, and with or without connections to the main network.

The ED can be considered a sub-problem of the UC since it only dispatches those units that
are already affected for a certain period. The ED can have several variations, such as convex
economic dispatch (CED), non-convex economic dispatch (NCED), economic emission dispatch (EED),
and combined emission economic dispatch (CEED) [28]. There are several methods to solve ED, and
more recent methods, such as GA, PSO, evolutionary programming, tabu search, NN, and ant colony
optimization have been increasingly explored and show better results than traditional methods, such as
LR, nonlinear programming, or dynamic programming. The aforementioned methodologies have their
advantages and disadvantages, but PSO has been the method that has attracted the most attention as
the best tool to solve these problems [29].

In [30], a PSO algorithm was proposed with some changes in the velocity set, which improved
the PSO performance. When compared with the traditional PSO, the proposed method gave better
results, proving that it can be applied to other optimization problems. As in the case of the UC
problem, the PCs also solve the ED problem, with the goal of increasing profits in an electricity market
environment [31]. In [32], a variation of a traditional PSO was also proposed to solve the ED problem,
in which a more realistic swarm behavior was introduced, promoting better communication among
several solutions through the inertia of the swarm weights. When the algorithm stagnates, a genetic
algorithm-like mutant operator goes into operation. In [33], using a state-space model predictive
control, the dispatch of wind energy with ESS in South Australia was examined.

Moreover, in [34], an ED strategy was divided into two phases, based on ESS and renewable energy
potential; in the first phase, a stochastic UC was formulated with wind power uncertainty prediction
combined with ESS, while in the second phase, the first step of the solution was used to determine
the ED with a flexible ESS scheduling. In [35], a dynamic economic emission dispatch (DEED) with
ESS integration and a load side control program was proposed to analyze the costs, emission, and use
of wind energy. The integration of these two solutions allowed for a greater integration of wind
energy, and consequently minimized production costs and GHG emissions. Moreover, a stochastic
programming model to optimize the performance of a small smart grid was proposed in [36] to
minimize operational costs and GHG emissions in the short term.

In [37], the DR program was integrated into the dynamic ED to reduce the operating costs and
GHG emissions, based on a wind farm. The method was applied to 10 unit test systems with three
types of DR, with the least costly DR being the first to be selected. As the state-of-the-art research
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shows, the UC and ED are fundamental tools for the reliable operation of the ES; they make the
ES a better optimized, cleaner, and safer system, even on a small scale, as islanded power systems
show [38].

1.3. Objectives and Manuscript Organization

In this work, a scheduling model is proposed that considers the integration of wind and solar
resources in an insular system with a strong conventional generation basis. This study aims to
show the benefits of increasing the integration of renewable energy resources in this insular power
system, and the objectives involve the minimum time that conventional generation is in operation,
maximization of profits, reduction of production costs, and consequently, a reduction in GHG
emissions, when compared with the real scheduling profile existing in this islanded ES.

To this end, the proposed approach considers the UC and scheduling problem for conventional
generation and renewable production, together with random conditions of solar and wind power
and load, taking as a real case study an islanded power system in Portugal. Mixed integer quadratic
programming (MIQP) is used to model the system, and the CPLEX ensemble on the general algebraic
modeling system (GAMS)® [39] is used to solve the problem.

The remaining manuscript is organized in the following sections: the proposed methodology
together with the mathematical formulation to describe the problem is presented in Section 2; Section 3
shows the case study and details considered to validate the proposed model, together with the main
results analysis; finally, the main conclusions are presented in Section 4.

2. Proposed Methodology

As stated above, renewable and endogenous energy sources have gained greater prominence,
and their large-scale integration into conventional ES is a major concern today. The potential of
renewable endogenous energy is considered as essential for sustainability and reducing footprint
impact, and it is necessary to integrate all of the available production of renewable energy in order
to reduce the production of conventional generation, while reducing the operational costs and GHG
emissions, thus ensuring a diversity of electricity production [2].

In the particular case of island power systems, the problem as a whole is intensified. Due to their
physical isolation, the production costs of thermal units are much higher because of the high cost
of transportation, transformation, and storage of fossil fuels. However, the features of these island
power systems allow access to various sources of endogenous renewable energy. If these systems can
make the most of the available resources of the island, they can improve their energy production costs,
and have a positive impact on the economic and social development of the island [38].

For the UC and scheduling problem with conventional generation and renewable production,
an objective function is defined which integrates all of the costs of the production units, including
their starting cost and the cost of the fuel used, in order to compute the total cost of production of each
existing combination. In the first step, it is necessary to define the various constraints on the system,
such as the limits of production, the limitations of the ramps of the producing units, the satisfaction of
the load requirements, and the reserve, in order to guarantee the system’s reliability and robustness.

In the second step of renewable energy integration, it is necessary to create extra restrictions for
each type of renewable energy to be integrated, thus ensuring that the result of the ED renewable
production is equal or lower than the availability of the resource that is considered. Finally, as a third
step, it is necessary to input the different ES data where the algorithm will be applied, such as the type,
number, and characteristics of the generators, the desired reserve, and considered random scenarios of
wind and photovoltaic power and load, which may be produced by a forecast tool, and therefore is
another uncertainty to be considered in the problem.

The objective function of the UC is the minimization of production costs, where the renewable
production units will be the first to be scaled due to their reduced operating cost; these form the basis
of the production diagram, and the thermal generation completes the load diagram.
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As reported in state-of-the-art research, the UC problem generally uses a quadratic formulation
involving the fuel cost of the corresponding production and certain constraints, such as starting cost
and ramping. In this work, the proposed UC and scheduling problem is solved based on:

min

{
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∑
t=1

G

∑
g=1

(
ag It

g + bgPt
g + cg(Pt

g)
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where TC is the total operating and It
g is the binary status of unit g at time t, i.e., (1—On; 0—Off).

The starting cost STt
g, due to some limitation of the solver used, needs to be linearized, and based

on [40,41] it can be represented:

STt
g = HSCg × yt +

(
CSCg − HSCg

)
SSUt

g (2)

St
g − St−1

g = yt − zt (3)

yt + zt ≤ 1 (4)

SSUt
g ≥ yt + ε1 ×

(
1 + wt−1 − HSg

)
− 1− ε2 (5)

wt ≤ wt−1 + 1 (6)

wt +
(
1 + BHSg

)
× yt ≥ wt−1 + 1 (7)

wt − BHSg ×
(
1− yt) ≤ 0 (8)

wt ≥ 0 (9)

where BHSg is a large number (maximum time that generator g can be Off). All of the generators have
production limits, and when generator g is committed, it is necessary to ensure that these minimum
and maximum limits are not exceeded, here represented in Mega Watt (MW):

Pmin
g It

g ≤ Pt
g ≤ Pmax

g It
g (10)

The technologies that are used in the operation of the ES have limitations on the sudden variation
of energy production, and even between periods, production variations are limited. The following
equations model these ramping constraints:

Pt
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g ≤ URg It
g + SURg

(
1− It−1

g

)
, It

g = 1; It−1
g = 1 (11)

Pt−1
g − Pt
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(
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g

)
, It

g = 1; It−1
g = 1 (12)

There are also the startup and shutdown ramps (SURg and SDRg), which usually provide similar
information of the ramp-up and ramp-down constraints:

Pt
g ≤ SURg + Pmin

g

(
1− It−1

g

)
, It

g = 1; It−1
g = 0 (13)

Pt
g ≤ SDRg + Pmin

g

(
1− It+1

g

)
, It

g = 1; It+1
g = 0 (14)

Spinning reserve is an instrument that provides some flexibility to the ES, making it able to
cope with unexpected situations, such as unexpected load peaks or production failures. In this sense,
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the up-pinning reserve is implemented by Equation (15), and down-spinning reserve is considered in
Equation (16), taking into account the effects of the conventional ramping constraints:

G

∑
g=1

Pt,max
g It

g −
G

∑
g=1

Pt
g It

g ≥ Rup, It
g = 1 (15)

G

∑
g=1

Pt
g It

g −
G

∑
g=1

Pmin
g It

g ≥ Rdown, It
g = 1 (16)

In this sense, the spinning reserve is fixed by the assumption:

R = (δ)Lt (17)

where δ is the rate of desired reserve from the uncertainty of renewable production, i.e., from the
forecasted error of wind, solar, and load power, obtained by sensitive analysis. Moreover, it is required
the guarantee of balance between total power production and consumption, which is described:

G

∑
g=1

Pt
g It

g = Lt, It
g = 1 (18)

Another limitation from power generation is the time that generators need to be online and offline.
The minimum down-time (MDTg, in hours), and the minimum up-time (MUTg, in hours), can be
represented as:

t+MUTg

∑
t′=t+2

(
1− It

g

)
+ MUTg

(
It
g − It−1

g

)
≤ MUTg (19)

t+MUTg

∑
t′=t+2

It
g + MDTg

(
It−1
g − It

g

)
≤ MDTg (20)

As the literature shows, most renewable resources are dependent on climatic conditions, such as
wind speed and related variables, and solar radiation [38]; it is therefore necessary to establish
restrictions that check the production of this type of energy depending on the availability of the
dependent resources, using the following equations to represent the restrictions on wind and
photovoltaic production, respectively, in accordance with their uncertainty and forecasting errors:

0 ≤
E

∑
e=1

Wt
e ≤Wt

max (21)

0 ≤
S

∑
s=1

St
s ≤ St

max (22)

For the integration of the aforementioned renewable production into the proposed program code,
the renewable generators are assumed to be conventional generators, i.e., with operational constraints
where the restrictions in Equations (21) and (22) are applied only to the renewable electricity production.
Moreover, in this study, power losses and power flow restrictions are not considered, due to the absence
of reliable data from the system operator [42]. For the same reason, there is no data for the accurate
calculation of the emission, and in this work, a comparison of results is therefore assumed, whereby if
conventional generation is reduced while meeting all of the production constraints, the reduction in
GHGs will reflect the reduction in conventional power [43].
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3. Case Study and Results

The case study where the proposed methodology was tested involves the ES of the São Miguel
Island, Azores. This island is the largest of the Azores archipelago; it has a larger population and it
is more developed than the rest of the group of islands, and consequently presents greater energy
dependence, due to the scarcity of certain natural resources. It therefore imports many petroleum
products, which represents a negative aspect of the social and economic development of the island [44].

Of this fossil energy, 31% is used in the production of electricity and 40% in transportation,
demonstrating that these sectors are responsible for more than 70% of fossil energy use, and,
consequently, for the GHG emissions from the island [43]. The solution to this problem is to integrate
more renewable production in order to reduce production costs, due to the decrease in the use of
fossil fuels, with a consequent reduction in the environmental footprint and the increment of benefits
in economic and social development of the island. In this case, the power plants considered are
summarized in Figure 1:

• the Caldeirão thermal power plant, consisting of 8 fuel oil generators;
• the Túneis and Foz da Ribeira hydroelectric power plants, which will be considered as one, due to

their low installed capacity and similar features;
• the two geothermal power stations of Pico Vermelho (1 generator) and Ribeira Grande, with

4 generators; and,
• the Graminhais wind farm, consisting of 10 wind turbines.

In addition to above generation power plants, it will be considered a hypothetical expansion
from the installed capacity in the island, in order to have a higher usage of the island’s endogenous
resources, by considering the following assumptions:

• increase the Graminhais wind farm with two more wind turbines, with similar wind-driven
machines specifications from those already installed; and,

• consideration of a small photovoltaic production, which could be a set of production coming from
domestic/micro generation production together with a small/industrial photovoltaic power plant.

The features of the thermal power station, the two geothermal plants and the wind farm are
shown in Table 1 [42,45,46]. The theoretical features of the wind farm expansion and the photovoltaic
expansion are given in Table 2, where wind turbines were considered to be more similar than those
described in Table 1. Photovoltaic generation represents the possible total micro-generation connected
to the grid without solar tracking technology.

Due to the problem of symmetry (i.e., the large number of similar generation units), the
specification costs were adjusted using sensitive analyses to help the optimization tool recognize
the effective number of units as different, thus reducing the computational time required by the
optimization tool.

The fuel oil used by conventional generation has a cost of 0.847 ($/L) [47] and has a reserve rate
of δ = 10%. The estimated profiles of load, wind power [48], and photovoltaic power [49] were taken
as the expected data, and are shown in Figures 2 and 3, respectively.

It should be stated that fuel cost includes storage and transportation costs, government taxes
and GHG emission taxes. Initially, the proposed scheduling model only considered power plants
with greater capacity, i.e., the Caldeirão thermal power plant, the hydroelectric plant and the two
geothermal power plants. Then, the proposed scheduling model introduced the Graminhais wind
farm and the hypothetical expansion. Finally, the obtained results were compared, including total
generation costs, computational effort, and rate of renewable production.

The proposed UC and scheduling approach was performed using GAMS_24.1.2_ [39] and the
MIQP/CPLEX solver. The hardware used was an Intel® Core(TM)2 Duo CPU E7200, with 2.53 GHz
and 4 GB of RAM, running on Windows 7 Professional®. The scheduling results of the first case are
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shown in Table 3. For only those power plants with higher capacity, the total generation cost reached
$13,885.82 with a gap of 9.35%. The computational time was reduced, reaching the solution in 7.92 s
on average.
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Table 1. Main Features of the Power System under Analysis [42,45,46].
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(h)
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($)
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GTher1 3.86 7.20 265 0.0162 0.100 0.285 0.285 0.500 0.500 56.00 28.00
GTher2 3.85 7.20 264 0.0161 0.100 0.285 0.285 0.500 0.500 56.00 28.00
GTher3 3.85 7.20 264 0.0161 0.100 0.285 0.285 0.500 0.500 56.00 28.00
GTher4 3.85 7.20 264 0.0161 0.100 0.285 0.285 0.500 0.500 56.00 28.00
GTher5 8.42 16.50 268 0.0082 0.030 0.550 0.550 0.133 0.167 50.00 25.00
GTher6 8.41 16.50 267 0.0081 0.030 0.550 0.550 0.133 0.167 50.00 25.00
GTher7 8.41 16.50 267 0.0081 0.030 0.550 0.550 0.133 0.167 50.00 25.00
GTher8 8.42 16.50 268 0.0082 0.030 0.550 0.550 0.133 0.167 50.00 25.00
GGeo1 0.50 10.00 – – – 0.500 0.500 0.017 0.017 6.60 3.30
GGeo2 0.50 2.50 – – – 0.500 0.500 0.017 0.017 6.30 3.30
GGeo3 0.50 2.50 – – – 0.500 0.500 0.017 0.017 6.30 3.30
GGeo4 0.50 4.00 – – – 0.500 0.500 0.017 0.017 6.30 3.30
GGeo5 0.50 4.00 – – – 0.500 0.500 0.017 0.017 6.30 3.30
GHydro 0.01 3.00 5.00 – – 0 0.010 0.017 0.017 – -

GW1 0.03 0.90 8.20 – – 0 0.040 0.017 0.017 – –
GW2 0.03 0.90 8.20 – – 0 0.040 0.017 0.017 – –
GW3 0.03 0.90 8.20 – – 0 0.040 0.017 0.017 – –
GW4 0.03 0.90 8.20 – – 0 0.040 0.017 0.017 – –
GW5 0.03 0.90 8.20 – – 0 0.040 0.017 0.017 – –
GW6 0.03 0.90 8.20 – – 0 0.040 0.017 0.017 – –
GW7 0.03 0.90 8.20 – – 0 0.040 0.017 0.017 – –
GW8 0.03 0.90 8.20 – – 0 0.040 0.017 0.017 – –
GW9 0.03 0.90 8.20 – – 0 0.040 0.017 0.017 – –
GW10 0.03 0.90 8.20 – – 0 0.040 0.017 0.017 – –
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Table 2. Main Features of the Power System Expansion under Analysis.

GXi Pg
min

(MW)
Pg

max
(MW)

ag
($/h)

bg
($/MWh)

cg × 10−4

($/MW2h)
DRg

(MW/h)
URg

(MW/h)
MUTg

(h)
MDTg

(h)
CSCg

($)
HSCg

($)

GWEx1 0.03 0.90 8.20 – – 0 0.04 0.017 0.017 – –
GWEx2 0.03 0.90 8.20 – – 0 0.04 0.017 0.017 – –

PV 0.01 1.33 13.50 – – 0 0.01 0.017 0.017 – –

Table 3. Scheduling of generation units with bigger capacity (MW).

Time 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

GTher1 0 0 0 0 0 0 0 0 0 4 4 4 4 4 4 4 4 0 0 0 0 0 0 0 0
GTher2 4 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
GTher3 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
GTher4 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
GTher5 0 0 0 0 0 0 0 8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
GTher6 0 0 0 0 0 0 0 0 0 9 10 10 10 10 11 10 9 12 15 15 13 12 11 11 0
GTher7 0 0 0 0 0 0 0 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8
GTher8 8 11 9 8 8 9 12 8 16 9 10 10 10 10 11 10 9 12 15 15 13 12 11 11 11
GGeo1 9 10 10 10 10 10 10 4 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10
GGeo2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
GGeo3 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
GGeo4 3 4 4 4 4 4 4 3 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
GGeo5 3 4 4 4 4 4 4 3 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
GHydro 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
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For the inclusion of the Graminhais wind farm and the theoretical expansion and an increase in the
number of renewable units of the system, the corresponding scheduling is shown in Table 4. The total
generation costs are $12,846.00 with a gap of 7.12%. The computational time was also acceptable,
reaching the solution in 8.22 s on average.

In the second case, with greater integration of renewable production, the total costs of operation
are lower, with total thermal production going from 641.30 MW in the first case, to 538.78 MW in the
second, representing a decrease of about 16%. In terms of computational effort, it is shown that for
more generator units, the time to reach the solution is naturally higher. However, this is acceptable in
the context of the problem.

By analyzing the scheduled results, it is possible to observe that the geothermal and hydro units
form the basis of the load diagram, being committed in the whole day. When wind and solar energy
production are included, these are used whenever possible, and deliver the maximum of renewable
production to the system. The thermal units serve to satisfy the complementary requirements of the
system, as shown in Figure 4, where the different profiles of thermal production on a winter’s day are
shown; these are very similar to the profile of the load for the same period.

Table 4. Scheduling of generation units with renewable integration and theoretical expansion (MW).

Time 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

GTher1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0
GTher2 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
GTher3 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
GTher4 0 0 0 0 0 0 4 4 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
GTher5 0 0 0 0 0 0 0 0 8 0 0 0 0 0 0 0 0 0 9 9 0 0 0 0 0
GTher6 8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
GTher7 0 0 0 0 0 0 0 0 0 10 11 12 10 11 13 10 8 10 8 8 12 10 9 9 0
GTher8 8 12 8 8 8 8 8 8 8 16 16 16 16 16 16 16 16 16 16 16 16 16 16 12 14
GGeo1 8 10 9 9 9 10 9 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10
GGeo2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
GGeo3 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
GGeo4 3 4 3 3 3 4 3 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
GGeo5 3 4 3 3 3 4 3 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
GHydro 3 3 2 2 2 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
GW1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 1 0 1 0 1 1
GW2 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 1 1 0 1 1 0 1 0 0
GW3 0 0 0 1 0 0 0 1 0 0 0 1 0 0 1 1 0 1 0 1 1 1 0 1 1
GW4 0 1 0 0 1 0 0 0 1 0 1 0 0 0 0 1 0 1 1 1 1 1 0 1 1
GW5 0 0 0 0 0 0 0 1 0 0 1 1 1 0 0 0 1 1 1 0 1 0 1 1 1
GW6 0 0 0 1 0 0 0 0 1 0 1 0 1 1 0 0 1 0 1 1 1 1 1 0 0
GW7 0 1 0 0 0 0 0 1 0 1 0 1 0 0 1 1 0 1 1 0 1 1 0 1 1
GW8 0 0 0 0 1 0 0 0 1 1 1 1 1 1 0 1 0 1 1 0 0 1 1 0 0
GW9 0 0 0 0 0 1 0 1 0 1 0 0 0 1 0 0 1 0 1 1 1 0 1 1 1
GW10 0 0 0 0 0 0 0 0 1 1 1 0 1 0 1 0 1 0 0 1 1 0 1 0 0
GWEx1 0 0 0 0 0 0 0 0 1 0 1 0 1 1 0 1 0 1 0 1 0 1 1 0 0
GWEx2 0 0 0 0 0 1 0 1 0 0 0 1 1 1 0 1 1 0 1 1 1 1 0 1 1

PV 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0

Figure 5 shows the decrease in thermal production with an increase of integration of renewable
production. It is possible to observe that conventional generation decreases from 50% to 42%, which is
a marked reduction; renewable integration (wind, PV, and hydro generation) represents 15% of the
total generation.

Figure 6 shows how all types of generation are scheduled during the day. It is possible to analyze
the influence of the variability and uncertainty of renewable generation, which may be reduced,
for instance, by considering the flexibility of the energy storage system.

Finally, Figure 7 shows the benefits of the model against the results reported by the ES operator
on the same day. It is thus possible to observe that the proposed model propose more wind generation
(the scheduling process), in opposition with the real wind dispatched (from ES operator point-of-view),
which reflects conventional thermal generation reduction.
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4. Conclusions

This study addresses the optimal scheduling problem with the goal of maximizing the integration
of renewable production with reduced operational cost. The application of this tool to the energy
system of São Miguel Island, Azores, shows that optimizing and maximizing the integration of
renewable energy reduces the amount of fuel consumption, decreases the production costs, and
consequently, the GHG emissions, and thereby increases the sustainable economy of the island and
promotes its social and economic development. The decrease of 29% in production costs represents
a significant saving, and a reliable solution is found by the algorithm, which is essential in real
applications today.
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Nomenclature

ag Constant parameter of operational curve line of generator g.
bg Linear parameter of operational curve line of generator g.
BHSg Maximum number of hours that generator g can be OFF.
cg Quadratic parameter of operational curve line of generator g.
DRg Ramp-down rate of generator g.
e Wind generator index, e = 1, 2, . . . , E.
f uel Fuel cost value.
g Conventional generator index, g = 1, 2, . . . , G.
HSCg Hot starting cost of generator g.
HSg Number of hours that generator g is OFF before it is considered in the cold/hot condition.
It
g Operational binary matrix of generator g at time t (1 = ON, 0 = OFF).

Lt Forecasted load at time t.
MDTg Minimum down-time of generator g.
MUTg Minimum up-time of generator g.
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Pmax
g Maximum power of generator g.

Pmin
g Minimum power of generator g.

Pt,max
g Maximum power of generator g at time t to fulfill the required reserve R.

Pt
g Power output from generator g at time t.

R Available reserve.
Rup Up-spinning reserve.
Rdown Down-spinning reserve.
s Photovoltaic generator index, s = 1, 2, . . . , S.
SDRg Starting ramp-down rate of generator g.
δ Expected rate of reserve desired.
SSUt

g Binary variable with the heat state of generator g at time t.
St

max Maximum forecasted solar power at time t.
St

s Solar production by the solar generator s at time t.
St−1

g Overall starting cost of generator g at previous time t − 1
STt

g Overall starting cost of generator g at time t
SURg Starting ramp-up rate of generator g.
t Time index, t = 1, 2, . . . , T.
TC Total cost objective function.
URg Ramp-up rate of generator g.
wt Number of hours t that generator g has been decommitted from last shut-down till time t.
wt−1 Number of hours t that generator g has been decommitted from the last shut-down till previous time t − 1.
Wt

e Wind production by the wind generator e on time t.
Wt

max Maximum forecasted wind power at time t.
yt Auxiliary binary variable at time t.
zt Auxiliary binary variable at time t.
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