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Abstract:



This paper investigates a distributed, coordinated motion control network based on multiple direct-drive, linear switched reluctance machines (LSRMs). A hierarchical, two-level synchronization control strategy is proposed for the four LSRMs based motion control network. The high-level, reference signals agreement algorithm is first employed to correct the asynchronous behaviors of the position commands. Then, the low-level tracking synchronization method is applied for the collaborative position control of the four LSRMs. The proposed two-level, fault-tolerant control strategy eliminates the asynchrony of the reference signals and it also guarantees the coordinated tracking control performance of the four LSRMs. Experimental results demonstrate that effective coordinated tracking control can be ensured, based on the successful agreement of reference signals and an absolute tracking error falling within 2 mm can be achieved.
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1. Introduction


In industrial manufacture environment, there are many collaborative operations for multiple working units to realize one ultimate task. The distributed working units, which are often driven by electric machines, are often required to operate cooperatively. For example, in a processing line with multiple linear operations, as shown in Figure 1, the entire processing task for the workpiece requires one drilling machine, one screwing machine, one welding machine, and one painting machine to finish the job. Traditionally, the processing task is realized in a sequenced manner, i.e., each machine cannot execute until its former machine is settled. If there occurs any positioning error from any of the linear processing machines, then the entire precision is bound to deteriorate and the entire control performance will be affected. The overall processing task even collapses if any process fails [1]. If each linear machine can form as an individual motion control system and it has the controller, sensor, and drives of its own, then the linear machines can work cooperatively by the communications among the local controllers from each linear machine, then the ultimate global task for the processing job can be accomplished, without requiring any high-level supervisory administration or decision [2].


Figure 1. Concept of the processing line.
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Since each linear machine belongs to the individual positioning control system locally, the machine accesses its individual reference signal. Therefore, each linear machine should be guided by its reference signal for correct positioning operations. This is because an appropriate motion control of electric machines depends on the external, reference signals of their own as a prerequisite. Positioning operations inevitably suspend from the electric machines if the reference signals are interrupted [3].



For the multi-processing line, the motion profiles of all the linear machines should first be synchronized to realize one ultimate tracking synchronization goal. Otherwise, if there occurs a breakdown or delay of one machine for a period of time, other linear machines will definitely fall into disorder. Since the four linear machines are led by four reference signals, there unavoidably occurs motion coordination failure if the four reference signals of the different machines are independent and unrelated from each other. In other words, if unexpected deviations among the independent reference signals exist, the motion of all the linear machines cannot be synchronized unless their reference signals are agreed first.



Up till now, there is rare literature regarding the tracking synchronization of multiple linear direct-drive machines, especially on the reference agreement of electric machines. Current coordination strategies focus on the design and optimization of the lower-level, cooperative tracking control algorithms to improve the relative error behaviors among all working units [2,3]. However, since tracking coordination control cannot affect the external, independent reference signals, the relative error behaviors may deteriorate and the tracking control algorithms even malfunction if all the working units are driven by unrelated, asynchronous reference signals [4]. The correction of the asynchronous behaviors from multiple reference signals and the coordinated tracking of multiple units can be similarly considered as the agreement or consensus problem [5]. Article [6] reviews some recent progress and results in the coordination and synchronization control of multi-agent networks, which can be categorized into the main research directions as formation, optimization, and estimation, etc. The effectiveness of the interaction within a consensus networked control system is discussed from the standpoint of its controllability properties [7]. In [8], consensus control is employed in the pattern formation for various kinds of vehicles. The distributed coordination protocol design for multi-agent systems with general linear dynamics and directed communication graphs is addressed in [9], based only on the agent dynamics and the relative states of neighboring agents. Qu etc. proposes a framework based on matrix theory to analyze and design cooperative control algorithms for a group of vehicles, interacting with each other locally [10]. A second-order coordinated tracking problem of multiple three-degrees-of-freedom laboratory helicopters is studied on directed communication topologies to combat model nonlinearity and uncertainty [11]. Nevertheless, the above mentioned research work demonstrates the effectiveness of the coordinated control methods theoretically and the performance of the networked control systems is barely analyzed quantitatively.



For high-precision, one dimensional translational applications, the scheme of direct-drive linear machines are advantageous over the solution of rotary motors coupled with mechanical transmissions, since linear machines have fast response, high reliability, and the annihilation of backlashes, accumulated errors, etc. [12]. A linear switched reluctance machine (LSRM), which consists of only silicon-steel plates and windings with no permanent magnet (PM) involved, is particularly suitable for the operation under hostile environment. Compared to linear PM synchronous machines, the LSRM is more cost-effective, owing to its robust and stable mechanical structure. Therefore, the overall system cost for the implementation of a coordinated linear motion control network is low [13].



Current research mainly concentrates on optimized machine design and control performance improvement of single switched reluctance machine based motion control systems [14,15,16,17]. In [14], a double-sided, asymmetric LSRM structure is proposed to ensure a higher force-to-volume ratio with more acceleration, compared to a double-sided, symmetric counterpart with the same dimensions and ratings [18]. For the performance enhancement from the control aspect, a nonlinear proportional differential controller is introduced for the real-time LSRM based suspension system to achieve a better dynamic response [17]. An adaptive controller is proposed to combat the difficulties and uncertain control behaviors for a double-sided LSRM in [18], etc.



For the multi-procedure processing line, the asymmetric LSRMs with more force-to-volume ratio are more efficient than their symmetric counterparts. When multiple LSRMs are prompted cooperatively to achieve one desired synchronization goal, the entire network should first be led by a coordinated reference signal. Otherwise, each LSRM is compelled to follow its own reference signal and a synchronized motion of the four LSRM cannot be achieved. Meanwhile, the coordinated tracking control of the four LSRMs should also be included to improve the control performance of the entire network at the same time.



To tackle the problems discussed above, this paper first constructs a hierarchical, two-level synchronized motion control framework for the four distributed LSRMs based motion control network. The framework consists of two control levels: the reference signals agreement module and the coordinated tracking control module. The upper-level reference signal coordination module is employed to agree the reference signals for each LSRM and the function of the lower-level coordinated tracking control module is to supervise each LSRM to track the reference signal coordinately.



The innovation of the paper can be summarized as follows. First, distributed motion synchronization is investigated based on four independent, direct-drive, asymmetric LSRMs for the potential applications of the multi-procedure processing line with the ability of cooperative operations. Second, a two-level, hierarchical, synchronization motion control scheme is realized for the proposed LSRMs network. Third, performance analysis proves that the proposed hierarchical control strategy is superior to both the lower-level coordination synchronization alone of the four LSRMs network.




2. Theoretical Background


2.1. LSRM Modeling


The machine structure can be found in Figure 2a,b. It employs an asymmetric structure to achieve a higher force-to-volume ratio [14] and the double-sided machine structure further ensures a more stable and reliable output performance [18]. The LSRM consists of six stators with windings that forms phases AA’, BB’, and CC’. Instead of perfect mirroring along the moving platform, phase A from the upper axis corresponds to phase A’ at the lower right corner of the axis, phase B to B’ and phase C to C’, respectively. The teeth from the moving platform are not symmetric either. They appear alternatively along each side of the axis of the moving platform.


Figure 2. (a) machine structure and (b) picture.
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Major machine specifications can be found in Table 1. The four LSRMs can be regarded as identical control objects with the same dimensions and ratings.



Table 1. Main Specifiations of LSRM.







	
Quantity

	
Value






	
Mass of moving platform

	
3.8 kg




	
Mass of stator

	
5.0 kg




	
Pole pitch

	
12 mm




	
Pole width

	
6 mm




	
Air gap length

	
0.3 mm




	
Phase resistance

	
2 Ohm




	
Number of turns

	
200




	
Stack length

	
50 mm




	
Rated power

	
250 W




	
Voltage

	
50 Volt




	
Encoder resolution

	
1 [image: there is no content]m










The kinetic equation that governs the behavior of the i-th LSRM based motion control system can be represented as [12] :


[image: there is no content]



(1)




where [image: there is no content], [image: there is no content], [image: there is no content], [image: there is no content], and [image: there is no content] are the mass, position, friction coefficient, load force, and the electromagnetic force for the i-th LSRM, respectively. The i-th LSRM can be described in the voltage equation as,


uik=Rikiik+dΛikdt,(k=A,B,C)



(2)




where [image: there is no content] ,[image: there is no content], and [image: there is no content] are the terminal voltage, coil resistance, and current, respectively. [image: there is no content] represents the flux-linkage for the k-th winding.




2.2. Network Topology and Graph Theory


The LSRMs network can be mathematically abstracted as a graph, which is composed of a set of nodes and edges. In particular, given a coordinated network of N interconnected LSRMs, let the graph be denoted by [image: there is no content], where the node set [image: there is no content] is a collection of all LSRMs and the edge set [image: there is no content] describes the topology of the interconnected network among the LSRMs. An edge exists between node i and j (denoted byi,j∈E), if there is an information flow among these nodes. The directed edge from node i to j denotes that node j can obtain the information from node i only and the directed graph can be formed by the set of such directed edges. A directed path is a sequence of directed edges in a directed graph and a directed tree is a directed graph in which there is only one node, called the root, which has solely one directed path to all other nodes. A cycle is a directed path that forms a closed loop [19].



A subgraph of [image: there is no content] is a graph such that the sets of the nodes and edges are the subsets of [image: there is no content]. A directed spanning tree [image: there is no content] of [image: there is no content] is a subgraph of G such that [image: there is no content] is a directed tree and it has the same nodes as G. The adjacency matrix [image: there is no content] associated with G is defined as [image: there is no content] if [image: there is no content] and [image: there is no content] if [image: there is no content]. The Laplacian matrix associated with graph G is denoted as [image: there is no content], where [image: there is no content] and [image: there is no content], [image: there is no content], [image: there is no content].



For example, the directed graph of four LSRMs based motion control systems can be illustrated in Figure 3 and the network topology shows that node 0 is the root and node 1–3 receive the directed information from node 0. Nodes 1 and 2 can communicate with each other while node 3 receives the information from node 0 only. Figure 3b is a subgraph and it forms a directed spanning tree from the graph depicted in Figure 3a,c is a cycle.


Figure 3. Node and edge of graph: (a) directed graph, (b) tree, and (c) cycle.
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3. Control Strategy


3.1. Reference Signal Consensus Module


To realize reference signals agreement, a first-order consensus algorithm is adopted. Sinusoidal waveforms are selected as the reference signals and the initial phase [image: there is no content] (rad), angular frequency [image: there is no content] (rad/s), and amplitude A (mm) are represented as the agreement variables of the reference signals. The first-order consensus algorithm serves as the distributed feedback [20] and is responsible for the correction of variable [image: there is no content], [image: there is no content], and A to realize reference signal agreement.



The regulation processing of the three variables is modeled as single-integrator dynamics and the reference signals agreement algorithm for the i-th reference signal can be expressed as [21],


[image: there is no content]



(3)




where [image: there is no content] denotes the variable vector of the i-th reference signal and [image: there is no content] is the [image: there is no content] entry of the adjacency matrix [image: there is no content] associated with the network topology of the interactions with all reference signals based on the consensus algorithm. The necessary and sufficient condition that guarantees the convergence of the closed loop dynamics governed by the consensus algorithm can be found in [21]. It can be proved that all variables states of the reference signals converge to one common value by algorithm (3) if and only if the graph modeling the communication topology contains a directed spanning tree.




3.2. Unit System Control


For each LSRM based unit system, the dual-loop control strategy is applied. The outer loop is a position control and the inner is a current loop, respectively. The current control loop is responsible for correct current tracking and it derives the actual current output for each phase with proper response time and precision. Meanwhile, the current control loop is much faster than the position loop with a perfect tracking capability [17]. The multi-phase excitation with a look-up table linearization scheme is employed to combat the nonlinearities of the LSRMs. The control diagram can be depicted as shown in Figure 4. For the i-th LSRM based unit system, position error [image: there is no content] is decided from the difference between the command [image: there is no content] and the actual position [image: there is no content] of i-th LSRM, along with the difference information from the j-th machine [image: there is no content]. The position controller then calculates the control input [image: there is no content] and the multi-phase excitation with the look-up table linearization scheme determines the current command for the k-th winding, according to the current position of the machine.


Figure 4. Unit system control scheme.
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3.3. Coordinated Tracking Control Module


The extended second-order continuous-time consensus algorithm is employed as the coordinated tracking control strategy [5] for the multiple LSRMs. The consensus algorithm for double-integrator dynamics is formulated as [9],


[image: there is no content]



(4)




where [image: there is no content] and [image: there is no content] denote the difference between the actual and the desired position from the i-th and the j-th unit system, respectively. [image: there is no content] and [image: there is no content] are positive scalar gains and [image: there is no content] is the [image: there is no content] entry of the adjacency matrix [image: there is no content] associated with graph G modeling the communication topology among multiple LSRMs. To save communication resources, the same communication links can be shared for both the upper and the lower level. In this paper, the communication topology of reference signal agreement associated with [image: there is no content] can be represented as A. The dynamics of the LSRM based motion control system in (1) can also be expressed as,


[image: there is no content]



(5)




Substituting (4) into (5), the control input for the i-th LSRM system can be obtained as,


fi=Bidxidt+fli︸modelcompensation+mix¨i*-miα(ei+βe˙i)-mi∑j=1Naij(ei-ej)+β(e˙i-e˙j)︸trackingsynchronization



(6)







It is clear that the control input comprises the model compensation term and the tracking synchronization term. The former is used to compensate the dynamics in the i-th unit system, and the latter urges the i-th LSRM to track the i-th reference signal and coordinate with other LSRMs.




3.4. Stability Analysis


After substituting (6) into (5), we can obtain the closed-loop dynamics of the tracking error for the i-th LSRM as,


[image: there is no content]



(7)




The closed loop dynamics of the tracking error for the network can be reformulated in the matrix form as,


[image: there is no content]



(8)




where [image: there is no content] is the error vector from all the machines and [image: there is no content] and [image: there is no content] denote the N by N full zero matrix and the identity matrix, respectively. [image: there is no content] is the Laplacian matrix with respect to G. Let,


[image: there is no content]



(9)




According to linear system theory, the necessary and sufficient condition ensuring the stability of the close-loop system (8) is that all of the eigenvalues of matrix [image: there is no content] must have negative real parts, as follows,


[image: there is no content]



(10)




where [image: there is no content] is the i-th eigenvalue of matrix [image: there is no content]. [image: there is no content] and [image: there is no content] denote the real and imaginary parts of a complex number, respectively.



Lemma 1.

Given the matrix [image: there is no content], if block matrix A and C commute, it satisfies that [image: there is no content], where [image: there is no content] represents the determinant of a matrix [20].





According to Lemma 1, the characteristic polynomial of [image: there is no content] is given by,


detλI2N-Λ=detλIN-IN(αIN+L)λIN+β(αIN+L)=detλ2IN+(1+βλ)(αIN+L)



(11)




According to the definition of a matrix eigenvalue, (11) can further be reformulated as,


[image: there is no content]



(12)




where [image: there is no content] is the eigenvalues of [image: there is no content] and [image: there is no content] represents the i-th eigenvalues of [image: there is no content]. Equation (12) indicates that the roots of the characteristic polynomial of [image: there is no content] can be obtained by solving [image: there is no content]. Therefore, the eigenvalues of [image: there is no content] can be given by,


λi±=β(μi-α)±β2(μi-α)2+4(μi-α)2=βκi±β2κi2+4κi2



(13)




where [image: there is no content] and [image: there is no content] are the eigenvalues of [image: there is no content] associated with [image: there is no content].



For any directed graph G, all nonzero eigenvalues of the Laplacian matrix L associated with the graph G have positive real parts, that is, the eigenvalues [image: there is no content] of [image: there is no content] satisfy [image: there is no content]. Especially, the matrix [image: there is no content] has a simple zero eigenvalue and all other eigenvalues have negative real parts when the graph G has a directed spanning tree [4]. Hence, we can see [image: there is no content] for any directed graph. Therefore, the real parts [image: there is no content] of the eigenvalues [image: there is no content] of matrix [image: there is no content] can be investigated according to the eigenvalues [image: there is no content] of [image: there is no content]. If [image: there is no content] and [image: there is no content], namely [image: there is no content], then the eigenvalues of [image: there is no content] satisfy obviously [image: there is no content] for any [image: there is no content], where [image: there is no content] are the eigenvalues of [image: there is no content] associated with [image: there is no content]. Besides, if [image: there is no content] and [image: there is no content], it needs to be considered only that [image: there is no content] satisfies [image: there is no content] and [image: there is no content], because any [image: there is no content] that satisfies [image: there is no content] and [image: there is no content] is a complex conjugate of [image: there is no content] that satisfies [image: there is no content] and [image: there is no content] [20]. In order to guarantee that all eigenvalues of [image: there is no content] possess negative real parts, the following lemma is applied for obtaining the condition that [image: there is no content] should satisfy under [image: there is no content] and [image: there is no content].



Lemma 2.

Given


[image: there is no content]



(14)




where ρ and η denote two complex numbers and γ is a constant coefficient. If [image: there is no content], [image: there is no content] and:


[image: there is no content]



(15)




then [image: there is no content].





According to Lemma 2, the conclusion can be drawn directly that limt→∞e=0 and limt→∞e˙=0 can be satisfied for any graph G, if the scale gain [image: there is no content] meet the following conditions:



Case 1:

Gain [image: there is no content] satisfies [image: there is no content], if [image: there is no content] associated with all the eigenvalues [image: there is no content] of [image: there is no content] meets [image: there is no content] and [image: there is no content].





Case 2:

[image: there is no content] satisfies,


β>max∀Re(μi-α)<0Im(μi-α)>02μi-αcosπ2-tan-1-Re(μi-α)Im(μi-α)



(16)




if [image: there is no content] meets [image: there is no content] and [image: there is no content].





Remark 1.

From the above mentioned stability analysis, the tracking synchronization algorithm degrades to the independent tracking control of each LSRM in spite of the non-existence of any network topology. However, the tracking synchronization algorithm still ensures that each LSRM can correctly follow its reference signal individually. It can also be concluded that the proposed low-level tracking synchronization scheme guarantees both the tracking and coordination performance of LSRMs, if there is a spanning tree in the graph. Generally speaking, a network topology often guarantees more than one direct spanning tree if there exists redundant edges. Therefore, the loss of communication links will not affect the existence of direct spanning trees. From the above analysis, the control structure owns certain fault-tolerance ability.







4. Network Construction


4.1. Simulation Analysis


The control block diagram according to the above analysis can be represented as shown in Figure 5a. The entire control strategy is divided in two parts, the upper-level reference agreement and the lower-level coordination synchronization, respectively. The reference parameters such as amplitude, frequency, and phase values are unified in the signal agreement block based on the first-order consensus algorithm. In the lower-level, the coordinated controller [image: there is no content] for each LSRM is derived from the second-order consensus algorithm. In addition, the coordinated controllers realize the reference signal tracking synchronization through the communication topology.


Figure 5. (a) control block diagram of the LSRMs network, (b) simulation results of reference, and (c) actual signals.
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The cycle topology is applied for the agreement of the reference signals, as shown in Figure 5b. The tree communication network topology is utilized for the synchronization of the four machines according to Figure 5c. Table 2 tabulates the control parameters and eigenvalues associated with [image: there is no content] and [image: there is no content], respectively, according to the constraints from Case 1. It can be verified by stability analysis above that all the parameters from Table 2 fall into the scope of stability. Table 3 defines the parameters.



Table 2. Controller Gains.







	
Symbol

	
Value






	
[image: there is no content]

	
1




	
[image: there is no content]

	
1




	
[image: there is no content]

	
[image: there is no content]




	
[image: there is no content]

	
[image: there is no content]










Table 3. Parameter Definitions.







	
LSRM

	
Reference Signal

	
Actual Signal

	
Error

	
Relative Reference

	
Relative Position






	
[image: there is no content]

	

	

	
[image: there is no content]

	
[image: there is no content]

	
[image: there is no content]




	
0

	
[image: there is no content]

	
[image: there is no content]

	
[image: there is no content]

	
[image: there is no content]

	
[image: there is no content]




	
1

	
[image: there is no content]

	
[image: there is no content]

	
[image: there is no content]

	
[image: there is no content]

	
[image: there is no content]




	
2

	
[image: there is no content]

	
[image: there is no content]

	
[image: there is no content]

	
[image: there is no content]

	
[image: there is no content]




	
3

	
[image: there is no content]

	
[image: there is no content]

	
[image: there is no content]

	
[image: there is no content]

	
[image: there is no content]




	

	

	

	

	
[image: there is no content]

	
[image: there is no content]




	

	

	

	

	
[image: there is no content]

	
[image: there is no content]










The reference signals for the four LSRMs are sinusoidal waveforms with parameters arbitrarily selected: the amplitudes are 15, 20, 25, and 30 mm and the frequency values are 5, 6, [image: there is no content], and 7 rad/s with initial phase values of [image: there is no content], [image: there is no content], [image: there is no content], and [image: there is no content], respectively. It is clear that the position command signals are strongly asynchronous from each other. As shown in Figure 5b,c the simulation results, it is clear that the regulation time for reference signal agreement and actual output response are about [image: there is no content] s and [image: there is no content] s, respectively.




4.2. Experimental Setup


The networked control platforms utilize two dSPACE DS1104 boards with on-board 250 MHz floating-point processors. The control boards directly interface with the Real-Time Workshop of MATLAB/SIMULINK (R2015a, MathWorks, Natick, Massachusetts, USA) and all control parameters can be modified online. Each control board connects two LSRMs and it has two 24-bit incremental encoder channels, six channels of 12-bit digital-to-analog interface, two serial ports, and several input/output connection pins. The control platforms communicate with each other through the serial port interface.



Each closed loop unit position control system is composed of the LSRM, dSPACE interface, amplifiers, linear magnetic encoder, and power supply with transformers. As shown in Figure 6a the experimental setups, each LSRM employs three commercial amplifiers for current loop regulation with a 10 kHz switching frequency based on the proportional integral algorithm. As shown in Figure 6b, the stators of the four LSRMs are fixed on an aluminum shelf and the linear magnetic encoders with the resolution of 1 [image: there is no content]m are mounted on the encoder brackets.


Figure 6. experimental setup: (a) power supplies, drivers, controllers and (b) the LSRMs.



[image: Energies 10 01426 g006]







4.3. Network Configuration


The tree communication network topology from Figure 2b is realized as hardware as depicted in Figure 7. Since each dSPACE control platform manages two LSRMs, communication between unit system 0 to 1 is realized by direct connection without considering any communication data delays or dropouts. However, the communication between unit system 0 to 2 and 3 are realized by the serial port with RS232 protocol. The baud rate is 57,600 with data and stop bit set as 8 and 1, respectively.


Figure 7. Hardware communication.



[image: Energies 10 01426 g007]








5. Experimental Results


For clear illustration of the independent and coordinated tracking behaviors of each machine, Table 3 defines the indices that characterize the control performance. Independent tracking behaviors of any machine can be represented by; [image: there is no content], since it represents the error response from the reference signal [image: there is no content] to its actual output [image: there is no content] of the i-th machine; relative reference [image: there is no content] illustrates the synchronization performance between the i-th and j-th reference signal; and relative position [image: there is no content] depicts the coordination behavior between the i-th and j-th LSRM.



5.1. Control Performance under Two-level Tracking Control


The dynamic position response waveforms under the proposed hierarchical synchronization scheme can be found in Figure 8. From Figure 8a, it is clear that the reference signals from each LSRM successfully synchronize after 4.8 s. The dynamic profiles of the signal agreement correspond to those from simulation. Since there exist protection mechanisms to avoid collision from the stroke limit, the offset of the motion profiles is approximately zero. The actual output waveforms y for the four machines also synchronize since the four reference signals achieve agreement and the maximum error values fall below [image: there is no content] mm from Figure 8b.


Figure 8. Dynamic position response waveforms: (a) reference, (b) actual and (c) relative reference, and (d) relative position signals under hierarchical synchronization.



[image: Energies 10 01426 g008]






The relative reference profiles in Figure 8c further demonstrate the agreement of the four reference signals. The relative position waveforms between any two LSRMs are illustrated in Figure 8d. It can be concluded that the four machines have achieved coordinated tracking after the agreement of the reference signals. The results prove the successful tracking coordination of four LSRMs under asynchronous reference signals by employing the proposed hierarchical, two-level synchronization strategy.




5.2. Performance under Lower-Level Tracking


It can be seen from Figure 9a,b that each LSRM is capable of independent tracking according to its position reference signal. In addition, [image: there is no content] and [image: there is no content] are higher from LSRM2 and LSRM3 than [image: there is no content] and [image: there is no content] from LSRM0 and LSRM1, since communication dropouts or delays, etc., inevitably affect the performance of LSRM2 and LSRM3. The experimental results from Figure 9c also demonstrate that as the reference agreement disappears, the lower-level, coordination synchronization algorithm is not capable of proper tracking coordination of the LSRMs, due to the fact that each LSRM follows its own reference signal, which serves as a strong external disturbance to other LSRMs. Therefore, without reference signals agreement, the lower-level tracking control only ensures independent tracking instead of coordinated tracking performance.


Figure 9. Dynamic position response waveforms: (a) actual, (b) error, and (c) relative position signals under low-level tracking synchronization.



[image: Energies 10 01426 g009]







5.3. Performance under Independent Tracking


Figure 10 presents the output performance under four different reference signals when both upper-level reference agreement and lower-level, coordinated tracking control disappear. This simulates the situation that all synchronization strategies fail. The control strategy now degrades to independent tracking of the reference signal of their own with no coordination among the four machines. It can be seen that each LSRM strictly follows its own reference signal only, and the response profiles are similar to the dynamic waveforms of relative position under the lower-level control strategy only.


Figure 10. Dynamic position response waveforms of relative signals under independent tracking control scheme.



[image: Energies 10 01426 g010]








6. Conclusions and Discussion


Based on the actual requirements of coordination of reference signals for linear machines, this paper investigates a hierarchical, two-level synchronization control strategy for four coordinated tracking control of direct-drive, double-sided asymmetric LSRMs. The proposed fault-tolerant, hierarchical coordination control strategy ensures the coordinated tracking performance of LSRMs if there exists a spanning tree in the network topology modeled by the graph. In addition, independent tracking performance can be ensured in spite of any communication among LSRMs. Comparative study demonstrates that successful coordinated tracking control takes the premise of the agreement of reference signals, since asynchronous command signals serve as strong external disturbances to other unit systems.



The applications of the four synchronized direct-drive, LSRMs can be targeted for the implementation of the multi-processing line. The proposed hierarchical synchronization control strategy ensures the smooth operation of the processing line with certain position control precision. It can be expected that the proposed synchronization strategy is also suitable for the cooperative operation of multiple rotary or linear electric machines that require position or force coordination among machines.



Future research will focus on the implementation of the proposed algorithm on four digital, single-chip processors such as digital signal processors to further reduce performance deterioration due to communication limitations among unit systems. From current study, there lacks any closed control scheme for the entire group system globally, since the information from each LSRM does not provide any feedback to the network. Therefore, global closed loop control strategies are suggested to be considered for further improvement of the synchronization motion control performance.
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