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Abstract: With the increasing penetration of renewable energy in power systems, fluctuation of
renewable energy power plants has great influence on stability of the system, and renewable power
curtailment is also becoming more and more serious due to the insufficient consumptive ability
of local power grid. In order to maximize the utilization of renewable energy, this paper focuses
on the generation scheduling optimization for a wind-solar-thermal hybrid system considering
that the produced energy will be transmitted over a long distance to satisfy the demands of the
receiving end system through ultra-high voltage (UHV) transmission lines. Accordingly, a bilevel
optimization based on a non-cooperative game method is proposed to maximize the profit of power
plants in the hybrid system. Users in the receiving end system are at the lower level of the bilevel
programming, and power plants in the transmitting end system are at the upper level. Competitive
behavior among power plants is formulated as a non-cooperative game and the profit of power
plant is scheduled by adjusting generation and bidding strategies in both day-ahead markets and
intraday markets. In addition, generation cost, wheeling cost, and carbon emissions are all considered
in the non-cooperative game model. Moreover, a distributed algorithm is presented to obtain the
generalized Nash equilibrium solution, which realizes the optimization in terms of maximizing profit.
Finally, several simulations are implemented and analyzed to verify the effectiveness of the proposed
optimization method.

Keywords: wind-solar-thermal hybrid system; long distance consumption; generation scheduling;
non-cooperative game; bilevel optimization

1. Introduction

Renewable energy power generation is developing rapidly in many countries. In China, some
districts have rich resources in renewable energy but have low energy consumption, such as Xinjiang
province [1]. Therefore, in order to make full use of renewable energy sources, the energy needs to be
transmitted to other far away districts with high energy consumption. Due to the characteristics of
high capacity and low loss, ultra-high voltage (UHV) transmission lines can realize renewable energy
transmission at a long distance [2].

Additionally, the intermittent and random output of renewable energy will affect the stability
of the voltage and frequency of the system [3,4]. Therefore, it is an effective way to combine wind,
solar and other energy into a hybrid system. For example, by using the strong complementary nature
of wind energy and solar energy in time and region, wind power plants and solar power plants
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can form a hybrid power system that contributes to reducing the fluctuation of power output [5,6].
In addition, a wind-thermal hybrid system can ensure the stability of the system through relying
on peak modulation and frequency modulation from thermal power plants [7]. At present, Xinjiang
has started demonstration work of wind-solar-thermal combined generation and the transmitted
renewable energy has reached one billion kWh [8].

In the transmitting end system, renewable energy power can be transported with thermal power
together to the load center in the receiving end system through the UHV transmission lines. It not
only contributes to the development of renewable energy, but also is conducive to sending redundant
thermal power to the transmitting end system. In recent years, several approaches have been proposed
to study the problem of operation control when large scale renewable energy power integrates into
the grid. Ummels et al. [9] presented a simulation method to assess the influence of wind power
integration on power systems in terms of operation cost, reliability, and emissions. In [10], frequency
related voltage control was used to solve the problem of unpredictability and randomness of wind
power, which generally need more spinning reserve. Monte Carlo simulation was used to generate
wind power scenarios with forecasting uncertainty in [11], which optimize the output of each power
plant in wind-hydro-thermal hybrid systems for minimizing total fuel cost of thermal power plant.
Khodayar et al. [12] proposed an optimization method for hourly coordination of wind power and
pumped-storage hydro generation to minimize the expected operation cost and the cost of corrective
actions. Although pumped-storage hydro generation can relieve the variability of wind generation,
generation of the hydro station is seriously restricted by geographical conditions, which is difficult to
be applied in a large scale.

Moreover, the optimization method for capacity planning of renewable energy power and thermal
power bundled transmission has been studied by many scholars. Wang et al. [13] proposed a quantum
particle swarm optimization algorithm for determining capacity allocation of wind power plants and
thermal power plants with the constraints of power system security. In [14], a capacity planning
model that takes the carbon trading into consideration was presented for wind power based on a
cooperative game. In addition to planning the capacity of power plants, generation scheduling for each
power plant is also significant. Xu et al. [15] proposed an integrated transmission scheduling model
for bundled wind-solar-thermal power transmission UHV direct current systems. Zhou et al. [16]
presented a coordination dispatch model for generation allocation of a wind-thermal hybrid system
to minimize the total generation cost including fuel cost and reserve cost. A simulated annealing
approach combined with an efficient constrained dynamic economic dispatch method is utilized
to optimize generation scheduling of wind and thermal power plants in an isolated hybrid power
system [17]. However, each power plant is selfish in practical production, and a non-cooperative game
can be used to form the process for the bidding of power plants.

This paper deals with a scenario in which wind-solar-thermal hybrid power is transmitted
over a long distance to satisfy the demand of consumers via UHV transmission lines. By assuming
power plants are selfish and rational, a non-cooperative game approach is proposed for multiple
power plants to heighten their profit, where strategies of the non-cooperative game are the power
generation scheduling of the power plants. Not only generation cost is included in the cost model, but
also wheeling cost, carbon emissions cost and government subsidies are considered. A distributed
algorithm is presented to realize the optimization in terms of maximizing profit, and the optimal
solution is the generalized Nash equilibrium of the formulated non-cooperative games. Furthermore,
simulations are performed to verify the effectiveness and feasibility of the proposed approach, and
discussions show that all of the power plants can benefit from the game.

The rest of the paper is organized as follows. Section 2 presents the generation cost and additional
cost for power plants. Bids of power plants and market clearing model are provided in Section 3.
In Section 4, the proposed method of this paper for optimizing generation scheduling is presented
based on the game-theoretic method. Simulation results are presented and discussed in Section 5.
Finally, conclusions are provided in Section 6.
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2. System Model

As shown in Figure 1, we consider that thermal power plants, wind power plants and solar power
plants integrate into the transmitting end system. Furthermore, we assume that wind-solar-thermal
bundled power is transmitted over a long distance to satisfy the demand of the receiving end system
through ultra-high voltage (UHV) transmission lines. Actually, renewable energy should be consumed
at local areas as much as possible. However, this paper considers the situation of wind-solar-thermal
hybrid systems and only focuses on the renewable energy that is transmitted to the remote receiving
end system. Power plants from other systems that also supply energy to the receiving end system are
not considered. Therefore, total generating volume of wind-solar-thermal hybrid systems is equal to
the load demand of the receiving end system at each time slot.
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Figure 1. Wind-solar-thermal bundled power long-distance consumption.

Although the electricity market in China is not open completely at present, China is devoted to
exploring market mechanisms that are helpful for the development of the Chinese electrical industry.
Aiming for the long-distance consumption of the wind-solar-thermal hybrid system in China, it is
assumed that there is a fair and free competition in the electricity market, and the market consists of the
day-ahead market and intraday market [18,19]. The independent system operator of the transmitting
end system can ensure stability and balance of supply and demand on the UHV transmission lines.
In addition, the day-ahead market generally closes at 12:00 am on the day before the operating day,
while the intraday market generally closes between 30 min and 2 h before the time of actual power
delivery [20]. Power plants submit generation scheduling in both the day-ahead market and the
intraday market when they receive load demand of the receiving end system from the independent
system operator of the transmitting end system. The generation scheduling contains bidding curves
and maximum generating volume. The independent system operator executes the clearing process for
obtaining the market clearing price and cleared generating volume of each power plant. Prediction
errors always inevitably exist in output of power plants, especially in wind power plants and solar
power plants. The prediction error of load demand is not considered in this paper. Errors predicted on
the day-ahead market are considered in the intraday market, and power plants will be fined in the
intraday market if errors are too large. Moreover, the independent system operator deals with the
errors on the intraday market, which ensures the balance of the system by making use of the real-time
balancing market [21].

2.1. Generation Cost

With the development of renewable energy generation, wind and solar power plants have caused
more concern, and the proportion of renewable generation capacity in the whole capacity has been
increasing year by year. However, at present, thermal power generation is still a significant form of
power generation in many countries. Generally, no matter what the power plants are, generation cost
of these power plants all include fixed costs and variable costs. That is,

Cgi = C f i + Cvi, (1)

where i = 1, 2, 3 represents thermal power plants, wind power plants and solar power plants,
respectively; Cgi, C f i, Cvi represents generation cost, fixed cost and variable cost for the i-th kind
of power plants, respectively.
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For thermal power plants, the variable cost mainly depends on the cost of fossil fuel. Currently,
the demand of fossil fuel is considered a quadratic function of energy production [22]. Accordingly,
the generation cost of thermal power plants is:

Cgi (q1) = a1q2
1 + b1q1 + c1, (2)

where a1, b1, and c1 are parameters of thermal power plants, and q1 is the generation volume of thermal
power plants.

For wind and solar power plants, since renewable generation does not need to pay for fossil
fuel, the variable cost mainly depends on the cost for operation and maintenance, and the fixed cost
mainly depends on the investment cost. Furthermore, the cost for operation and maintenance can be
considered the linear function of energy production [23].

Accordingly, the generation cost of wind and solar power plants is:

Cgi (qi) = biqi + ci (i = 2, 3) , (3)

where bi and ci are parameters for the ith kind of power plants, and qi is the generation volume of the
ith kind of power plants.

2.2. Additional Cost

Besides paying for the generation cost, power plants also have to pay for additional costs that
include wheeling cost, line loss cost and carbon emissions cost. In an open electricity market, power
plants can trade with consumers directly. Consequently, power companies can only provide power
transmission service and then charge the fee for the service. That is, power plants have to pay the
power company for the wheeling cost. In this paper, wheeling cost is considered the linear function of
the amount of energy transmission, which is shown as:

Cwi (qi) = pwqi (i = 1, 2, 3) , (4)

where Cwi (qi) is the wheeling cost for the ith kind of power plants, and pw is the wheeling cost for one
unit of energy.

Since carbon dioxide emissions of fossil fuel will lead to environmental problems, the
consideration of carbon emissions cost contributes to protecting the environment. Considering the
difference of carbon emission prices in different districts, carbon emissions cost Cci can be calculated as:

Cci (qi) = pctiµ (1 + σ) qi − pcrµqi + psiqi (i = 1, 2, 3) , (5)

where µ is the unit electric energy carbon emission conversion factor of power plants, σ is line loss
rate, pcti is carbon emission price in the transmitting end and pcti = 0 is for wind and solar power
plants, pcr is carbon emission price in the receiving end, psi is the government subsidy, and ps1 = 0
is for thermal power plants. Based on the above analysis, the total additional cost that will be paid by
power plants can be expressed as:

Cai (qi) = Cwi (qi) + Cci (qi) = pT1qi (i = 1, 2, 3) , (6)

where 1T = [1, 1, 1] and,

p =

 pw

pctiµ (1 + σ) + psi
−pcrµ


Accordingly, the total cost for power plants is calculated as:

Ci (qi) = Cgi (qi) + Cai (qi) (i = 1, 2, 3) (7)
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3. Problem Formulation

3.1. Bids of Power Plants

Based on the total cost of power plants, the marginal cost can be calculated as:

λi (qi) =
∂Ci (qi)

∂qi
(8)

According to the above analysis, we can know that λi is a linear function for thermal power
plants (i = 1), while λi is a constant for wind and solar power plants (i = 2, 3). When thermal power
plants submit generator bids to the independent system operator, bidding price model is generally
formulated according to marginal cost of generators and is assumed as a linear function of the marginal
cost [24]. Since the thermal generation cost is considered as a quadratic function, bidding price of
thermal power plants is a linear function of generation output. In addition, when generating volume
is increased, the variable cost of wind and solar generation increases slightly due to the low operation
cost. Fixed cost can be considered as a constant, and the average cost for per unit generating volume
will obviously decrease when generating volume is increased. Therefore, average generation cost will
reduce when wind and solar generation produce more generating volume. This means that wind and
solar power producers are willing to bid at a lower price if they can obtain more power generation.
Accordingly, the bidding curve of wind and solar generation can be assumed as a monotonically
decreasing and linear function [25–27]. That is to say, bidding price of power plants pbi is equal to:

pbi = abiqi + bbi (i = 1, 2, 3) , (9)

where abi and bbi are bidding parameters of the ith kind of power plants, and abi > 0 for i = 1, abi < 0
for i = 2, 3.

In the day-ahead market, power plants will broadcast the bidding price to the independent system
operator. In order to prevent vicious price competition among power plants, bidding price should be
limited within a reasonable range. Price of transmitting end should be not higher than the on-grid
price of the receiving end system, so that the receiving end system will be willing to receive the energy
from the transmitting end system:

pb min ≤ pbi ≤ pRG, (10)

where pb min is the minimum value of bid price, and pRG is the on-grid price of receiving end system.

3.2. Market Clearing Model

Generally, the market clearing model is purely financial. Therefore, we suppose that the market
is cleared by minimizing the daily cost of the the independent system operator. When the operator
obtains the optimal bidding energy amount from different power plants, bidding price of each plant is
determined, and then clear market price will be obtained. In the paper, clear market price is calculated
as the maximal bidding price in all power plants. Assume that the ith kind of power plants has M
plants and each trading day is divided into H time slots. Accordingly, location marginal prices (LMPs)
for the ith kind of power plants are calculated as follows:

min
qh

im

Cost =
H
∑

h=1

3
∑

i=1

M
∑

m=1
ph

bimqh
im

s.t.



3
∑

i=1

M
∑

m=1
qh

im = (1 + σ) Qh
T

3
∑

i=1

M
∑

m=1
qh

im ≤ QT,max

qim,min ≤ qh
im ≤ qim,max

−γdownq1m,min ≤ qh
1m − qh−1

1m ≤ γupq1m,max,

(11)
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where

ph
bim represents the bidding price of power plant m at time slot h;

qh
im represents the trading generating volume of power plant m at time slot h;

Qh
T represents the load demand of the receiving end system at h;

QT,max denotes maximum capacity of the UHV transmission line;
qim,min denotes minimum output of power plant m;
qim,max denote maximum output of power plant m;
q1m,min denotes minimum output of thermal power plants;
q1m,max denotes maximum output of thermal power plants;
γdown denotes downward ramp rate of thermal power plants;
γup denotes upward ramp rate of thermal power plants.

In Equation (11), the first equality constraint is the DC power flow equation, the second constraint
is the transmission line constraint, the third is the generation capacity constraint for each unit, and the
fourth is the ramp constraint for thermal power plants.

4. Non-Cooperative Game among Power Plants

According to the load demand of the receiving end system, all power plants submit their
generation scheduling and bidding price to the independent system operator in the day-ahead market.
After bidding of all power plants, the independent system operator announces the market clearing
price and cleared generating volume of each power plant. Once the energy market is cleared, each
power plant will be paid according to its LMP times its awarded generation. Accordingly, the profit of
power plants in the day-ahead market can be calculated as follows:

πhd
im

(
qhd

im

)
= phdqhd

im − Cim

(
qhd

im

)
(12)

where phd = max
{

ph
bim, ∀i ∈ [1, 2, 3] , ∀m ∈ [1, 2, · · · , M]

}
is clearing price LMP, qhd

im is awarded

generation of power plant m, and Cim

(
qhd

im

)
denotes the total cost of power plant m.

Since renewable energy generation is hard to predict exactly, energy trading in the day-ahead
market cannot satisfy the real-time energy demand. Therefore, intraday market can compensate for
such defects. Power plants can resubmit generation scheduling on the intraday market if prediction
error exists in the day-ahead market. Power plants should pay fines for errors when the practical
generating volume is less than the cleared generating volume determined on the day-ahead market
and the difference in excess of fkp [28,29]. Similarly, the profit in the intraday market can be written as:

πhr
im=


phrqhr

im − Cim

(
qhr

im

)
∆qh

im > 0

Cim

(∣∣∣∆qh
im

∣∣∣)− phd
∣∣∣∆qh

im

∣∣∣ − fkpqIC ≤ ∆qh
im < 0

k f phr∆qh
im + Cim

(∣∣∣∆qh
im

∣∣∣)− phd
∣∣∣∆qh

im

∣∣∣ ∆qh
im < − fkpqIC,

(13)

where

phr denotes trading price at time slot h in the intraday market;
qhr

im denotes generating volume at time slot h in the intraday market;
∆qh

im denotes the difference between practical generation and cleared generation;
qIC denotes the installed capacity of power plant;
k f denotes the penalty coefficient.
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Accordingly, the target of power plants is to maximize the total profit in the day-ahead and
intraday market. That is,

max
bbim

πim =
H
∑

h=1
πh

im =
H
∑

h=1

(
πhd

im + πhr
im

)
s.t. bh min

bim ≤ bh
bim ≤ bh max

bim ,
(14)

where bh
bim is bidding parameter of power plant m at time slot h, and bh min

bim and bh max
bim denote minimum

and maximum value of bidding variable for power plant m at time slot h. Based on the above analysis,
the optimization problem can be summarized as following equation.

maximize
bh

bim

πim =
H
∑

h=1
πh

im

(
bh

b11, · · · , bh
b3M, qh

11, · · · , qh
3M

)
,

minimize
qh

im

Cost = Cost

(
bh

b11, · · · , bh
b3M, qh

11, · · · , qh
3M

)
,

=
H
∑

h=1

3
∑

i=1

M
∑

m=1

(
ah

bimqh
im + bh

bim

)
qh

im.

(15)

In the equation (15), the optimization of power plants is on the upper level and the optimization
of the independent system operator is on the lower level. The target of the upper level is to
optimize bidding parameter bh

bim to obtain the maximal profit for the power plant, while the target
of the lower level is to optimize the trading generating volume qh

im to minimize the energy cost
of the independent system operator. When the optimization of the upper level is performed, qh

im
is regarded as fixed parameter while bh

bim is the decision variable. Similarly, qh
im is the decision

variable and bh
bim is regarded as fixed parameter when the lower level is optimized. Additionally,

competition only exists among power plants, which can be modeled as a non-cooperative game
considering with selfishness of each power plant. In this game, the power plant selects bidding
parameters of power generation scheduling from their strategies are set to maximize payoff πim.
Let Bim =

{
bbim|bh min

bim ≤ bh
bim ≤ bh max

bim , ∀h ∈ [1, 2, . . . H]
}

denote strategies set of power plant m.
Therefore, strategies set of all power plants can be denoted by B = B11 × B12 × · · ·B3M. Additionally,
the lower partner does not know information of payoff and strategy set about upper partners,
while upper partners know payoff and strategy set of other upper partners and the lower partner.
The decision that each power plant selects will be influenced by other power plants, as well as by
the power generation dispatch policy from the lower partner, which can use the generalized Nash
equilibrium to be the optimization solution. The solution

[
b∗bim, b∗−bim

]
is called a generalized Nash

equilibrium if [22]:
πim

(
b∗bim, b∗−bim

)
≥ πim

(
bbim, b∗−bim

)
, (16)

where b∗−bim =
[
b∗−b11, · · · , b∗−bim−1, b∗−bim+1, · · · , b∗−b3M

]
represents the bidding strategies of other

power plants except plant m that belongs to the ith kind of power plant. The Nash equilibrium can
be solved by using the following distributed Algorithm 1. The distributed algorithm is based on
the interior point method (IPM), which is effective at solving the complicated optimization problem,
especially at solving the nonlinear model [30]. Other optimization tools, like PSO (particle swarm
optimization), DE (differential evolution), and GA (genetic algorithms), may also be used to obtain the
Nash equilibrium. According to Algorithm 1, the Nash equilibrium is obtained as follows: (1) based
on the initial bidding parameter bh

bim, the independent system operator optimizes purchase cost via
determining qh

im; (2) the power plant gives a new optimal bh
bim according to the current qh

im; (3) if the
current profit of power plant πim is higher than the previous profit π∗im, then update bidding parameter
and profit of power plant; and (4) repeat steps 1–3 until ε ≤ 0.01; this demonstrates that Nash
equilibrium is reached.
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Algorithm 1: Calculation of the decision-making model

Randomly initialize
[
b∗bim, b∗−bim

]
=
[
bbim, b−bim

]
, π∗im = πim, ε = 1

While ε > 0.01 do
Determine power generation dispatch policy qh

im by solving problem (Equation (11)).
Select optimal bidding parameter bh

bim in strategies set B by using the interior point method.
if π∗im < πim then

ε = π∗im − πim[
b∗bim, b∗−bim

]
=
[
bbim, b−bim

]
π∗im = πim

end if
End while

5. Case Study

Xinjiang province in China has rich energy sources, such as wind, solar, and coal. In the case study,
the ±800 kV, 8000 MW HVDC project from Hami to Zhengzhou is taken as an example to show the
validity of the proposed method. Based on literature [1,13,14,31], system parameters are the following.
Consider one wind power plant, one solar power plant and one thermal power plant in the transmitting
end system participating in long-distance consumption by one UHV transmission line, for which
installed capacities are 8000, 1250, and 7000 MW, respectively. Furthermore, the maximum capacity of
the UHV transmission line is 8000 MW. On-grid price of the receiving end system is 439 Yuan/MWh
(Yuan is the unit of money in China) , while the transmitting end system is 288 Yuan/MWh. Other
system parameters are shown in Table 1. For the wind power plant, solar power plant and thermal
power plant, minimum bid prices are 220, 200, and 200 Yuan/MWh. In addition, we suppose that
each time slot is 15 min and that there are a total of 96 time slots in a day. Accordingly, load demand
of the receiving end system is as shown in Figure 2. Maximum output of the wind power plant and
the solar power plant correspond to the output curves at each time slot, and minimum output is zero.
Maximum output of thermal power plant is 7000 MW, and minimum output of the thermal power
plant is 2800 MW.

Table 1. System parameters.

Parameters Values Parameters Values Parameters Values

H 96 k f 1.1 a1(Yuan/MWh2) 0.0035
σ (%) 8.4 µ (t/MWh) 1.3 b1 (Yuan/MWh) 116.99

pcr (Yuan/t) 200 pct1 (Yuan/t) 100 c1 (Yuan) 1533.06
γdown (%/min) 2 γup (%/min) 2 b2 (Yuan/MWh) 0.018

ps1 (Yuan/MWh) 215 ps2 (Yuan/MWh) 420 c2 (Yuan) 2490
pw (Yuan/MWh) 104 ab1 (Yuan/MWh) 0.007 b3 (Yuan/MWh) 0.023
ab2 (Yuan/MWh) −0.2427 ab3 (Yuan/MWh) −0.328 c3 (Yuan) 2187
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Figure 2. Load demand.
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5.1. Simulation in Winter

The typical daily output curves in winter of the wind power plant and the solar power plant as
their predictive generating volume in the day-ahead market are shown in Figure 3. Based on the given
data, the optimal results are obtained when the criterion of ε > 0.01 is achieved with the algorithm
going through seven iterations. Simulation results are shown in Figure 4 and Table 2. In Table 2,
we take the case without optimization into comparison, and one can see that, in the case with the game
optimization, the profit of wind power plant has increased 10%, the solar power plant has increased
8.3%, and the thermal power plant has increased 28.9% compared to the initial profit. Therefore,
all power plants will have motivation to participate in the proposed optimization. Energy trading and
profit in each time slot is shown in Figure 4. From the figure, we can see that the energy trading of
wind and solar generation has reached the maximal power plan due to the low generation cost of wind
and solar generation. Accordingly, the profit of wind generation in some time slots is higher than the
profit of thermal generation. In addition, due to zero generating volume of solar power plants at some
time slots, zero occurs in profit for the solar power plant. For the wind power plant, solar power plant
and thermal power plant, profits of per unit generating volume are 843, 1043, and 343 Yuan/MWh,
respectively. One can see that profit of per unit generating volume of the solar power plant is highest,
and the wind power plant is second. Carbon emission trading and government subsidies are the main
reasons for considerable profit of the solar power plant and wind power plant, which will promote
development of the renewable energy power plant. From Table 2, one can see that wind power plant
and solar power plant realize long-distance consumption without curtailment.
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(b)  
Figure 3. Typical daily output curves in winter: (a) wind power plant; (b) solar power plant.
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Figure 4. Energy trading and profit in the day-ahead market in winter: (a) generation output;
(b) energy profit.
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Table 2. Simulation results in the day-ahead market in winter.

Power Plant Wind Solar Thermal

Maximum generating volume (MWh) 3.97× 104 7.5775× 103 1.68× 105

Optimal trading volume (MWh) 3.97× 104 7.5775× 103 1.207025× 105

Optimal profit (Yuan) 3.3456× 107 7.903× 106 4.1459× 107

Initial profit (Yuan) 3.0424× 107 7.299× 106 3.2186× 106

Prediction error of the wind power plant and the solar power plant in winter are as shown in
Figure 5, and errors of the thermal power plant is ignored because of stable power generation. As shown in
Figure 6, profit of the thermal power plant is a positive value all the time, which need not pay fines for
prediction error due to stable generation. In addition, the thermal power plant can make a profit when
other power plants can not generate enough electricity corresponding to the cleared generating volume
determined on the day-ahead market. However, profit of the wind power plant and the solar power
plant are negative sometimes for the fines. The profit being negative means that the practical generating
volume is less than the cleared generating volume on the day-ahead market with a difference in excess
of 8%. However, the wind power plant and the solar power plant can still make profits in some cases.
Moreover, one can see that total profit of each power plant is considerable from Table 3.
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Figure 5. Prediction error of the wind power plant and the solar power plant in winter.
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Table 3. Simulation results in the intraday market in winter.

Power Plant Profit in Intraday Market (Yuan) Total Profit (Yuan) Total Generating Volume (MWh)

Wind −2.277× 105 3.32286× 107 2.885× 104

Solar −2.375× 105 7.6654× 106 6.0875× 103

Thermal 1.364× 105 4.1595× 107 1.210125× 105

5.2. Simulation in Summer

As shown in Figure 7, the typical daily output curves in summer of the wind power plant and
the solar power plant as their predictive generating volume in the day-ahead market. The rest of the
system parameters are the same as those in winter, and simulation results in the day-ahead market
are shown in Figure 8 and Table 4 . Energy trading and profit in the day-ahead market in summer are
shown in Figure 8. From the figure, we can see that all power plants make a profit by participating in
the game. Table 4 shows that company’s profit will also have a growth with the game optimization.
Additionally, one can see that both renewable energy power plants realize long-distance consumption
without curtailment from Table 4. Profits of per unit generating volume of wind power plant, solar
power plant and thermal power plant are 844, 1048, and 345 yuan/MWh, respectively. Comparing
Tables 2 and 4, the output of the wind power plant in winter is larger than output in summer, and
output of solar power plant in winter is smaller than output in summer. The wind power plant and
solar power plant can be consumed without curtailment in both cases. However, profit of per unit
generating volume of all power plants in summer are higher than ones in winter. Therefore, generating
volume proportion of the wind power plant, solar power plant and thermal power plant in summer is
more suitable.
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Table 4. Simulation results in the day-ahead market in summer.

Power Plant Wind Solar Thermal

Maximum generating volume (MWh) 2.85375× 104 8.82× 104 1.68× 105

Optimal trading volume (MWh) 2.85375× 104 8.82× 104 1.306225× 105

Optimal profit (Yuan) 2.4084× 107 9.246× 106 4.5047× 107

Initial profit (Yuan) 2.1475× 107 8.785× 106 3.7843× 107

In summer, prediction error of the wind power plant and the solar power plant are shown in
Figure 9. Simulation results in Figure 10 show that the thermal power plant does not make any losses
the entire time, while profit in the intraday market of wind the power plant and solar power plant
both have three cases: zero, negative value and positive value. The wind power plant and solar power
plant can obtain gains by bidding in the intraday market when they have extra output as well as one
or more power plants can not generate enough generating volume corresponding to cleared in the
day-ahead market. Table 5 shows the total profit in summer and winter, and indicates that all power
plants can make a profit in summer. In addition, profit of the wind power plant in summer is lower
than profit in winter while profit of the solar power plant and the thermal power plant in summer is
higher than profit in winter. Because output of the wind power plant in summer is lower than ones in
winter, while the solar power plant and thermal power plant are higher in summer.
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Figure 9. Prediction error of the wind power plant and solar power plant in summer.
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Table 5. Total profit.

Power Plant Profit in the Intraday Market
(Yuan)

Total Profit in Summer
(Yuan)

Total Profit in Winter
(Yuan)

Wind −1.569× 105 2.39275× 107 3.32286× 107

Solar −5.152× 105 8.7304× 106 7.6654× 106

Thermal 3.214× 105 4.53682× 107 4.1595× 107

5.3. Discussions

5.3.1. Comparison with Different Numbers of Power Plants

In order to maximize the daily profit, power plants in the market have to take part in the
non-cooperative game. For searching the Nash equilibrium, power plants need to change the strategies
constantly according to the strategies of other power plants. Furthermore, the proposed model is
a bi-level optimization problem. Consequently, the efficiency (e.g., running time) of the proposed
algorithm mainly depends on the number of power plants. Table 6 shows the running time for different
numbers of power plants. The algorithm is performed by Matlab (R2012b, the MathWorks, Natick,
MA, USA) on a personal computer with processor Intel(R) Core(TM) i7-7700 CPU (central processing
unit) @ 3.60 GHz and RAM (random access memory) 8.00 GB (Santa Clara, CA, USA). From the table,
we can see that the running time of the algorithm increases nonlinearly with the increasing number
of power plants. Although the algorithm will take more running time on the personal computer for
dozens of power plants, running time will be reduced dramatically if the algorithm is performed on a
large scale computing server. Therefore, the proposed method and algorithm can be employed in the
real word project.

Table 6. Running time with respect to different numbers of power plants.

Number of Power Plants Running Time of Proposed Algorithm (s)

3 4.3
4 61.7
5 256.1

5.3.2. Comparison with a Different Game Approach

A cooperative game is utilized to optimize generation scheduling of power plants, with total
profit of all power plants as the optimal objective. System parameters are the same as when the
non-cooperative game is adopted. Taking the day-ahead market as an example, simulation results
are shown in Table 7. One can see that renewable energy can be consumed without curtailment both
in cases using the cooperative game and the non-cooperative game approach. Total profit under the
cooperative game is 0.39% higher than that under the non-cooperative game in winter, and total profit
under the cooperative game is 0.45% higher than that under the non-cooperative game in summer.
Consequently, the cooperative game is better than the non-cooperative game in terms of total profit.
However, profit allocation is significant and complex for players of the game. Renewable energy
power plants should be privileged when profit is allocated among power plants due to generation
with environmental properties. Meanwhile, thermal power plants are willing to participate in the
cooperative game only if they can obtain considerable gains. Once renewable energy power plants
transmit generation without thermal power plants, stability and safety of system can not be guaranteed.
Then, consumption of wind power plants and solar power plants are limited. Moreover, only the
independent system operator is necessary in a non-cooperative game approach, while an extra credibly
independent organization is essential to execute profit allocation in the cooperative game approach.
Extra costs are needed to establish a platform for power plants to communicate with each other.
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Table 7. Trading generating volume (MWh) and total profit (Yuan).

Power Plant Cooperative Game
in Winter

Non-Cooperative Game
in Winter

Cooperative Game
in Summer

Non-Cooperative Game
in Summer

Wind 3.97× 108 3.97× 108 2.85375× 108 2.85375× 108

Solar 7.5775× 107 7.5775× 107 8.82× 107 8.82× 107

Thermal 1.207025× 109 1.207025× 109 1.306225× 109 1.306225× 109

Total profit 8.28177× 107 8.2489× 107 7.83768× 107 7.80261× 107

6. Conclusions

Based on non-cooperative game theory, the power generation scheduling optimization method for
wind-solar-thermal hybrid systems consumed over a long distance through UHV transmission lines is
proposed in this paper. Considered with the wheeling cost, the profit model of thermal power plants,
wind power plants and solar power plants are put forward. The simulation results show that: (1) wind
power plants and solar power plants can obtain considerable profit from the non-cooperative game
based bilevel optimization; (2) thermal power plants can make more profit under the non-cooperative
game compared to without the game, which is helpful for consumption of renewable energy power;
and (3) renewable energy power plants realize consumption without the curtailment condition, which
is conducive to development and utilization of renewable energy.
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