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Abstract: Reliable solar radiation data are important for energy simulations in buildings and solar
energy systems. Although direct normal irradiance (DNI) is required for simulations, in addition to
global horizontal irradiance (GHI), a lack of DNI measurement data is quite often due to high cost and
maintenance. Solar radiation models are widely used in order to overcome the limitation, but only a
few studies have been devoted to solar radiation data and modeling in Korea. This study investigates
the most suitable solar radiation model that converts GHI into DNI for Korea, using measurement data
of the city of Daejeon from 2007 to 2009. After ten existing models were evaluated, the Reindl-2 model
was selected as the best. A new model was developed for further improvement, and it substantially
decreased estimation errors compared to the ten investigated models. The new model was also
evaluated for nine major cities other than Daejeon from the standpoint of typical meteorological year
(TMY) data, and consistent evaluation results confirmed that the new model is reliably applicable
across Korea.

Keywords: solar radiation model; global horizontal irradiance (GHI); direct normal irradiance (DNI);
typical meteorological year (TMY); decomposition model

1. Introduction

Continuous global energy issues, such as climate change and energy shortages, have increased
the interest in energy-efficient buildings and solar energy systems. The energy simulation of such
systems is critical for accurate performance evaluation and, ultimately, for optimal design. As the
most important input to the energy simulation, reliable solar radiation data must be given in advance.
The most useful solar radiation data are global horizontal irradiance (GHI), but direct normal irradiance
(DNI) or diffuse horizontal irradiance (DHI) are also important. For example, irradiance on the surface
of a solar collector or solar cell is determined when either DNI or DHI is given in addition to the
GHI [1]. Note that the GHI, DNI, and DHI are interdependent and, thus, knowing two irradiances out
of three is sufficient.

Solar radiation measurements are often limited to a few locations or short-term periods in some
countries. Furthermore, in general, availability of DNI (or DHI) data is much lower than that of GHI
data because DNI measurement using a sun tracker costs more and needs more careful maintenance.
Along with research efforts for energy-efficient buildings and solar energy systems, the demand for DNI
data has increased significantly in Korea [2,3]. Even though the Korea Meteorological Administration
(KMA) provides GHI data, as well as other meteorological data, such as dry bulb temperature and
wind speed, DNI is not included [4]. When DNI data are not available, it is necessary to rely on a solar
radiation model that accounts for regional climate characteristics. Many solar radiation models to
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estimate DNI with GHI have been developed [5,6]. However, only a few studies have been devoted
to solar radiation data and modeling for Korea, and even fewer studies to hourly DNI data. A lack
of DNI measurement data has been a major obstacle to meaningful studies. Recently, Lee et al. [7]
modeled GHI with cloud cover data for major cities in Korea and, successively, Lee et al. [8] reported a
solar radiation model developed for estimating DNI with GHI. However, the model of Lee et al. [8]
tends to underestimate DNI data such that DNI values exceeding 750 W/m2 seldom occur.

Long-term, 20 or 30 years, solar radiation data collected on an hourly basis are desirable to
reflect climatic characteristics at a specific location and obtain reliable simulation results [9]. Since a
direct handling of massive data is burdensome, representative datasets generated from raw, long-term
data are often used. The representative data, usually referred to as the typical meteorological year
(TMY) data, contain 8760 hourly values of meteorological elements for the one-year duration [10,11].
The Korean Solar Energy Society (KSES) has shared the TMY data of seven cities in Korea but,
unfortunately, its TMY datasets reveal unreasonably low DNI values [12]. As a result, the users relying
on the TMY data from KSES have a risk of underestimating DNI effects in their energy simulations.

This study aims at investigating solar radiation models, including a newly developed model,
for the estimation of DNI from GHI in Korea and providing a guideline for the selection of solar
radiation models in energy simulations. In the beginning, ten well-known solar radiation models are
evaluated with three years of data from the city of Daejeon in Korea. Then, a new model based upon
the quasi-physical approach proposed by Maxwell [13] is presented. Finally, from the standpoint of
the TMY data, variations of solar irradiance due to the solar radiation model are analyzed, and the
nationwide extension of the new model is investigated.

2. Evaluation of Existing Solar Radiation Models

KMA as a national representative provides meteorological data over 100 locations [4]. GHI is
also available at some locations, but DNI is not available at all. Meanwhile, Korea Institute of Energy
Research (KIER) measured both GHI and DNI in the city of Daejeon for research purpose. In this
study, KIER measurement data from 2007 to 2009 were used for evaluation of solar radiation models
and for development of a new model. The city of Daejeon is located approximately at the center of
Republic of Korea, and its latitude, longitude, and altitude are 36.18◦, 127.24◦, and 77.1 m, respectively.
The pyranometer for GHI measurement was a CMP 11 model from Kipp & Zonen Company in Delft,
the Netherlands whereas the pyrheliometer for DNI measurement was a CHP 1 model with a SOLYS 2
sun tracker from the same company. Both GHI and DNI were measured every minute and averaged
over 60 min to get hourly data. The uncertainties originated from both of the sensors are less than 1%.
Based on references [14,15] and experiences, the estimated measurement uncertainties of GHI and
DNI are generally 3% on the average and 5% at most. For the three years, the average percentages
of missing GHI and DNI data were 2.3% and 1.9%, respectively. The data pair that misses either
GHI or DNI and was measured when the zenith angle of the sun was larger than 85◦ were excluded.
The number of the remained pairs of GHI and DNI measurements totals 11,928.

Solar radiation models to estimate DNI can be classified into two categories, parametric and
decomposition models [5]. In parametric models, solar radiation is obtained from other meteorological
parameters, such as cloud cover, atmospheric turbidity, pressure, and water content. On the other hand,
decomposition models rely on correlations between global, direct, and diffuse components of solar
radiation. Whereas parametric models require detailed information of the atmospheric conditions,
decomposition models are relatively easy to use once the GHI is known. Out of many decomposition
models, ten were selected in this study: Orgill and Hollands [16], Vignola and McDaniels [17],
Louche et al. [18], Lee et al. [8], Lam and Li [19], CIBSE [20], Erbs et al. [21], Maxwell [13], and two
from Reindl et al. [22]. These models are widely used for modeling solar radiation, e.g., in relevant
textbooks [1] and in model comparison studies [5,8,23]. The selected models were evaluated by
comparing the modeled and the measured DNI data.
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Most of the decomposition models use correlations between global, direct, and diffuse solar
radiation. Once the global, direct, diffuse, and extraterrestrial irradiances on a horizontal surface
are given by It, In, Id, and I0, respectively, three non-dimensional parameters—the clearness index,
kt = It/I0, the direct beam transmittance, kn = In/I0, and the diffuse fraction, kd = Id/It—can be
defined. Note that It represents GHI. DNI is denoted by Gn and is related to In by the equation of
In = Gn cos θz, in which θz is the zenith angle of the sun.

Usually, the correlations of a solar radiation model render kn or kd as a function of kt in
separate intervals divided by kt values. If a model yields kd rather than kn, DNI is calculated via
Gn = It(1 − kd)/ cos θz after kd is obtained. Only three models among the ten models evaluated in
this study are presented in the following for brevity. The Lee model [8] is selected because it was
recently developed with measurement data from the city of Daejeon in 2009. The Reindl-2 [22] and
Maxwell [13] models are selected because they show good performances compared to the others,
which will be demonstrated later. The Reindl-2 model was developed with measurement data at five
European and North American locations, and the term ofcos θz is added as the second input parameter
besides kt. The Maxwell model will be explained in the next section. The rest of the other models can
be found in the corresponding articles.

(1) Lee model [8]:
kd = 0.92 for kt ≤ 0.2 (1)

kd = 0.691 + 2.4306kt − 7.3371k2
t + 4.7002k3

t for 0.2 < kt (2)

(2) Reindl-2 model [22]:

kd = 1.02 − 0.254kt + 0.0123 cos θz for kt ≤ 0.3 (3)

kd = 1.4 − 1.749kt + 0.177 cos θz for 0.3 < kt < 0.78 (4)

kd = 0.486kt − 0.182 cos θz for kt ≥ 0.78 (5)

(3) Maxwell model [13]:
kn = knc − ∆kn (6)

knc = 0.866 − 0.122ma + 0.0121m2
a − 0.000653m3

a + 0.000014m4
a (7)

∆kn = A + B exp(Cma) (8)

A = 0.512 − 1.56kt + 2.286k2
t − 2.222k3

t for kt ≤ 0.6 (9)

A = −5.743 + 21.77kt − 27.49k2
t + 11.56k3

t for kt > 0.6 (10)

B = 0.37 + 0.962kt for kt ≤ 0.6 (11)

B = 41.4 − 118.5kt + 66.05k2
t + 31.9k3

t for kt > 0.6 (12)

C = −0.28 + 0.923kt − 2.048k2
t for kt ≤ 0.6 (13)

C = −47.01 + 184.2kt − 222.0k2
t + 73.81k3

t for kt > 0.6 (14)

Except for the Maxwell model, the correlations for kn or kd are a polynomial function of kt.
The only difference lies in the coefficients that account for climate characteristics where the solar
irradiance data were measured and used for developing each model. Meanwhile, the Maxwell model
possesses a different functional form because the quasi-physical approach is applied; that is, it, in part,
reflects the physics involved in the atmospheric transmission of solar radiation.

In order to identify proper models for Korea, DNI values were calculated with the ten candidate
models using the selected GHI data as the input and compared with actual DNI measurement data.
Linear regression analysis between measured and modeled DNI data was conducted for each model.
Based on the regression analyses, the ten models were divided into three groups from the standpoint
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that the estimation is larger than the measurement and high DNI values of more than 750 W/m2 are
properly estimated. The first group, which includes the Orgill, the Vignola, the Louche, the Erbs,
the Reindl-1, and the Lam models, estimates DNI values larger than the measurement and yields
unacceptably high values from time to time. Figure 1a shows the scatterplot obtained with the Vignola
model as a representative of the first group. Some estimated DNI values exceeded 1000 W/m2, but such
high DNI values are very rarely observed in Korea.
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Figure 1. Scatterplots of direct normal irradiance (DNI) measurements and estimations, in which the
red curves represent the linear regression fits: (a) Vignola; (b) Lee; (c) Reindl-2; and (d) Maxwell.

On the contrary, the Lee and the CIBSE models, which belong to the second group, seldom yield
high DNI values, resulting in underestimation. Figure 1b shows the scatter plot obtained with the
Lee model as a representative of the second group. The linear regression trend beyond DNI values
exceeding 750 W/m2 slopes downward, suggesting that additional correlation at large kt should be
introduced. Even though the Lee model was developed with the DNI measurement data in Korea [8],
its underestimation implies that one-year data used for the model development are not enough for
proper estimation.

The third group includes the Reindl-2 and the Maxwell models. These models estimate DNI values
larger than those measured, but they do not pose extreme behaviors, in contrast to those in the first and
the second groups. Lave et al. [23] demonstrated that the Reindl-2 and the Maxwell models use the term
of cos θz (via air mass in the Maxwell model) in addition to kt and, thus, they outperform other models
that use kt only, which is consistent with this study. The observation frequency, normalized by dividing
with the total number of data points, was calculated according to the level of the DNI. Histograms
of the normalized data shown in Figure 2 indicate that the Reindl-2 model suitably estimates the
observation frequency of DNI values in each DNI bin. On the other hand, the Maxwell model tends
to overestimate DNI values in the bins from 750 to 950 W/m2. However, when the scatterplots in
Figure 2c,d are compared, it is clear that with the Reindl-2 model the DNI is occasionally estimated
too high.
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The coefficient of determination (R2), the mean bias error (MBE), the root mean square error
(RMSE), and the median absolute deviation (MAD) were calculated to distinguish the goodness-of-fit
of each model and summarized in Table 1. The models do not alter R2 values remarkably, roughly in
the variation range of 2%, and the R2 of the Reindl-2 model is the best. The MBE is defined as the sum of
the measurements minus the estimation. Therefore, a negative value of MBE means overestimation of a
model, and a positive value means the opposite. Whereas the MBE is a good measure for yearly-based
estimation, the RMSE is for hourly-based estimation. If the best model was to be selected from the ten
investigated models, the first selection criterion is to exclude extreme behaviors. Accordingly, out of
the third group, with better statistics of MBE and RMSE the Reindl-2 model becomes the most suitable
for estimating the DNI in Korea. The unacceptable underestimation of the DNI disqualifies the CIBSE
and the Lee models even though their MBEs are smaller. Note that the RMSE values in Table 1 roughly
range from 25% to 35% of the mean DNI value and are significantly larger than the measurement
uncertainty by approximately 3%.

Table 1. Regression analysis of each model with a linear polynomial of y = C1x + C0: the coefficient of
determination (R2), the mean bias error (MBE) as the measurement minus estimation, the root mean
square error (RMSE), and the median absolute deviation (MAD).

Group Model C1 C0 R2 MBE RMSE MAD

I

Orgill and Hollands [16] 0.99 15.70 92.8% −11.91 75.16 28.14
Vignola and McDaniels [17] 0.96 30.16 92.3% −19.95 78.11 32.58
Louche et al. [18] 1.06 29.33 93.0% −45.45 92.02 31.70
Erbs et al. [21] 1.03 12.08 92.9% −20.92 80.07 29.62
Reindl et al. [22]—1 0.98 27.22 92.9% −23.17 77.10 30.20
Lam and Li [19] 0.92 60.77 91.8% −39.16 86.37 37.98

II
Lee et al. [8] 0.78 42.12 92.7% 16.23 85.43 37.80
CIBSE [20] 0.89 20.77 92.9% 6.93 72.63 30.07

III
Reindl et al. [22]—2 0.97 26.24 93.7% −17.82 70.29 26.84
Maxwell [13] 1.04 26.78 93.2% −37.05 84.95 30.38

New 0.96 12.16 94.5% −2.04 63.37 26.57

3. Development of a New Solar Radiation Model

3.1. Methodology

In the previous section, the Reindl-2 model turned out to be the most suitable model. However,
it is not entirely satisfactory. Above all, the MBE is still large, and some outliers can occur, as indicated
in Figure 1c. An effort to improve the solar radiation model was made. The Reindl-2 and the Maxwell
models naturally became good candidates due to the aforementioned comparison results. The Reindl-2
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model uses a simple curve-fitting approach. Hence, the modification based on the quasi-physical
approach of the Maxwell model [13] is likely to be a better estimate for Korea.

Maxwell’s quasi-physical approach was established upon the three following assumptions: First,
air mass, ma, is the dominant parameter affecting the relationship between kn and kt. Second, using a
physical model to calculate clear-sky kn will provide a physically-based reference, from which changes
in kn can be calculated. Third, the seasonal, annual, and climate variations in the relationship between
knand kt are entirely accounted for by parametric functions in kt that relate ∆kn to ma, cloud cover,
and precipitable water vapor. The second hypothesis explains Equation (6) above. If clear-sky kn is
defined as knc for limiting values, ∆kn represents the deviation from it. Maxwell [13] adopted the
Bird clear-sky model for knc, which corresponds to Equation (7). According to the first and third
hypotheses that were obtained from statistical analyses, ∆kn has a functional form, as in Equation (8).
The coefficients A, B, and C in Equation (8) were determined by fitting solar radiation data from
Atlanta, Georgia, USA in 1981.

Development of a new solar radiation model based on the quasi-physical approach starts from
accepting Equations (6)–(8). Then, the remaining task is to determine the coefficients A, B, and C
using solar radiation data from Korea, which will give rise to correlations similar to Equations (9)–(14).
The first step is to divide kt into the intervals whose median values increase by 0.05, starting at 0.25,
and in each interval of kt the regression analysis between ∆kn and ma is carried out. For example,
Figure 3 shows the scatterplot from the regression analysis at kt = 0.25, in which the results represent
very cloudy conditions, as indicated by the range of 0.225 ≤ kt < 0.275. Therefore, they correspond to
the limiting case of ∆kn = knc, implying that the extraterrestrial solar radiation is completely absorbed
or scattered by the atmosphere and, thus, the direct normal component of solar radiation is essentially
zero. The black thin curve in Figure 3 represents knc in Equation (7), and the fact that all of the data in
Figure 3 are located below this curve supports this statement.
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regression fit and the black thin curve represents knc in Equation (7).

The similar regression analyses (not presented) to determine the coefficients A, B, and C were
repeated at each interval of kt until kt = 0.70. Note that Maxwell [13] presented the regression analyses
up to kt = 0.8 because kt > 0.81 was not available in the solar radiation data from Atlanta. For Daejeon,
Korea, there are some solar radiation data even when kt > 0.75, but they are not enough to derive
statistically meaningful fits. The reason is that the solar radiation in the southeastern region of the US
is more abundant than in Northeastern Asia. After the coefficients A, B, and C were determined at
each interval of kt, another regression analysis was carried out in order to fit A, B, and C as a function
of kt. The development procedure can be summarized as follows:

• Calculate cos θz, ma, and I0 on an hourly basis (I0 is calculated based on [13]).
• Calculate kt and kn with the measured GHI, It and DNI, Gn.
• Divide the intervals of kt and the group data by the interval.
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• Conduct a regression analysis between ∆kn and ma and determine the coefficients A, B, and C in
each group.

• Conduct another regression analysis to fit the coefficients A, B, and C as a function of kt.

Figure 4 shows that the coefficients A and B can be expressed as a linear function and a third-order
polynomial function over the entire range, respectively. Meanwhile, the fitting of the coefficient C with
a third-order polynomial function is required for separating kt into the two ranges, 0.25 ≤ kt ≤ 0.50
and 0.50 ≤ kt ≤ 0.70. Similarly to the derivation of the original model by Maxwell [13], extrapolation
is also applied in this study when kt > 0.75. Finally, the correlations in the solar radiation model
developed with the data from Daejeon, Korea can be written as follows:

A = 0.3452 − 0.3782kt (15)

B = 0.5329 + 0.2676kt − 0.0216k2
t + 0.1584k3

t (16)

C = −0.2117 − 0.0513kt + 1.2976k2
t − 3.3222k3

t for kt ≤ 0.5 (17)

C = 0.7221 − 10.2801kt + 30.3285k2
t − 27.9766k3

t for 0.5 < kt (18)
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3.2. Results

The scatterplot with the new model in Figure 5 is qualitatively similar to the counterpart in
Figure 1d. It significantly reduces the occasional outliers estimated by the Reindl-2 model shown in
Figure 1c. The goodness-of-fit is greatly improved with the new model. Table 1 shows the MBE and
the RMSE are significantly improved with respect to the Reindl-2 model, by a factor of 8.7 and by
9.8%, respectively. However, the normalized frequency in Figure 2 demonstrates that the new model is
slightly poorer than the Reindl-2 model in estimating high DNI exceeding 750 W/m2.
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As summarized in Table 2, the error of the yearly sum of DNI supports that the new model
remarkably improves estimation performance. For all three years—2007, 2008, and 2009—the error in
estimation does not exceed 1.5%. Figure 6 shows variations of errors for estimating the monthly sum.
In general, the new model leads to smaller errors compared to the Maxwell and the Reindl-2 models.
The largest error for the Maxwell model is 35.5% in February 2009 and 24.3% for the Reindl-2 model
in July 2007. However, the largest error for the new model is only 15.7% in February 2009. Errors
are remarkably decreased around the winter and the spring seasons, whereas they are increased in
several months of the summer and the autumn seasons. The new model tends to estimate DNI values
smaller than the Maxwell and the Reindl-2 models regardless of the month, thereby resulting in the
overall downward shifts of monthly errors in Figure 6. In order to investigate the effects of seasonal
positions of the sun, the hourly errors in June 2009 and December 2009 against the solar zenith angle,
θz, are presented in Figure 7. The smaller estimation by the new model is essentially independent of
θz, which is generally true for the non-presented months as well. Consequently, it can be concluded
that the underestimation of the new model consistently occurs throughout a year and contributes
to decreasing the largest monthly error. Since the months where errors are decreased dominate
those where errors are increased, performance in the yearly estimation is improved. In spite of better
estimation in yearly irradiances, caution must be paid when the new model is applied for estimating
monthly irradiances around the summer and the autumn seasons.

Table 2. Relative errors for estimating the yearly sum of the DNI.

Model 2007 2008 2009

Maxwell 15.3% 13.2% 12.3%
Reindl-2 7.7% 5.7% 5.5%

New 1.5% −0.1% −0.5%
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4. Variations of Solar Irradiance in TMY Data

Since the DNI measurement data of other cities in Korea were not accumulated systematically
and sufficiently, the previous results obtained with data from the city of Daejeon cannot be directly
validated for the nationwide extension. The ten major cities in Korea, including Daejeon, are considered:
Busan, Cheongju, Daegu, Gangneung, Gwangju, Incheon, Jeju, Jeonju, and Seoul. The solar radiation
models were compared in terms of the TMY data instead of the data of a specifically-selected year.
Since the TMY data represent regional climatic characteristics for the one-year duration, they are
generally used for energy simulations and facilitate evaluation [10]. In the following, TMY data of
each city were generated after DNI was estimated with solar radiation models. Then, variations of
solar irradiance were investigated to identify similar trends across the ten major cities.

A TMY dataset consists of the months selected from individual years and concatenated to form a
complete year. In this study, the method of National Renewable Energy Lab (NREL) in the US was
adopted for generation of TMY data [10]. The first step is to select five candidate months close to the
long-term weather characteristics for each month. For the selection, monthly cumulative distribution
functions (CDFs) for the daily data of a weather element are compared with the long-term CDF.
According to the Finkelstein-Schafer (FS) statistics in Equation (19) [24], the deviation of the CDF
of a specific month from the long-term CDF is calculated for the j-th weather element, in which the
subscript n indicates the number of days in a month and xi denotes daily data on i-th day:

FSj =
1
n

n

∑
i=1

∣∣∣CDFlong−term(xi)− CDFmonthly(xi)
∣∣∣ (19)

The ten weather elements in Table 3 are judged to be more important than the others, and a
weighted sum of the FS statistics is used to select the five candidate months.

WFSj =
10

∑
j=1

wjFSj (20)

Table 3. Weighting factors for the Finkelstein-Schafer (FS) statistics.

Weather Element Weighting Factor Weather Element Weighting Factor

Max Dry Bulb Temperature 1/20 Mean Dew Point
Temperature 2/20

Min Dry Bulb Temperature 1/20 Max Wind Velocity 1/20
Mean Dry Bulb Temperature 2/20 Mean Wind Velocity 1/20
Max Dew Point Temperature 1/20 Global Horizontal Irradiance 5/20
Min Dew Point Temperature 1/20 Direct Normal Irradiance 5/20

In the second step, the five candidate months are ranked with respect to the closeness of the
month to the long-term mean and median. The third step is to check the persistence of the mean dry
bulb temperature and daily GHI so that the month that exhibits exceptional weather patterns, such as
the longest run or zero runs of consecutive warm days, are excluded. The highest-ranked candidate
month from the second step that survives in the third step is selected as the typical meteorological
month. Finally, in the fourth step, the 12 typical meteorological months are concatenated to form a
complete year.

TMY data of the ten major cities in Korea were generated with 20-year (1991–2010) weather data
from KMA [4]. Figure 8 shows that the yearly sums of the GHI in the TMY datasets do not change
noticeably by solar radiation models, indicating their variations of not more than 2.1%. The yearly
sums from all of the four models agree well with the 20-year long-term mean values within 3.0%.
Accordingly, the effect of solar radiation models on the GHI is insignificant, although solar radiation
models are used to obtain the DNI, which is involved in calculation of the FS statistics with the
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largest weight, as in Table 3. Note that the typical meteorological months are selected according to
their ranking in the weighted sum of the FS statistics given by Equation (20). The DNI effects are
likely to be addressed via the GHI because both the GHI and DNI have strongly positive correlation.
Meanwhile, an important implication to investigate solar radiation models is to provide guideline to
correct the current TMY data from KSES, which seriously underestimate the DNI [12]. The GHI data
from KSES are generally smaller than the long-term means. However, if the city of Incheon showing
7.0% difference is excluded, the GHI data from KSES are still within the variation range by the solar
radiation model.
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Figure 9 shows the yearly sums of the DNI in the TMY datasets. Compared to the GHI in Figure 8,
the DNI variations by solar radiation model are increased. The Maxwell model estimates larger values
by 18% on the average of the ten cities than the Lee model, while the Reindl-2 and the new models
estimate larger values by 11.5% and 4.6%, respectively. The reverse order of the MBE values in Table 1
out of the Maxwell, the Reindl-2, the new, and the Lee models is consistent with the order of lines in
Figure 9 (MBE is defined as measurement minus estimation). When the monthly sums of the DNI were
analyzed for the nine other cities of Korea, similar seasonal variations due to solar radiation models
were observed, as demonstrated in Figure 6. The consistent observations made with the nine other
cities imply that the results based on the city of Daejeon should be applicable over the whole country.
Meanwhile, the TMY data from KSES largely underestimate the yearly sums of the DNI such that they
range from 53.8% to 65.5% of the counterparts from the new model. If the TMY data from KSES are
used in energy simulation, the simulation results will not account for DNI effects properly.
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5. Conclusions

Using solar radiation data from the city of Daejeon from 2007 to 2009, ten decomposition models
that convert the GHI into the DNI were evaluated. It was demonstrated that the Orgill, Vignola,
Louche, Erbs, Reindl-1, and Lam models estimated some DNI values to be unacceptably larger
than 1000 W/m2. On the contrary, the Lee and CIBSE models tend to underestimate high DNI
values exceeding 750 W/m2. The Reindl-2 and Maxwell models did not pose the extreme behaviors.
According to the MBE and the RMSE, the Reindl-2 model was selected as the most suitable model
for Korea.

A new model based on the quasi-physical approach was developed in order to improve error
statistics and remove occasional outliers. The new model resulted in significantly reduced values
of MBE and RMSE compared to the Reindl-2 model, by a factor of 8.7% and by 9.8%, respectively.
The largest error in the monthly sum of the DNI is also reduced from 24.3% of the Reindl-2 model to
15.7% while the yearly sums of the DNI are estimated within an error of 1.5%. When comparisons were
extended to ten major cities in Korea from the standpoint of the TMY data, consistent observations in
the bias trend and the seasonal variation between the models were made and, thereby, support that
the evaluation results in this study are applicable throughout the nation.

This study provides a guideline not only for selecting a suitable solar radiation model in Korea,
but also for evaluating solar radiation models in Northeastern Asia. Weather data in energy simulation
programs, such as PVsyst, TRNSYS (TRaNsient SYstem Simulation Program), and SAM, can be
updated accordingly for reliable results. Furthermore, relations between irradiance components
and with weather elements become more important as irradiance forecast technology advances [25].
This study will help satellite-based forecasting of solar resources in the long-term or in a broad region.
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Abbreviation

CDF Cumulative Distribution Function
CIBSE Chartered Institution of Building Services Engineers
GHI Global Horizontal Irradiance
DHI Diffuse Horizontal Irradiance
DNI Direct Normal Irradiance
FS Finkelstein-Schafer
KIER Korea Institute of Energy Research
KMA Korea Meteorological Administration
KSES Korean Solar Energy Society
MBE Mean Bias Error
RMSE Root Mean Square Error
TMY Typical Meteorological Year
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