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Abstract: When several microgrids (MG) are interconnected into microgrid clusters (MGC), they 

have great potential to improve their reliability. Traditional droop control tends to make the total 

operating costs higher as the power is distributed by capacity ratios of distributed energy resources 

(DERs). This paper proposes an adaptive distributed economic control for islanded microgrids 

which considers line loss, specifically, an interesting marginal costs-based economic droop control 

is proposed, and consensus-based adaptive controller is applied, to deal with power limits and 

capacity constraints for storage. The whole expense can be effectively lowered by achieving identical 

marginal costs for DERs in MGC. Specially, the capacity constraints only for storages are also 

included to do further optimization. Moreover, consensus-based distributed secondary controllers 

are used to rapidly restore system frequency and voltage magnitudes. The above controllers only 

need to interact with neighbor DERs by a sparse communication network, eliminating the necessity 

of a central controller and enhancing the stability. A MGC, incorporating three microgrids, is used 

to verify the effectiveness of the proposed methods. 

Keywords: microgrid clusters; marginal costs; line loss; consensus algorithm; distributed economic 

control; distributed secondary controllers 

 

1. Introduction 

Microgrids can be considered autonomous small-type power distribution systems, which are 

integrated with several types of distributed energy resources (DERs) and loads [1]. For microgrids 

incorporating photovoltaic and wind power generation, storage and a conventional power grid [2], 

presents a mathematical model of a DC microgrid, and this model is utilized to propose, implement 

and analyze a new system of voltage management in this microgrid. In [3], for microgrids including 

the increased penetration of renewable energy sources, storage batteries, DERs and loads, a robust 

energy management solution to facilitate the optimum and economic control of energy flows 

throughout a microgrid network, was proposed. Due to the differences in infrastructure and natural 

conditions, each microgrid contains distinct DERs and loads; it is beneficial to enhance the reliability 

and lower the expense if several microgrids are interconnected into microgrid clusters (MGC) for 

operation [4]. At present, the research on MGC is still at the initial stage—in [5], a hierarchical control 

structure including primary, secondary, and tertiary levels was proposed, to handle power sharing 

among a cluster of DC microgrids. A consensus-based, distributed control strategies for voltage 

regulation and power flow control of DC microgrid clusters was presented in [6] and an SOC-based 

adaptive droop method was introduced at the primary level to equalize SOC of batteries inside each 

microgrid (MG). Decentralized control of two DC microgrids interconnected with a tie-line was 
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examined in [7], and a decentralized control approach was proposed to control each MG and bus 

voltage fluctuation in an allowable range. A real-time tertiary control algorithm for DC microgrids 

was developed and implemented in [8], and to overcome renewable energy intermittency, the 

developed algorithm virtually aggregated neighboring microgrids into clusters. Aimed at microgrid 

clusters, including AC and DC sub-microgrids, an autonomous coordination control strategy was 

applied in [9]. However, the above references [5–9] put an emphasis on DC microgrids, and did not 

take operating costs into consideration, so these methods lack economy. Aimed at AC microgrid 

clusters, traditional droop control is often applied in autonomous microgrids; however, this control 

distributes power by the capacity ratio [10], so it is easy to make the total operational costs higher as 

the generation costs and operating characteristics of different types of DERs are varied. The 

centralized optimization is effective for improving economy, as it will take advantage of information 

from all DERs, and computes the optimal result in the central system, then sends the regulating 

commands to the DERs. Although the accuracy is high, it is vulnerable to central point of failures and 

communication failures, so its reliability is low. 

In recent years, distributed economic operation of microgrids has attracted researchers’ 

attention. For distributed economic dispatch, an extended distributed model predictive control 

framework has been applied to a smart grid case study. Specifically, a combined environmental and 

economic dispatch problem was formulated and solved in [11]. In [12], the framework of real-time 

collaborative dispatch was proposed by using the multi-agent consensus theory to solve a real-time 

dispatch problem in the islanded multi-microgrid. The problem of electrical energy transaction 

between islanded MGs was optimized by making use of a sub-gradient cost minimization algorithm, 

in [13,14]. A projected gradient and finite-time averaged consensus algorithm was used to deal with 

an economic dispatch problem, including thermal generators and wind turbines, in [15]. For 

distributed control, most references are aimed at distributed secondary control [16–19]; few papers 

put an emphasis on economic control. A kind of economic nonlinear droop controller was designed 

in [20–22] to make expensive DERs generate less power, and more power is produced by cheaper 

DERs. The proposed controller can effectively lower the operating expense; however, it is designed 

on the basis of DER generation costs, instead of marginal costs, thereby it cannot realize the optimal 

operation of DERs. Moreover, secondary frequency and voltage regulation are not considered in 

these papers. By considering the optimal economic operation, Chen Su [23] proposed a kind of 

marginal costs-voltage droop control, however equal marginal costs are not realized in primary 

control because of heterogeneous line impedance, which means secondary control must be used to 

finish this function—this makes the system become complicated. In addition, renewable energy and 

storage devices are not considered in this paper. To achieve identical marginal costs among DERs, a 

kind of autonomous three-level controller was presented in [24]; however, its dynamic response was 

slower, due to the adoption of a lower-pass filter that was used to reduce the effect of non-linear 

droop control on the system stability. In [25], which was aimed at the traditional droop-controlled 

microgrids, a consensus algorithm was designed to realize the economic operation based on equal 

incremental rate; however, the system stability was weaker because the dominant mode had to be 

used to control the direction of the increasing or decreasing marginal costs. 

For AC microgrid clusters, considering economy requirements, this paper makes a contribution 

in the following areas; (i) an adaptive economic droop control framework, considering line loss 

among sub-microgrids is proposed; (ii) Apart from traditional power constraints of DERs, the 

capacity limits of storage units are also considered, i.e., if the storage has increased to 80% or 

decreased to 20% of its capacity, its adaptive controller is applied to draw the power of the storage to 

zero. (iii) to effectively restore the system frequency, a distributed secondary frequency controller 

(DSFC) is proposed to complete this goal in a distributed way and (iv) the whole design effectively 

lowers the operating costs of MGC. 

Apart from the above original contributions, virtual impedance is used in a low-voltage 

network, where line impedance is mainly determined by resistive, to ensure that the output 

impedance is desirable at the line frequency [26,27] and a distributed secondary voltage controller 
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(DSVC) from [10] is used to reach a compromise between reactive power averaging and voltage 

regulation, by choosing proper weight coefficients. 

The paper is organized as follows: Section 2 specifically introduces the problem of economic 

control in MGC, and the marginal costs of different types of DERs, which are modeled based on their 

power characteristics, are all listed by the condition of line loss (with vs. without) among sub-

microgrids. Adaptive economic droop control is proposed in Section 3; specifically, marginal costs-

frequency droop control is applied, and consensus-based adaptive controller is also given at length 

here. DSFC and DSVC are both presented in Section 4. In Section 5, The implementation process of 

the overall distributed economic control, including the communication network topology of MGC 

and the overall control architecture, is clearly described. The proposed controllers are tested in 

Section 6 under a range of conditions. Section 7 gives a conclusion for this paper. 

2. The Problem of Economic Control 

On the basis of stable operation of MGC, economic control is mainly aimed at considering the 

economic factors to real-time control the relevant parameters, to achieve the lowest operating costs. 

In this paper, we do not consider the generation costs from reactive power, and only consider those 

from active power. 

The generation costs from active power can be all written as a quadratic function, regardless of 

different types of DERs [20]. Here, we consider three kinds of DERs, respectively, conventional 

generators, renewable generators and storage devices. 

For conventional generators, the generation costs can be expressed as a convex quadratic 

function, as shown in Equation (1): 

G ,max

2

,G

1,2,..., ,  0

( ) ,  

i i

i i i i i i i

i N P P

C P a P b P c

  

  
 (1) 

where iP  is the active power of the generator i, ,maxiP  is the power maximum of the generator i, 

, ,i i ia b c  are positive cost coefficients of conventional generators. ,G ( )i iC P  is the generation cost of 

generator i. GN  is the number of conventional generators. 

To promote the effective use of renewable energy, we adopt a pseudo generation cost in this 

paper. According to [28], the generation costs of solar power or wind power can be formulated as: 
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where ,maxjP  is the predicted power capacity that can be obtained from maximum power prediction 

technology, ,R ( )j jC P  is a convex quadratic cost function for a renewable generator j. RN  is the 

number of renewable generators. Compared with Equation (1), we can consider 

,max ,max1 , 2,j j j j ja P b c P    , so the same expression of cost function can be achieved between 

conventional generators and renewable generators. Moreover, the generation cost tends to zero as 

the power increases to ,maxjP . This means that when the generation cost arrives at the minimum, the 

lowest renewable energy curtailment can be simultaneously obtained. 

The generation cost function of battery k can be formulated as: 

S ,max ,max

2

,S

1,2,..., ,  

( )

k k k

k k k k k

k N P P P

C P a P c

   

 
 (3) 

where ,S( )k kC P  is a continuous convex quadratic function for battery k; ,k ka c  are non-negative 

cost parameters; and SN is the number of battery. kP  is the charging or discharging power that 

represents discharging to the load if kP  is positive, on the contrary, battery k is charged from 

other DERs if kP  is negative. ,maxkP  is the largest discharging power of battery k. 



Energies 2017, 10, 2071 4 of 18 

 

2.1. Marginal Costs without Considering Line Loss 

When line loss is not considered, the marginal cost of a DER is the derivative of the 

corresponding generation cost, as shown in Equations (1)–(3)—we can call it traditional marginal 

costs (TMC) in this paper. According to equal incremental rate criteria [25], the whole operating 

expenses of microgrids can be the minimum if TMC from DERs are all the same. 

The marginal cost of conventional generator i and renewable generator j can be respectively 

described as: 

,G

,G

,R

,R

,max

( )
( ) 2 0

( )
( ) 2 2 2 0

i i

i i i i i

i

j j j

j j j j j

j j

dC P
L P a P b

dP

dC P P
L P a P b

dP P

   

     

 (4) 

That is,  

,G ,R( ) ( )i i j jL P L P  
(5) 

From Equation (5), it can be clearly seen that the marginal costs of conventional generators are 

always greater than those of renewable generators. This means that renewable generators always 

have a priority to generate power for achieving effective use of renewable energy. 

The marginal cost of battery k is also a continuous function because the gradient of cost function 

at 0kP   is 0, as listed in Equation (6); this guarantees the availability of equal increment rate criteria. 

In this paper, ka , ka  is, respectively, the cost coefficient for discharging/charging, and ka  is much 

larger than ka . 

,S

,S

2 2 0 0     0( )
( )   

2 2 0 0     0

k k k k k kk k

k k

k k k k k kk

a P b a P PdC P
L P

a P b a P PdP

     
  

    

 (6) 

From Equations (4)–(6), according to equal increment rate criteria, two scenarios should also be 

considered, as follows: 

• In the light load scenario, conventional generators do not generate any power—the power can 

be distributed among renewable generators and storage devices. According to equal increment 

rate criteria, storage k will be charged to achieve marginal costs, similar to that of renewable 

generators, and this is feasible in practical operating conditions. 

• By contrast, in the heavy load scenario, the power of renewable generators reach their upper 

limits and the rest of the power can be distributed by conventional generators and storage 

devices, i.e., storage k will discharge in this case. 

Moreover, in the light load scenario where equal marginal costs are realized among renewable 

generators, the active power of arbitrary renewable generators, m and n, are also proportional to their 

predicted power capacity, as follows: 

,max ,max

m n

m n

P P

P P


 
(7) 

2.2. Marginal Costs with Considering Line Loss 

When line loss among sub-microgrids is considered, marginal costs with line loss (LLMC) 

should be applied in the economic control of MGC. In this paper, only line loss among sub-microgrids 

is considered. In this condition, equality constraint Equation (8) should be considered on the basis of 

the objective function Equation (9). 
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where DP  is the total active power load, and LP  is the sum of line loss. G R S,  ,  N N N  are, 

respectively, the number of conventional generators, renewable generators and storage devices. 

According to Equations (8) and (9), using Lagrange multiplier λ, Lagrange function can be given 

as:  
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(10) 

The LLMC ( ,G ,R ,S( ),  S ( ), S ( )i i j j k kSL P L P L P ) of conventional generators, renewable generators 

and storage devices is, respectively, the value of λ at the extremum of Lagrange function. Therefore, 

LLMC can be listed as: 
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Similarly, ,R ,SS ( ), S ( )j j k kL P L P  can also be solved as: 
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(12) 

where L L L, , i j kP P P P P P       is called the line loss correction factor (LLCF). 

Let us compute LLCF , for the active power of the branch, i-j, in the AC electrical network under 

the condition of neglecting earth branch can be expressed as:  

2 ( cos sin )ij i ij i j ij ij ij ijP U g U U g b     
(13) 

where, the voltage of node i, j is ,  ji
jj

i i j jU U e U U e


  . The conductance and susceptance of the 

branch i-j are, respectively, ijg  and ijb ; resistance and reactance are separately, ijR  and ijX . AC 

microgrids are low voltage networks and line resistance is mainly resistive, so  ij ijR X ,  ij ijg b . 

Due to ij  being small, cos 1,  sin 0ij ij ij     . Therefore, (13) can be simplified as:  
2

ij i ij i j ijP U g U U g   
(14) 

Therefore, the node injection power IniP  is expressed as: 

In G D ( )i i i ij ij i i j

jNi jNi

P P P P g U U U       (15) 

where GiP  is the electrical source of node i from conventional generators, renewable generators or 

storage devices; DiP  is the load of node i; jNi  shows that the node j must be directly connected with 

node i, but the condition i = j is not included. 

The sum of line loss is the sum of node injection power, 
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The LLCF of DER i can be computed from (15) and (16), 
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From Equations (11), (12) and (17), the LLMC of conventional generators, renewable generators 

and storage devices can be all obtained. In a MGC, the total cost is the least if the LLMC of all DERs 

are the same. 

In this paper, there are two types of operation modes—autonomously and collectively—for sub-

microgrid i. Due to the relatively small scale for sub-microgrids, line loss is not considered in 

autonomous mode. In contrast, line loss between sub-microgrids needs to be included in collective 

mode. The corresponding marginal costs in two modes are respectively listed in Equation (18). 
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3. Adaptive Economic Droop Control 

3.1. Marginal Costs-Frequency Droop Control 

If power limits of DERs are not considered, minimal total operating costs can be achieved when 

marginal costs (Autonomously: TMC; Collectively: LLMC) for all DERs are equal. Therefore, in order 

to achieve economic operation of the MGC, on the basis of traditional P-f droop control (
*

i i if f m P  , 

im  is the traditional droop coefficient), and considering the marginal cost of each DER, an ( )i iL P f  

droop control is proposed, as follows: 

*

DER( ),  1,2,...i i i if f L P i N    (19) 

where DERN  is the number of DERs, 
*f  is the nominal network frequency, iP  is the measured 

active power injection, if  is the measured frequency of DER i. ( )i iL P  is the TMC or LLMC of DER 

i, which has already been discussed in detail in Section 2 and i is the economic droop coefficient. 

Equation (20) should be satisfied when choosing i . 

max

max

 , 0
( )

i i

i i

f

L P
 


   (20) 

where maxf  is the maximal frequency deviation. 

3.2. Design of Consensus-Based Adaptive Controller 

If power constraints are not considered, ( )i iL P could be identical by choosing the same i = 0 . 

However, the power of DERs is not limitless; Pi should keep the maximum or the minimum if DER i 

reaches its power limits. To finish this goal, we changed the cost coefficient, bi, as listed in Equations 

(4) and (6), according to different conditions. Specifically, bi is equal to bi,true (the true cost 

coefficient) if the power of DER i is between the minimum and the maximum. In contrast, if the 

power of DER i arrives at its upper or lower limit, bi is equal to bi,virtual (the virtual cost coefficient), 

and bi,virtual should be adjusted to make DER i maintain the maximum or minimum power output. 

In other words, all DERs can be classified into two parts: restricted DERs (maximum or minimum 

power output) and unrestricted DERs (output power between minimum and maximum). The virtual cost 

coefficient, bi,virtual, for restricted DERs should be regulated to make the true marginal costs for 
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unrestricted DERs the same, and meanwhile, the power of restricted DERs keeps the maximum or 

the minimum. In this paper, on the basis of continuous-time consensus algorithms [25], we designed 

a consensus-based adaptive controller to adjust the virtual cost coefficient, bi,virtual, of restricted DERs, 

which will be discussed in Sections 3.2.1 and 3.2.2. 

Specially, for the storage devices, capacity constraints should also not be neglected. If the storage 

capacity has increased to 80% or decreased to 20% of its maximum capacity, its virtual cost 

coefficient, bi,virtual, is adjusted, to draw the power of the storage to zero. 

3.2.1. Conventional Generators and Renewable Generators (CG and RG ) 

The adaptive controller of CGs is listed as, 

 

i
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where n n
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A is the weighted adjacency matrix of communication topology with elements

0
ij ji

a =a  . This means that if node i can send/receive information to/from node j, 0
ij

a  , otherwise, 

0
ij

a  . The set of neighbors for node i is denoted by  j
: ( , )

i j i
N d d d d    . For Equations (21a) and 

(21c), the true marginal cost ,max ,( / 0, )i i i trueL P b  is a constant for restricted CG i and bi,virtual will change 

with the regulating process with other DERs until ,max
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    for all 

(1,2,..., )i, j n . In contrast, for Equation (21b), ( )i iL P  will change according to the economic droop 

coefficient, i = 0 , until the system gradually becomes stable for unrestricted CGs. In detail, when 

the output power of one CG locates between minimum and maximum, the cost coefficient, bi, is given, 

based on Equation (21b). If the output power has reached the upper or lower limits, Equation (21a) 

or (21c) is used to refresh the coefficient. It is worthwhile to mention that for Equations (21a) and 

(21c), only virtual marginal costs are regulated and true marginal costs have always been unchanged. 

Similar to [25], when the system gradually becomes stable, the virtual cost coefficient for 

restricted DER i is determined by the weighted average of economic droop coefficients and marginal 

costs of its neighbors. The specific equation is presented as: 
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Similarly, the adaptive controller of RGs can be presented as: 
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3.2.2. Storage Devices (Sd) 

In contrast to CGs and RGs, the capacity limits of Equation (24) must be included into the 

adaptive controller for the storage devices. (0)iW is the initial capacity of the storage i, t  indicates 

the system’s operating time, and ( )iW t  indicates the remaining capacity after a period of time t . 

When the capacity, ( )iW t , of storage i is larger than 80% of the maximum capacity, ,maxiW , or 

smaller than 20% of ,maxiW , the virtual cost coefficient, bi,virtual, should be adjusted to gradually make 

the power, iP , of storage i zero. The adaptive controller of storage i is shown in Equation (25). 

( ) (0)i i iW t W P t     

,max0 ( )i iW t W    
(27) 

i
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( ( ) ( ))

2i

i i i i i

ij j j j i i i

j N

i virtual i i

i

if P P and W W t W

a L P L P

b a P


   



 

  



 

(28a) 

,max ,max ,max

, ,max

    20% ( ) 80%

( ( ) ( ))

2  i

i i i i i

ij j j j i i i

j N

i virtual i i

i

if P P and W W t W

a L P L P

b a P


    



 

  



 

(29b) 

,max ,max ,max ,max

,

     20% ( ) 80%

 

i i i i i i

i true

if P P P and W W t W

b

     

 

(30c) 

,max ,max

,

 ( ) 80%   ( ) 20%    

( ( ) ( ))
i

i i i i

ij j j j i i i

j N

i virtual

i

if W t W or W t W

a L P L P

b
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4. Distributed Secondary Control 

In this paper, DSFC was proposed to restore the network frequency; the DSVC based on [10] 

was used to coordinate the voltage regulation and reactive-power averaging, on the basis of the 

primary controller Equation (30). In this paper, we put more emphasis on voltage regulation. 

4.1. Secondary Frequency Control 

The DSFC are listed as: 

* ( )i i i i if f L P f    (32) 

*

0

1
( ) ( )

i

t

i i ij j i

j Ni

f f f b f f dt
k 

 
      

 


 
(33) 

where if  is the secondary control variable, ik  is a positive gain that determines the speed of 

frequency regulation, and ijb ( 0ijb  ) is the corresponding weighted parameter of the n n  

adjacency matrix B of MGC communication topology, and ijb  is closely related with the accuracy of 

L(P)-sharing. A large-signal nonlinear stability analysis of traditional droop control was introduced 

in [29], yielding the steady-state network frequency, ssf   

*

0

1

1n

ss

i i

f f P
m

  
 

(34) 
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where 0P is the total active-power load in the network. Similarly, for Equation (29), the steady-state 

network frequency 1ssf  can be obtained as: 
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4.2. Secondary Voltage Control 

The DSVC are presented as: 

* max min
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   (37) 

where max min,E E  are the upper and lower voltage limits, ,maxiQ  is the allowable reactive power 

maximum, *E  is the rated network voltage, iQ  is the measured reactive power injection, iE  is the 

referenced voltage magnitude, used to generate three-phase PWM ( Pulse Width Modulation ) 

impulses. The gain in  is the relevant droop coefficient. iE  is the secondary control variable, iU  

is the measured output voltage magnitude at the load node of DER i, ir , i  are positive gains, that 

are respectively responsible for the speed and accuracy of voltage regulation, the n n  matrix C, 

with elements ijc ( 0ijc  ), is the adjacency matrix of MGC communication topology, and ijc  is 

closely related to the accuracy for reactive power averaging. A small-signal stability analysis of 

Equation (31) can be found in [10,30]. Due to the previously proposed conflict between reactive power 

averaging and voltage regulation, the proper gains, i  and ijc , should be chosen to guarantee the 

stability of Equation (30). More discussion can be found in [10]. In this paper, the main goal was to 

regulate and restore the voltage magnitudes. 

5. The Implementation of the Overall Distributed Economic Control 

5.1. Communication Network Topology of MGC 

The communication network topology of distributed economic control of MGC under study in 

this paper is shown in Figure 1, including the communication network inside sub-microgrids and 

between sub-microgrids. Each DER is configured with a distributed controller (DCr), which is 

responsible for communication and distributed strategy. In autonomous mode, each DCr exchanges 

with each other through the communication network inside sub-microgrids. In collective mode, one 

or two DCrs inside sub-microgrids are chosen to communicate with their neighbor’s sub-microgrids, 

and so the communication link between sub-microgrids is built. The proposed strategy makes use of 

original distributed controller of each DER, and combines the control of single microgrids and the 

control of MGC. In addition, it is unnecessary to configure the controller for MGC, and therefore 

lower the installation costs. 

Moreover, the calculation of LLCF needs to obtain the voltage magnitudes of the connected 

nodes in the electric circuit, so the interconnected nodes in electric circuit need to be equipped with 

communication links, and for unconnected nodes, it is optional whether to communicate according 

to optimization network topology. It is worthwhile to mention that ,  ,  ij ij ija b c varies with different 

consensus network topology, in different operating modes. 
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Figure 1. Communication network topology of the microgrid cluster (MGC) under study. 

5.2. Overall Control Architecture 

A detailed graph of the overall control architecture for a single DER, applying primary economic 

droop controller Equation (19), adaptive controller Equation (21) for CGs, Equation (23) for RGs, 

Equation (25) for the storage, primary voltage droop controller Equation (30), DSFC Equation (27) 

and DSVC Equation (31), is shown in Figure 2. 
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Figure 2. Block diagram of the overall control architecture for a single distributed energy resource 

(DER). 

In a distributed sparse communication network, each DCr only interacts with information from 

adjacent DCrs, so high reliability can be achieved, as a dominant DCr is not necessary. Taking DER i 

for an example, DCr i sends its relevant information ( iQ , if , ( )i i iL P , iU ) to its neighbor’s DCr j as 

well as receiving the relevant information ( jQ , jf ( )j j jL P , jU ) from adjacent DCr j, and then the 

distributed strategy is applied to complete the goal of frequency recovery, voltage regulation, and 

the regulation of the cost coefficient, ib , when the power bounds or capacity constraints, only for the 

storage, arrive. 
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The proposed distributed strategy can successfully realize the transition between autonomous 

mode and collective mode, as listed in Equation (18). Autonomously, the power is distributed by 

identical TMC inside sub-microgrids; Collectively, the generation costs of the whole MGC can be 

effectively lowered by considering line loss to realize LLMC same. Moreover, the system frequency 

can be restored to the rating, and node voltage magnitudes can be regulated near to the nominal 

value. 

6. Simulation Results 

This section presents simulation results to validate the effectiveness of the proposed controllers. 

A MGC, incorporating three sub-microgrids, as shown in Figure 3, was used to test the distributed 

economic strategy under a series of scenarios, and the topology of the communication network is 

presented in Figure 1, with adjacency matrices A = [aij], B = [bij] and C = [cij] being respectively listed 

in Equation (32). The impedances (Z1, Z2, Z3) of three sub-microgrids were, respectively, 0.2 + j0.012 

Ω, 0.3 + j0.018 Ω, 0.4 + j0.027 Ω; the impedances of Z4, Z5, Z6 and Z7 were all 0.1 + j0.006 Ω. In addition, 

the impedance between the other sub-microgrids were as follows: ZM12 = 0.8 + j0.056 Ω, ZM13 = 0.9 

+ j0.062 Ω. For all DERs, λi = λ0 = 0.001, ki = 0.02, ri = 0.01, i  = 5, ni = 1 × 10−4 and ,maxiQ  = 20 kVAR. The 

simulation was built in Matlab/Simulink, and other important simulation parameters are listed in 

Table 1. 
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Figure 3. Schematic of the MGC under study, incorporating three sub-microgrids. 

Table 1. Simulation parameters. 

 ai/[¢·(kW·W·h)−1] bi,true/[¢·(kW·h)−1] 
,maxiP  

CG1/CG2 0.0034/0.0076 5.6/2.6 20 kW/18 kW 

CG3/CG4 0.0063/0.0031 3.5/4.7 15 kW/16 kW 

CG5/CG6 0.0034/0.0016 3.5/4.9 18 kW/20 kW 

RG1/RG2/RG3 1.43 × 10−4/2 × 10−4/1.67 × 10−4 −2 7 kW/5 kW/6 kW 

Sd1/Sd2/Sd3 

ka
 ka

 
0 8 kW/10 kW/14 kW 

0.00008/0.00005/0.00004 0.015/0.010/0.005 

6.1. Case 1: Performance Analysis and Cost Comparison 

In Case 1, the operating performance in MGC is shown in Figure 4. Before 5 s, each MG (MG1, 

MG2, MG3) operates autonomously and the active power of all DERs is distributed by TMC. Thus, 

apart from marginal costs of RGs, the marginal costs between MGs are not identical; however, the 
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marginal costs inside MGs are the same—that is, each MG economically operates in autonomous 

mode. Between 5 s and 10 s, all MGs are integrated into MGC and LLMC is used to distribute power 

for each DER. Eventually marginal costs are the same for all MGs, except from those of RGs and CG6, 

which have already reached their upper limits, and the MGC is operated by the optimum state. After 

10 s, CG4 has also arrived at its maximum output, through the combined effects of cheaper prices 

and heightened loads, and so the marginal costs of both CG4 and CG6 do not change anymore. 

Therefore, an identical LLMC is achieved among other DERs. Later, the LLMC is adjusted to jointly 

stabilize at a lower level for all DERs, except RGs, due to a greatly decreased load demand after 15 s. 

From the view of maximum utilization of renewable energy, RGs always keep the maximum output 

in the whole operating process—respectively 7 kW, 5 kW and 6 kW—thus their marginal costs are all 

zero all the way. As shown in Figure 4c,d, the system frequency can always stay stable at the nominal 

value, f* = 50 Hz, regardless of some small fluctuations. The voltage magnitudes of all DERs can be 

adjusted to around the rated value, E* = 311 V, with a largest error of 3 V, yet the error is permitted, 

due to heterogeneous impedances in the network. Due to the main goal of voltage regulation, the 

reactive power is not shared by the capacity ratio of all DERs. 
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Figure 4. The operating performance in MGC: (a) Active power outputs of DERs; (b) The true 

marginal costs of DERs; (c) The system frequency; (d) The voltage magnitudes; (e) Reactive power 

outputs of DERs. 

Figure 5 gives the active power obtained by traditional droop control in MGC, where the 

operating conditions are the same with Figure 4. From Figure 5, the power of all DERs are generated 

by the capacity ratio. Specially, after 5 s, when M1, M2 and M3 are integrated into MGC, CG1 and 

CG6, they generate the same power, due to having the same capacity (20 kW), and the power is also 

identical for CG2 and CG5 with the same capacity (18 kW). For RGs, in comparison with Figure 4a, 

where the maximum power is always generated to maximize the utilization of renewable energy, the 

power has not arrived at the maximum, all the way, for the traditional droop control—this will 

largely increase the system expenses. The specific total generating costs comparison for the 

traditional droop control and the proposed economy method are shown in Table 2. From Table 2, the 

total costs of MGC are always lower when using the proposed method, compared to that of the 

traditional droop control, in every time step, and cost reduction can be up to 34.99%. The main 

reasons for cost reduction are that more power is generated by cheap DERs and the maximum usage 

of RGs. Moreover, the capacity of expensive DERs is higher and the cost reduction is larger. 

 

Figure 5. The active power using the traditional droop control in MGC. 

Table 2. Comparison of total generating costs, using different methods in MGC. 

Time/s 
Total generating costs of MGC/[$·(h)−1] 

Costs Reduction/% 
Traditional Droop Proposed Method 

0~5 45.23 34.30 24.16 

5~15 44.51 32.42 27.16 

15~20 83.55 67.69 18.98 

20~25 27.43 17.83 34.99 

6.2. Case 2: Considering the Varying Maximum Power of RGs 

Because the predicted maximum power of RGs often varies in actual conditions, Figure 6 shows 

the operating characteristics of MGC, considering varying maximum powers of RGs. The sum of 

loads is unchanged in the whole process, and the predicted maximum power of RG3 is also fixed at 

6 kW all the time. In contrast, the predicted maximum power of RG1 decreases from 7 kW to 4 kW, 

by 1 kW, for each 5 s, and on the contrary, the predicted maximum power of RG2 increases from 5 

kW to 8 kW, by 1 kW, for each 5 s. As shown in Figure 6, as predicted, the power of RGs always 

arrives at the predicted maximum power for economy maximization, specifically, 7 kW to 6 kW to 5 

kW to 4 kW for RG1, 5 kW to 6 kW to 7 kW to 8 kW for RG2, and always 6 kW for RG3. Thus, the 

marginal costs of RGs are zero all the time, as computed in Equation (4). It can be also clearly seen 

that, apart from RGs, the power of other DERs stays unchanged all the way, due to fixed loads and a 
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fixed sum of the power of RGs. Thereinto, the upper power limits of CG6 are reached, because of 

cheaper price, and thus its marginal costs are always lower than those of other DERs. Apart from RGs 

and CG6, the marginal costs of other DERs are the same to realize economic operation and unchanged 

due to fixed power output the whole time. 

 
(a) 

 
(b) 

Figure 6. The operating characteristics with varying maximum powers of RGs: (a) Active power 

outputs of DERs; (b) The true marginal costs of DERs. 

6.3. Case 3: The Optimization of Storage Devices 

Figure 7 gives the active power and marginal cost of each DER, considering storage (Sd2) 

optimization; we assume the initial capacity and maximum capacity of Sd2 are, respectively, 12 kW·s 

and 30 kW·s. The capacity of Sd2 with the operating time is drawn in Figure 8. Before 10 s, the MGC 

is operating in a light load scenario, conventional generators CG1~CG6 do not generate any active 

power due to expensive expenses, and their marginal costs maintain different constants. According 

to Equations (4)–(6), the storages, Sd1, Sd2 and Sd3, are charged and the active power of RGs is 

generated to simultaneously satisfy the load demand and charging demand of the storages, and their 

power is proportional to their predicted power capacity, as mentioned in Equation (7). At about 6 s, 

the capacity of Sd2 has arrived at 80% of the maximum, thus Equation (25d) starts to make the 

charging power of Sd2 equal to zero. Meanwhile, the power of RGs is reduced, but still proportional, 

and the charging power of Sd1/Sd3 is raised, to maintain the power balance. Later, the capacity of 

Sd2 stays nearly unchanged. Before applying Equation (25d), the marginal costs of RGs and Sds stay 

identical and the marginal cost of Sd2 becomes zero and is no longer the same with those of others, 

due to the application of Equation (25d) after about 6 s. After 10 s, the load demand increases a lot, 

the power of RGs keeps their maximum output in the view of maximum exploitation of renewable 

energy, and so the marginal costs of RGs are zero all the way. For CGs, their power dramatically 

increases, to satisfy load demands. In particular, Sds change their operating states from charging to 

discharging. At around 16 s, the capacity of Sd2 lowers to 20% of the maximum capacity, Equation 

(25d) is applied again to decrease the discharging power of Sd2 equal to zero, and thus the capacity 

of Sd2 hardly changes anymore. Between 10 s and 14 s, the marginal costs of CGs and Sds are the 

same, to achieve the economic operation of MGC, and after 14 s, Sd2 largely reduces its marginal 

costs to zero; the marginal costs of CGs and other Sds arrive at a higher level to compensate for the 

power reduction of Sd2. 
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(a) 

 
(b) 

Figure 7. The results, considering storage device (Sd)2 optimization: (a) Active power outputs of 

DERs; (b) The true marginal costs of DERs.  

 

Figure 8. The capacity of Sd2. 

6.4. Case 4: The Effect of Communication Delays 

Figure 9 gives the regulating process of frequency restoration, considering different 

communication delays, respectively, 0 ms, 1 ms, 3 ms, 5 ms and 10 ms. In this paper, only the 

communication delays among sub-microgrids are considered and we can see that the overshoot 

tends to enlarge with increasing communication delays; that is, the communication delays can 

affect the transient performance of the whole design. However, the time of coming to the steady 

state is nearly unchanged. On the other hand, the proposed strategy is still effective for relatively 

longer delays (10 ms); thus, it can be deduced that the design is robust and available in actual 

conditions. 
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Figure 9. The comparison of frequency regulation with different communication delays. 

7. Conclusions 

Aimed at the higher operating expenses of MGC brought by the traditional droop control, this 

paper proposed a distributed economic strategy to lower the whole operating costs. A consensus-

based adaptive controller was proposed, to deal with power limits of DERs. In particular, for storage 

devices, capacity constraints were also included. The renewable generators were modeled to 

minimize the curtailment, and the storage was modeled to charge or discharge, according to different 

load conditions. Moreover, the distributed secondary control was used to restore the system 

frequency and voltage magnitudes of DERs. In addition, the whole design was able to achieve the 

transition between autonomous mode and collective mode, and line loss was considered, to further 

lower the expenses in collective mode. More importantly, the proposed strategy does not need the 

central controller, and has a high reliability, only using sparse communication network among 

neighbors. 

However, the communication delay can affect the transient performance of the whole design 

(i.e., overshoot); therefore, determining how to lower the effect of communication delays is necessary 

in the future. 
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