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Abstract: Intermittency and uncertainty pose great challenges to the large-scale integration of wind 
power, so research on the probabilistic interval forecasting of wind power is becoming more and 
more important for power system planning and operation. In this paper, a Naive Bayesian wind 
power prediction interval model, combining rough set (RS) theory and particle swarm optimization 
(PSO), is proposed to further improve wind power prediction performance. First, in the designed 
prediction interval model, the input variables are identified based on attribute significance using 
rough set theory. Next, the Naive Bayesian Classifier (NBC) is established to obtain the prediction 
power class. Finally, the upper and lower output weights of NBC are optimized segmentally by PSO, 
and are used to calculate the upper and lower bounds of the optimal prediction intervals. The 
superiority of the proposed approach is demonstrated by comparison with a Naive Bayesian model 
with fixed output weight, and a rough set-Naive Bayesian model with fixed output weight. It is 
shown that the proposed rough set-Naive Bayesian-particle swarm optimization method has higher 
coverage of the probabilistic prediction intervals and a narrower average bandwidth under different 
confidence levels. 

Keywords: wind power; prediction intervals; rough set; Naive Bayesian Classifier; particle swarm 
optimization 

 

1. Introduction 

Wind power generation has become one of the most popular renewable energy sources in the 
world due to its clean energy and wide availability. However, because of the intermittent and 
fluctuating nature of wind power generation, relying on wind for the safe and stable operation of a 
power grid is challenging [1]. In order to solve this problem, it is very important to predict the wind 
power more effectively [2,3]. A lot of physical and statistical prediction methods have been put 
forward in recent years. The physical models use numerical weather prediction (NWP) to predict 
wind speed and then input the data into wind power output models to obtain the output power [4]. 
The common statistical forecast methods include the time series method [5,6], artificial neural 
network (ANN) method [7,8], and support vector machine (SVM) [9]. The main focus of these 
methods is to reduce the point forecast errors of wind power by introducing new models. In [10], the 
original wind power data are decomposed by Ensemble Empirical Mode Decomposition (EEMD) and 
the decomposition sequences that are reduced by the principal component analysis are predicted by 
the least squares support vector machine. However, prediction errors cannot be fully eliminated, 
even if the best forecasting tools are adopted [11]. Epistemic uncertainty errors originate from 
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incomplete knowledge about the stochastic characteristics and heavy fluctuation of wind speed, and 
from the nonlinear relationship between wind speed and wind power. As a result, probabilistic 
interval forecasting to provide uncertainty information for wind power [12] has gotten much 
attention in recent research. 

Probabilistic interval forecasting tries to predict a range of potential output power comprising a 
lower and upper bounder under a given confidence level, and clarify uncertain information in a wind 
power forecast. Decision makers can analyze this information to make better decisions to plan and 
operate a power grid safely. In recent years, significant probabilistic forecasting research has been 
carried out. The conventional methods of a probabilistic forecast often require some special prior 
assumptions of error distribution of point prediction [13]. It is not reasonable to assume a specific 
point error distribution such as Gaussian or Beta for any wind farm. In [14], the probability intervals 
of the uncertain power output of wind power are established by analyzing the error distribution 
characteristics of the studied case. In [15], after conversion of multivariate Gaussian random variable 
by using prediction errors generated in a series, a statistical method for efficient wind power 
prediction is established. However, these methods have heavy computation requirements and are 
unattractive for real applications. The advantages of the alternate methods for determining 
probabilistic wind power prediction intervals (PIs), such as the kernel density forecast method [16,17] 
and quantile regression [18,19], include the lack of specific assumptions about error distribution. 
However, the forecasting accuracy of these methods depends on the point forecasting value, so if the 
accuracy of point forecasting is very weak, then the prediction intervals will have poor performance. 
Without prior knowledge of point forecasting, some intelligent models have been employed to 
generate probability intervals. The authors of [20] reported a wind power prediction system that is 
trained using ANN, in which the optimal choice of hidden neuron is chosen by a heuristic method. 
In [21], the prediction model is established through a kernel extreme learning machine (KELM). One 
key issue for these methods is how to select reasonable trained data to obtain a high-precision 
intelligent model that approximates the nonlinear relationship between the input and output 
variables. The existing researches have obtained wind power prediction intervals by either analyzing 
the error characteristics of point prediction or using intelligent model, however they are commonly 
lacking the consideration about probabilistic information of wind speed or power data in historic 
operation data. 

The Naive Bayesian method provides a probabilistic means of reasoning. It assumes that the 
variables to be tested comply with some probability distribution. Inferences can be further done 
based on these probabilities and the observed data, and then optimal decisions can be achieved. In 
[22], a Bayesian estimation of remaining useful life is implemented for wind turbine blades. In this 
paper, by making use of the prior knowledge of data and priori probability, a probabilistic interval 
forecasting model is constructed based on Naive Bayesian theory. As is known, identifying 
significant input variables is critical when constructing an accurate prediction model. Rough set (RS) 
theory can be utilized to deal with data-sets with poor information and to remove irrelevant attributes 
from a data-set [23]. So, in our designed model, RS is employed to use to select significant variables 
as input variables for the Naive Bayesian prediction interval model. A Naive Bayesian classifier is 
established to predict the power class. Particle Swarm Optimization (PSO) algorithm is a random 
search and parallel optimization, and it can easily search the global optimal solution. In [24], PSO are 
used to produce an optimal weight strategy for weighted evaluation indexes. In order to improve the 
accuracy of the prediction intervals, a PSO algorithm, which is based on an objective function, is 
employed to optimize the output weight of Naive Bayesian predictive power, in order to calculate 
reasonable lower and upper bounders. 

The rest of this paper is organized as follows. In Section 2, the overall structure and basic 
theoretical knowledge of the proposed approach are described. The construction step of the Rough 
Set-Particle Swarm Optimization-Naive Bayesian (RS-PSO-NBC) wind power intervals model is 
presented in Section 3, and the simulation results of the proposed approach, which are compared 
with other methods, are presented in Section 4. Finally, conclusions are given in Section 5. 

2. Proposed Approach for Forecasting Wind Power Intervals and General theory 
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The structure of the proposed prediction intervals model is shown in Figure 1. 

1
x

n
x

2
x

1̂
x

2̂
x

m̂
x

up
β

low
β

(x)
U

(x)
L

 
Figure 1. Intervals forecasting model. 

In the prediction model, 	 nX represents the relevant input variables used to predict model 

learning, and ˆ
mX  is the Naive Bayesian classifier input <( )m n  for the model whose attributes are 

roughly reduced by rough sets. (x)U  and (x)L  are the upper and lower bounds of the wind power 

prediction intervals, respectively, and β  is the output weight of the Naive Bayesian Classifier, 

named βup  and βlow . In order to improve the prediction accuracy, the optimal value of β  

(including βup  and βlow ) is determined by particle swarm optimization. 

2.1. Basic Theory of Rough Sets 

Rough set theory [25,26] is a data analysis theory proposed by academician Z. Pawlak of the 
Poland Academy of Sciences. It mainly deals with information systems that are characterized by 
inexact, uncertain, or vague information. One advantage is that rough set theory does not need any 
preliminary or additional information about the data. It can effectively process data and information 
in complex systems, and it can analyze and reason data. It has been widely used in data mining, 
decision analysis, pattern recognition, and so on. 

The basic object of a rough set is a knowledge system. In rough set theory, the expression of a 
knowledge system is: 

{ }=S , , ,U A V f  (1)

In this formula, = 1 2{ , ,..., }nU x x x is the domain; = ∪A C D is a set of attributes, where C  

is the condition attributes of the decision attribute and D  is the decision attribute. α= ∪V V  is the 

collection of attribute values, and αV  is the value range of the attribute value α ∈ A ; 	
× →:f U A V is information system. A knowledge expression system that has both conditional 

attributes and decision attributes is often referred to as a decision system. The decision system is 
represented by a decision table, the rows of the decision table represent the elements of the domain, 
and the columns represent different attributes. 

Let C  be a condition attribute of the decision system. In rough set theory, the dependency 
degree of condition attribute C  to decision attribute D  is defined as: 

( ) ( )
γ = 1

1

c
c

POS D
D

U
 (2)
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In the formula, 
1
( )cPOS D  is the positive domain of the knowledge 1C  of the decision 

attribute D , which is the set of objects in the domain U . This domain can be accurately divided 
into the equivalence classes of the relational D  according to the classified 1U C  information; 

U  is the number of elements in a domain. γ
1
( )C D  represents the proportion of objects that can be 

accurately assigned to the decision class U C  under the condition attribute 1C , and describes the 

extent to which the conditional attribute 1C  supports the decision attribute D . 
For a decision system, every condition attribute has a different degree of dependency to the 

decision attribute D , and the dependency degree of the conditional attributes to the decision 
attributes is called the significance of the conditional attributes. In rough set theory, after removing 
the condition attribute, the significance of the condition attribute is evaluated by the change of the 
classification ability of the decision system. 

The significance of 1C  is expressed as 1( , ; )sig C C D : 

γ γ −= −
11( , ; ) ( ) ( )c c csig C C D D D  (3)

Larger values for 1( , ; )sig C C D  show that in the condition attributes of set C , the greater the 

impact of conditional attribute 1C  on decision-making, the more important the conditional attribute 

1C  is; conversely, the smaller impact the conditional attribute 1C  has on decision-making, the less 

important the conditional attribute 1C  is, or it may even be the result of an error. 
The selection of the input variables for the Naive Bayesian Classifier will affect the prediction 

accuracy. Since the rough set does not need any a priori information, only data analysis, the objective 
significance of each condition attribute, can be obtained. Therefore, we employ rough set theory to 
identify significant conditional attributes as the input of the Naive Bayesian. 

2.2. Naive Bayesian Classifier 

A Naive Bayesian Classifier (NBC) is one of the most widely used models among Bayesian 
Classifiers [27,28]. The Naive Bayesian Classifier model is shown in Figure 2: 

 

Figure 2. Naive Bayesian classification model. 

Suppose a set of variables = { , }U A C , where = 1 2{ , ,..., }nA A A A  includes n conditional 

attributes. = 1 2{ , ,..., }mC C C C , containing m  class labels. The Naive Bayesian Classifier model 

assumes that the conditional attributes =( 1,2,..., )iA i n  are all child nodes of the class variable 
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C . Assign a given sample = 1 2{ , ,..., }nX a a a  to be assigned to class ( )≤ ≤1iC i m  if and only if: 

> ≤ ≤ ≠( | ) ( | )(1 , , )i jP C X P C X i j m j i . 

According to Bayes’ theorem, there are: 

( ) ( )
( )=

( | )
| i i
i

P C P X C
P C X

P X
 (4)

where (X)P  is the unconditional probability (also known as the priori probability) of the sample 

X  to be sorted, and ( | )iP C X  is the conditional probability (also called posterior probability) that 

is given for the category iC  in the case of a given class X . 
If you do not know the probability of the data set in advance, you can assume that the probability 

of each category is equal. Use this to maximize ( | )iP C X : 

= ∈ ≠,( ) ( )( , )i j i jP C P C C C C i j  (5)

Otherwise, maximize ( ) ( | )i iP C P X C . Since ( )P X  is constant for all of the categories, 

( ) ( )
( ) ( )= ∝

( | )
| ( | )i i
i i i

P C P X C
P C X P C P X C

P X
 (6)

By the Naive Bayesian Classifier algorithm, the conditional properties are independent of each 
other: 

( )
=

∝ ∏
1

( | ) ( | )
n

i i k i
k

P C X P C P a C  (7)

where =(C ) i
i

S
P

S
, iS  is the number of instances of class iC  in the training sample, and S  is 

the total number of training samples. Thus, the NBC model formula expression is: 

( ) ( )
∈

=

= ∏
1

NB arg max ( | )
i

n

i k iC C
k

X P C P a C  (8)

The probability of 21( |C ), ( |C ), ( |C ),i i n iP P Pa a a can be estimated by the training sample. 

By this formula, the sample C  to be classified is of the class iC . 

2.3. The PSO Algorithm 

PSO is a kind of evolutionary computation technique that is based on swarm intelligence, 
simulating the migration and clustering behavior in the process of birds foraging, and was proposed 
in 1995 by Kennedy and Eberhart [29]. In PSO, each solution to an optimization problem is a bird in 
the search space, called a “particle”. Each particle has an initialization speed and position, and an 
adaptive value is determined by the fitness function. All of the particles have a memory function so 
that they can remember the best location that has been searched, and each particle has a speed that 
determines the direction and distance that they fly, so that particles can search the solution space in 
the optimal particle. 

In the process of each iteration, the two most important operators of PSO are velocity and 
position update. By comparing the fitness value and two extreme values, we can finally find the 
individual optimal solution (pbest) and global optimal solution (gbest). The classic formulas for 
velocity and position update are shown below: 
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( ) ( ) ( ) ( )( )
( ) ( )( )

ν ων+ = + − +

−
1 1

2 2

1

                 

b
i i i i

b
g i

t t c R R t x t

c R R t x t
 (9)

( ) ( ) ( )ν+ = + +1 1i i ix t x t t  (10)

where t  is the number of iterations and ω  is the inertia weight. 	υ (t)i  is represented as the 

position velocity of the ith particle. 1 2,c c  are two positive constants. 1 2,R R  are uniformly 

distributed random numbers. (t)b
iR  is the history of the individual optimal location of the ith 

particle, and (t)b
gR  is the population’s optimal location. 

With a random search and parallel optimization, PSO algorithm has proven its simplicity, 
robustness, ease of implementation, and rapid convergence. It can easily find the global optimal 
solution of a problem. Therefore, in this paper, we chose the PSO algorithm to optimize the output 
weight β , satisfying the objective function minimization. According to the optimization criteria of 
PSO, we get the model’s best output β , which will be used to obtain the optimal PIs in the future. 

3. Establishing the RS-PSO-NBC Wind Power Intervals Model 

Probabilistic interval forecasting is composed of an upper and lower boundary with a certain 
probability level. As shown in Figure 1, this paper constructs an upper and lower bound estimation 
model of RS-PSO-NBC. After the original input, nX  was put into a rough set to remove irrelevant 

attributes, the significant inputs ˆ
mX  identified by RS are used as conditional attributes for the NBC. 

The NBC uses the data distribution hypothesis and prior knowledge to classify power into a 
reasonable class. Then, the dual output bounds of upper and lower for the wind power are calculated 
with optimized weight (the upper-weight βup  and the lower-weight βlow ) by PSO. The detailed 

prediction process is described below. 

3.1. Rough Set Selects Criteria Attribute 

The rough set is employed to identify the significant condition attribute as an input of NBC. A 
flowchart of the reduced condition attributes is shown as Figure 3. 

 
Figure 3. Flow chart of attribute reduction in rough sets. 

The decision process is as follows: 



Energies 2017, 10, 1903 7 of 16 

(1) Establish a decision table. For a sample t , the wind speed +1tV ; tV ; −1tV , the power of	 tP ;

−1tP ; −2tP ; and −3tP  are taken as original condition attributes, }{= 1 2, , , nC C C C ,

( )= 1,2, 7iC i . Wind power output +1tP  is selected as the decision attribute D . One 

element of universe U  can be defined as	 tx , }{= 1 2 5, , ,C ;t tx C C D . 

(2) Discretize the decision tables. Rough sets can only deal with discrete information, so the decision 
table needs to be discretized. In this paper, an equidistant interval algorithm is used. According 

to the maximum and minimum values for wind power, the value interval of ( )= 4,5, ,7iC i   

is divided into 20 discrete intervals, and the values falling in each interval are equal to 1, 2, 3, ..., 

20 respectively. ( )= 1,2,3iC i  is also discretized according to the maximum and minimum 

values of the wind speed. 
(3) Calculate the attribute significance of each condition attribute and determine the input for NBC. 

According to Formula (3), the significance degree of each condition attribute is calculated, and 
the appropriate condition attribute is selected according to the significance degree as the input of the 
NBC prediction model. 

3.2. The Naive Bayesian Classifer Infers the Power Class 

A Naive Bayesian classifier firstly uses the condition attribute that is selected by rough sets as 
the input vector, and then uses the preliminary knowledge and distribution of data to process known 
data. Finally, the inference and analysis are implemented according to the prior probability 
distribution of data, and an optimal decision about the predictive power class is made. 

3.3. PSO Optimizes Output Weight β  

Because wind power varies widely from zero to rated power during operational conditions, if 
only one optimum weight in the prediction model is used for the whole of the wind power, it will 
reduce the accuracy of the prediction intervals. We adopt the model to optimize weight β  
individually in specified ranges of wind power, to improve accuracy. In other words, we divided 
wind power into n power intervals. Applying the particle swarm optimization algorithm, a different 
optimum weight β could be found for every power interval. The equal interval method is used to 

divide the power interval. The power range is   1 , hP P , and assuming that the power interval length 

is ΔP , then the partition is: 

= + − Δ + Δ1 1[ ( 1) , ]iD P i P P i P  (11)

For = 1,2, ,i N  , N  is the number of sections. 

− Δ1) /hN = (P P P  (12)

 

3.3.1. Optimizing the Objective Function 

The accuracy of the prediction intervals model can be evaluated in terms of reliability and 
accuracy. Reliability indicates the probability of actual observations falling into PIs, so it should be 
as large as possible. The PI width expresses sharpness. This value should be as small as possible, so 
that the predicted widths are as narrow as possible. However, the two indices are contradictory. In 
this paper, we construct a comprehensive optimization objective function F, as follows: 
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( )α α

β
γ ϕ

=

 = +  
1

min PICE PINAW
n

i t i t
i

F  (13)

where γ i  and ϕi  are the weights of PINE, PINAW. .  is the absolute value for PICE, PINAW. 

PICE = |PINC-PICP|, PINC is the Confidence level. The PICP reflects the probability that the target 
value it  falls within the upper and lower bounds of the predicted intervals: 

( )ακ
=

= 
1

1PICP
tN

itN
 (14)

where tN  is the number of predicted samples. κ  is the Boolean quantity, and if the predicted 

target value it  is included in the upper and lower bounds of the intervals prediction, then κ = 1 ; 

otherwise κ = 0 . For an effective prediction interval, PICP should be close to PINC. 
PINAW is the predicted intervals’ average bandwidth, and to some extent can reflect sharpness. 

If PINAW is too wide, it cannot give an effective predictive information of uncertainty: 

( ) ( )α α

=

 = − 
1

1PINAW
tN

t i t i
it

U x L x
N

 (15)

Adjusting the weight factor can control the ratio of different criteria’s influence on the 
optimization results. 

3.3.2. Weight optimization by PSO 

Using the objective function F shown in (13) as a fitness function, and taking a power partition 
as an example, the steps for weight optimization by PSO are as follows: 

(1) Initialize the particle swarm, via random initialization of the particles. 
(2) Calculate the fitness of each particle according to the objective function F, as shown in (13). 
(3) For each particle, its fitness is compared with its historical optimum fitness, and if the current 

fitness is better, that fitness is denoted as the historical optimum value. 
(4) For each particle, compare its fitness and the fitness of the best position experienced by the 

swarm; if better, it is optimal as a swarm. 
(5) The velocity and position of the particle are evolved according to the velocity and position 

update Equations (9)–(10). 
(6) If the end condition is reached (an optimal solution or the maximum number of iterations), then 

the swarm optimal position is the optimal output weight β , otherwise go to step (2). 

3.4. The Prediction Process 

A flowchart of the proposed strategy for forecasting wind power intervals is illustrated in Figure 4. 
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Figure 4. Flowchart of proposed Naive Bayesian prediction intervals model. 

The detailed steps are as follows: 

(1) Firstly, the rough set is used to reduce the input variables, and the selected condition attribute 
is taken as the input for the NBC interval prediction model. The data is pre-processed. The data 
is divided into a training data set and test data set. Training data output (wind power) fluctuates 
up and down slightly, as the upper and lower bounds for the initial prediction model to 
determine the initial output weight βint . 

(2) The conditional attribute selected by the rough set is taken as the input of the Naive Bayesian, 
and the Naive Bayesian model is established by using training data. 

(3) Initialization parameters of PSO are established, including set population and iteration, initial 
particles position around βint , random initial velocity, and individual and global optimum 
position. 

(4) The wind power is divided into power partitions with equal intervals, and the different power 
segments are optimized by particle swarm to find the respective optimum values of output 
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weight. The fitness, the speed, the position, and the global optimal value of each particle are 
calculated according to relative equations in each iteration. After the iteration, the optimal 
output weight βbest  is obtained. 

(5) Applying the trained Naive Bayesian prediction intervals to the test data, the output result of 
the wind prediction intervals is calculated, and the PIs are evaluated by the evaluation index. 

4. Simulation Results and Analysis 

In our simulation, the proposed prediction model is tested using the wind power data from a 
wind farm in Gansu province, Northwest China. The total installed capacity is 199.5 MW. There are 
100 wind turbines in wind farm and the rated power for wind turbine is 2 MW. The data was recorded 
in 15 min intervals. A numerical weather prediction (NWP), including wind speed, was also recorded. 
Taking the data of three months as an example, the data was divided into a training set and a testing 
set. The feasibility of this method is verified by simulation, and the results are compared with the 
Naive Bayesian method and the rough set Naive Bayesian method to verify the superiority of the 
new method. 

4.1. Significant Condition Attributes Reduced by Rough Set 

According to the procedure described in Section 3.1  using the trained data, the predicted wind 
speed of numerical weather +1tV ; tV ; −1tV  the power of tP ; −1tP ; −2tP ; −3tP  are taken as the 

condition attribute C , the true value of the wind power output +1tP  is taken as the decision 

attribute D , and the decision table is established and discretized as shown in Table 1. 

Table 1. Decision table after discretization. 

Object Condition Attribute Decision Attribute 

U  1C  2C  3C  4C 5C 6C 7C D  
1 5 3 5 7 3 10 5 3 
2 6 5 6 3 8 18 9 6 
3 4 5 4 9 6 7 5 4 4 11 10 14 19 6 7 10 14 
5 8 12 9 10 18 14 15 9 
6 10 8 8 16 13 12 15 11 ⋮ ⋮ ⋮ ⋮ ⋮ ⋮   ⋮ 

The discrete decision table is processed, and according to Formula (3), the attribute significance 
is calculated, as shown in Table 2. 

Table 2. Significance degree of condition attribute.  

Wind Speed 

+1tV  

Wind Speed 

tV  

Wind Speed 

−1tV  

Power

tP  

Power

−1tP  

Power

−2tP  

Power

−3tP  

0.2778 0.1333 0.1222 0.1889 0.1667 0.0667 0.0444 

It can be seen from Table 2 that the significance degrees of variables −2tP ; −3tP  are relatively 

smaller. Thus, we can choose the input variables of +1tV ; tP ; −1tP  or +1tV ; tP ; −1tP ; tV ; −1tV  as 
the inputs of the Naive Bayesian interval prediction model. The simulations have been done for 
different input variables under confidence levels 90%. The results indicated that the PICP(Prediction 
Intervals Coverage Probability) = 90.03% and PINAW(Prediction Intervals Normalized Average 
Width) = 194.2064 were obtained under case of three input variables. The PICP = 89.7% and PINAW 
= 229.4473 were achieved under case of five input variables. The reason is probably that the power 
data tP  and −1tP  have already been embedded with wind speed information tV  and −1tV , and 
due to the increasing of the input variables, the Naive Bayesian prediction model will increase the 
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complexity and reduce the accuracy of the results. So, the wind speed +1tV  and power tP ; −1tP  
are determined as the input variables. 

4.2. Results of Predictive Intervals 

The operation of a power system always requires a higher level of confidence in order to obtain 
more accurate information, so the confidence levels were chosen to be 80%, 85%, and 90%. Let 
γ = 10000i ,		ϕ = 1i . The power interval is = 10N . The PSO population size was set to 80, and the 
initial position of the particle was calculated by the initial output weight, with particle velocity as a 
random number from 0 to 1. Particle dimension was chosen for the output weight dimension. The 
fitness value of each particle is calculated in accordance with the optimization criterion F given above, 
during each iteration. The inertia weight ω  is an important parameter of the PSO algorithm, 
because a larger inertia weight can enhance the ability of a global search, while a smaller inertia 
weight will enhance the local search ability of the algorithm. This article uses the dynamic adjustment 
of inertia weight strategy, and the dynamic adjustment with linearly decreasing inertia weight 
strategy: 

( ) ( )( )ω ω ω ω= − −max max min max/n n n  (16)

where ω =max 1.2 , ω =min 0.8 ,		 =max 100n ,		 maxn  is the number of iterations, n  to the current 
number of iterations. 

The prediction intervals at confidence levels 80%, 85%, and 90% are shown in Figures 5–7. For 
clarity, only a portion of the data (the first 300 points) are shown. 

 
Figure 5. Prediction intervals at 80% confidence level. 
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Figure 6. Prediction intervals at 85% confidence level. 

 
Figure 7. Prediction intervals at 90% confidence level. 

It can be seen from Figures 5–7 that the proposed approach is effective and most of the real 
values are within the prediction intervals. The RS-PSO-NBC model can maintain both the reliability 
and the accuracy for the index. Also, the width of the confidence interval increases as the confidence 
level increases, since the wider the confidence interval, the higher probability that the predicted 
intervals contain the actual power value, which is consistent with the theoretical knowledge. 

4.3. Results of Optimizing Weights for Each Power Segment by PSO 

Table 3 shows the output weights for each power segment corresponding to the Naive Bayesian 
prediction model by PSO, at the 85% confidence level. It can be seen from Table 3 that the optimal 
output weights of the individual power partitions are different, so the optimal output weights of the 
respective power segments should be used to improve the accuracy of the prediction intervals. 
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Table 3. Optimal output weights.  

N  βup  βlow  

1 1.5922 0.4444 
2 1.1994 0.7783 
3 1.2241 0.8524 
4 1.1370 0.8137 
5 1.2439 0.9198 
6 1.0971 0.8911 
7 1.1475 0.9324 
8 1.1355 0.9447 
9 1.0187 0.8761 

10 1.1016 0.8751 

In order to verify the effect of segment optimization, a comparison with non-segmented 
optimization weight (using one optimal weight for the whole power district via PSO) was also carried 
out. It can be seen from Figure 8 that the proposed segmented optimization model can ensure the 
tracking intervals of the wind power time series, accompanied with a narrower upper and lower 
bound. This can provide better uncertainty information for decision makers. 

 
Figure 8. The prediction intervals of segmented optimization and non-segmented optimization at an 
85% confidence level: (a) segmented optimization and (b) non-segmented optimization. 
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RS are employed, the weight βup  is assigned 1.19, and the weight βlow  is assigned 0.722, are also 

shown in Table 4. In Table 4, RS-PSO-NBC is the proposed model, NBC is the Naive Bayesian method, 
and RS-NBC is the rough set and Naive Bayesian model. 

Table 4. Prediction results using different methods. 

Confidence Level/% Method PICP/% PINAW 

80 
NBC 79.56 237.3430 

RS-NBC 80.22 217.4590 
RS-PSO-NBC 80.87 190.2462 

85 
NBC 84.84 269.3378 

RS-NBC 85.27 272.8840 
RS-PSO-NBC 85.51 228.8553 

90 
NBC 89.67 307.1498 

RS-NBC 90.33 296.1640 
RS-PSO-NBC 90.45 271.6239 

It can be seen from Table 4 that in terms of the reliability index PICP (the bigger the better), at 
each confidence level the proposed model values are the biggest. The PICP values of the proposed 
approach are 80.87%, 85.51%, and 90.45% at confidence levels 80%, 85%, and 90%. At the same time, 
under these three confidence levels, the PICP values of the NBC approach are 79.56%, 84.84%, and 
89.67%, which indicates that the predicted power value does not fall within the predicted intervals at 
the set confidence level. Therefore, the NBC method loses predictive reliability. In terms of the 
accuracy index PINAW (the smaller the better), the average bandwidth values of the proposed 
method are the smallest: 190.2462, 228.8533, and 271.6239 at confidence levels 80%, 85%, and 90%. 
That is to say, the proposed method can achieve higher prediction performance due to combining 
rough set theory with Particle Swarm Optimization. 

5. Conclusions 

The method proposed in this paper for Naive Bayesian wind power probability interval 
prediction, featuring particle swarm optimization and rough set condition attribute selection, has the 
following characteristics: 

(1) The Naive Bayesian method is used to obtain the output power probability intervals, making 
use of the prior knowledge and distribution hypothesis of known data, and to reason from the 
observed data according to these probabilities and distributions to make the optimal judgment. 

(2) Rough set theory is used to reduce the inputs of the Naive Bayesian prediction model and to 
improve input selection accuracy, which improves the accuracy of the wind power prediction 
intervals. 

(3) Different power segments have different characteristics, and the output weights of the Naive 
Bayesian Classifier prediction model for these power segments are also different. Using the 
particle swarm optimization algorithm to find the optimal power output weights, respectively, 
higher coverage and narrower average bandwidth for the wind power forecasting intervals can 
be obtained. 

(4) In this paper, we use two evaluation indices: the predicted interval coverage probability and the 
average bandwidth of the intervals. The interval coverage probability indicates reliability, and 
the average bandwidth can be used to evaluate the interval coverage probability on the basis of 
their accuracy. Finally, a comparison between NBC and RS-NBC shows the superior interval 
prediction of the proposed approach. 
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