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Abstract:



Demand response is nowadays considered as another type of generator, beyond just a simple peak reduction mechanism. A demand response service provider (DRSP) can, through its subcontracts with many energy customers, virtually generate electricity with actual load reduction. However, in this type of virtual generator, the amount of load reduction includes inevitable uncertainty, because it consists of a very large number of independent energy customers. While they may reduce energy today, they might not tomorrow. In this circumstance, a DSRP must choose a proper set of these uncertain customers to achieve the exact preferred amount of load curtailment. In this paper, the customer selection problem for a service provider that consists of uncertain responses of customers is defined and solved. The uncertainty of energy reduction is fully considered in the formulation with data-driven probability distribution modeling and stochastic programming technique. The proposed optimization method that utilizes only the observed load data provides a realistic and applicable solution to a demand response system. The performance of the proposed optimization is verified with real demand response event data in Korea, and the results show increased and stabilized performance from the service provider’s perspective.
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1. Introduction


The concept of demand response (DR), which is one of the most interesting applications in the smart grid, started from a concern with peak reduction [1,2,3]. In the time of energy crisis, customers were requested to reduce their energy consumption for the stability of the whole electricity network, at all cost. However, the focus is now moving towards energy optimization [4]. The energy market is open to demand response service providers (DRSPs). A DRSP declares its demand response capacity, and virtually generates electricity with actual load reduction through its subcontracts with many energy customers, such as factories, schools, and even households. It can actively take part in the energy market, and even bid like a generating company as if it could generate electricity, because, from the point of view of the electricity grid, energy reduction is equal to energy generation [5,6]. Basically, a DRSP gathers energy reduction capacity from customers, and provides this capacity to the energy market.



There are two possible DR models: the incentive-based model and the price-based model [6,7]. In the incentive-based model, also known as the reward-based model, if customers reduce energy consumption, they will be given financial incentives. In the price-based model, the price is controlled to induce customers to decrease demands as occasion arises. For example, demand bidding [8] and capacity market [9] are classified into incentive-based model, while time of use (TOU) [10], critical peak pricing (CPP) [11], and real time pricing (RTP) [12] are classified into price-based model [7]. In this paper, the focus is on the incentive-based model, because it is more common and widespread in the real system. For example, an incentive-based demand response system was already activated in Korea in November 2014. More than 17 DRSPs actively take part in the energy market, and the number is increasing [13].



Figure 1 shows the overall structure of the demand response system that is considered in this paper [5]. As other generator companies do in the market, a DRSP can declare its generation capacity as a virtual generator. From the viewpoint of the energy system, it is assumed that 1 MW electricity generation from a turbine is perfectly equal to 1 MW load reduction from customers, as mentioned above. If a DRSP is qualified to support a certain level of load reduction, it can join the energy generation market, and do whatever a real generator company can do [14]. In a normal day, a DRSP bids in the energy market to produce virtual electricity (②), and, if it wins against other real generating companies (④), it will generate virtual electricity through load reduction and receive rewards (⑤ and ⑥). In an energy crisis, the market operator can request both real and virtual generators to produce more energy without bidding.


Figure 1. The structure of the incentive-based demand response market. A DRSP virtually generates electricity with actual load reduction from its customers. A DRSP makes incentive contracts with its customers to promote load curtailment.
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Figure 1 bottom right shows that there are customers who have made contracts with DRSPs. While generating virtual electricity, the DRSP requests of some of its customers that they reduce energy consumption (ⓐ and ⓑ). If customers are requested to reduce energy consumption, they curtail their consumption (ⓒ). Customers will receive incentive from their DRSP (ⓓ), which can vary, depending on the amount of load reduction and the contract between customers and their DRSP. Since DRSPs do not directly control their customers’ equipment, direct load control schemes, such as under-frequency load-shedding [15], which were usually conducted by the utility, are not included in the incentive-based demand response market.



In the energy market, a DRSP usually declares a target amount of virtual generation. It must choose some of its customers whose total reduction is close to the target amount of virtual generation (ⓐ in Figure 1), and activate them to take part in demand response (ⓑ in Figure 1). Customers also declare the amount of energy reduction that they can provide. Thus, in an ideal condition, the DRSP can easily achieve the target amount of virtual electricity by choosing the proper customers.



However, in reality, the problem is not simple, because the energy reduction of each customer is inherently uncertain. Although each customer declares its reduction capacity, it is not possible for a DRSP to force a customer to reduce its energy consumption by as much as their declared amount. Customers are usually permitted to reduce less energy than they declared, depending on their internal condition. When they do not provide the declared energy reduction, they just receive less incentive. In other words, a customer who achieved a target 1 MW energy reduction one day, might provide 0.8 MW energy reduction next day. The real environment demand response data presented in Section 5 clearly confirm that this uncertainty exists.



Due to the uncertainty of load curtailment, a DRSP cannot predict exactly how much energy reduction its customers will actually provide. Thus, it is also very difficult to choose customers whose total reduction meets the exact target amount of virtual generation. This can cause insufficient or excessive virtual electricity, which is obviously negative to DRSPs. If a DRSP can choose and activate its customers with the knowledge of uncertain responses, it can maximize its profit without the waste of resources.



In an old-fashioned demand response, which was usually conducted by a utility, the amount of reduction in each customer was usually assumed to be empirically well known by an expert demand response operator [16]. However, in practice, this only means that the average reductions of a few cooperative industrial customers are roughly known. The actual load reductions of customers can vary, day-by-day. The assumption of deterministic energy reduction may no longer be valid in the emerging demand response market system, where small commercial buildings and households that may be uncooperative are also included.



The focus of this paper is on the optimization of the customer activation list with the full consideration of the uncertainty in energy reduction of customers. The optimization problem for choosing and activating a subset of customers is formally defined and solved to maximize the DRSP’s profit. In the formulation, the amount of load curtailment from each customer is modeled using a probability distribution, instead of scalar values, such as averages. Past energy reduction data of a customer are utilized to build the probability distribution of load reduction. The uncertainty of customer response is considered using the stochastic programming technique [17] with the Monte Carlo method [18]. Finally, the problem is converted into mixed integer linear programming (MILP) to be efficiently solved. This is an innovative study that considers the uncertainty of incentive-based demand response customers for the optimization of a DRSP.



A few related studies solved similar optimization problems in the demand response application [6,16,19]. However, most of those studies assumed that the customers could provide a fixed amount of energy reduction every day, which is certainly unrealistic. In contrast, the proposed approach models and reflects the uncertainty of customers, and as a result, more reliable total energy reduction can be provided. For the prediction of each customer’s response, previous studies usually have built a detailed internal model of each customer [20,21,22,23]. For example, power storage device was modeled [20,21], air-conditioning system was modeled [22], and smart appliances were also modeled [23]. However, this is unrealistic to DRSP, because it requires a lot of information on each customer, and there are a very large number of customers. In reality, DRSPs need to optimize their strategies without detailed investigation of their customers. That is why a data-driven approach is adopted in the proposed approach. In this paper, only the observed energy consumption data are utilized, without any other details of each customer.



The performance of the proposed optimization is verified with real demand response data in Korea, unlike other studies, which were mostly based on simulated data. The result shows that the proposed optimization can achieve significant profit improvement in a real incentive-based demand response market, with very high prediction accuracy and high stability, compared to the other baselines.



The remainder of this paper is structured as follows. Section 2 summarizes the related articles. Section 3 introduces the mechanism of rewards and incentives in the incentive-based demand response market, in order to provide background knowledge of the system of concern. Section 4 provides details of the uncertainty-considered problem formulation, and the optimization of customer selection, using a data-driven approach. Section 5 verifies the performance of the proposed method with real data. Section 6 concludes the paper.




2. Related Works


Most of the literature regarding optimization of an incentive-based demand response system focuses on the modeling of the system. The concept of demand response exchange (DRX), which is similar to DRSP, has already been considered [6], and complicated parameters, such as customer operation, electric vehicle load, and distributed generation, as well as parameters related to the core of demand response, were included in the modeling [19]. A retail electricity provider that includes demand response concept is also modeled in detail [16]. However, these papers did not consider the uncertainty of customer responses, which is the main focus of this research. Regarding the price-based demand response system, price-responsiveness has been extensively studied for setting optimal price strategy. In the literature, customers’ preferences on price are generally modeled [24], household’s utility function is modeled [25], and time-utility model is introduced to simulate price elastic behaviors of aggregated load [26]. Optimization of price settlement based on iterative information exchange is also proposed [27] and a special effect called rebound-peak is also considered [28]. The modeling is usually more complex in this type of system, because it simultaneously contains price and its response. Although price-responsiveness is a very important topic in the demand response domain, it is not directly related to our research, because the focus of this work is on an incentive-based system.



Uncertainty in energy systems has been considered in the literature in many applications [29], and it has been well reviewed [30]. Although many research efforts exist on the uncertainty concept of an energy system, the uncertainty considered is related to the operation of each application system, such as renewables or electric vehicles. The literature does not cover the uncertainty of incentive-based demand response well.



Apart from the optimization of a DRSP, scheduling of energy consumption in a single customer with its modeling has been extensively studied. Usually, the optimization target was the minimization of the energy bills of customers [31,32,33]. Power storage devices were considered in extension of the ordinary demand response [20,21], and user inconvenience was also considered [32]. In the modeling of smart appliances, uncertainty was also included [23]. However, these studies focused on the efficiency of a single customer, and did not consider a DRSP as an optimization target. Hussain’s recent work reviewed many other related research efforts in this area of optimizing schedules for a specific customer [34].



A game theoretic approach that considers interaction between customers was also proposed. It calculates the optimized response schedule for each customer with Nash equilibrium [35]. However, this type of research is different from our DRSP system, because their goal is to optimize the system on both sides, i.e., the DRSP’s side and the customers’ side; and it also assumes customers’ modeling with more information. In contrast, in this paper, the focus is on the optimization inside a DRSP, and a data-driven approach that uses only energy reduction data from customers is applied.



Because we start from energy data in the real environment, data-driven machine learning approaches to related energy applications are also mentioned here, even though they are not directly related to demand response application. The most traditional and related research to demand response is short term load forecasting. Various mechanisms and machine learning techniques have been applied and summarized in the literature [36]. Although the prediction of load is surely one of the key technologies, it is not closely related to our scope, because the focus is not on the consumption of energy for a normal day, but on the reduction of energy for a DR event day. The clustering of electricity customers is also considered a serious issue in many studies that consider energy consumption and demand response. Although the clustering can be a pre-stage for demand response applications [37,38], it is also not closely related to our research, because at this time, no clustering mechanism is considered.



Calculation of the customer baseline load (CBL) is another important issue, because energy reduction is measured based on the CBL. The amount of energy reduction by a customer is defined as the difference between the customer baseline load, and the real energy consumption on the event day. The customer baseline load is usually determined by averaging the energy consumption of the past five or ten days [5]. Therefore, some research efforts focus on the precise estimation method of CBL [39,40]. In our research, the most recent energy consumption data on normal days is chosen as a CBL, because our work is not related to precise CBL estimation, but is related to the amount of energy reduction.




3. Structure of the Incentive-Based Demand Response Market


This section describes the overall structure of the incentive-based demand response market, in order to help readers understand the incentive-based demand response system.



Similar to other generating companies, a DRSP receives reward from the market when it generates virtual electricity. However, the reward is somewhat different from that of ordinary generating companies. Figure 2 shows an example of a reward function. A DRSP promises to reduce the energy by as much as C, the reduction capacity. The DRSP will receive a unit price for every kWh that it generates, but should pay serious penalties if it provides less energy reduction than the predetermined amount ([image: ]), which is a little bit smaller than C. In Korea, the penalty is at least twice as much as the unit price given to a DRSP, because insufficient virtual generation is considered to be a very serious protocol violation in the electricity system. Assume that the price of 1 kWh virtual generation is $0.1 and the threshold ([image: ]) is 97% of declared capacity. If a DRSP declares 100 kWh of energy reduction and it provides 100 kWh reduction, it will receive $10 for the virtual generation. However, if it reduces 80 kWh, only $4.6 will be given to the DRSP, because the energy reduction is less than the threshold (97 kWh) and 17 kWh of insufficient energy reduction will cause at least $3.4 of penalty to the DRSP. This penalty will be subtracted from $8 and the final reward will be $4.6. If the amount of reduction is less than 64.66 kWh, the calculated reward will be $0 because of serious penalty. On the other hand, a DRSP does not receive any additional reward, even if it reduces more than another predetermined level of energy reduction ([image: ]) that is larger than C. This is because the energy market and the energy network cannot accept unlimited virtual electricity generation. Therefore, the slope of the overall reward function changes at these two threshold points, as shown in Figure 2. This reward function is reasonable, because it is hard to exactly reduce consumption by as much as the declared capacity, due to the non-determinability of virtual generation. Although Figure 2 may not thoroughly present every small complicated detail of the real reward function, the shape of the reward function is practical, and exactly reflects the real reward function in Korea.


Figure 2. Reward function of a DRSP. A DRSP declares its capacity (C). A DRSP must pay a penalty if it does not reach its predetermined threshold ([image: ], 0.97 × C in Korea). The reward will be given only until energy reduction reaches the predetermined threshold ([image: ], 1.2 × C in Korea).
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Unlike real generating companies, a DRSP must pay incentives to their customers to promote their participation in demand response events. The amount of incentives to each customer is up to the contract between the DRSP and its customer. The incentive contract is fixed when a customer agrees to join a DRSP. Figure 3 shows some possible examples of incentive contracts. In a DRSP, different incentive contracts can be applied to different customers. Figure 3a shows the most widely acceptable contract, which provides a linear incentive to energy reduction [16]. Figure 3a is simple, and very advantageous to customers. Figure 3b is another popular incentive contract under which a customer receives incentives only when it provides a predefined energy reduction [41]. Furthermore, an upper bound of the incentive also exists in this contract. It is relatively beneficial to a DRSP, because it tends to force the customer to provide its declared capacity. Other imaginary types of incentive contracts, as shown in Figure 3c,d, are also possible. These figures are presented to show that there is no limitation on the incentive contract between a customer and a DRSP. Although the exact types of incentive contracts are internal and confidential information of a DRSP, Types (a) and (b) are the most widely accepted incentive contract functions in Korea. To gather many customers, the incentive contract should be beneficial to customers and Type (a) will be more popular in the future.


Figure 3. Example incentive functions for customers. Multiple scenarios are possible, such as: (a) linear; (b) guaranteed reduction and upper bound on incentive; (c) upper bound on incentive; and (d) quadratic incentive. Each customer may have a different incentive function, according to its individual contract.
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In Figure 2 and Figure 3, it is obvious that somehow a DRSP must optimize energy reduction. If a DRSP fails to provide sufficient reduction on the request, the penalty will be catastrophic. If it provides too much reduction, the incentives given to its customers will increase, and its profit will decrease. Therefore, the problem of a DRSP in these circumstances is to precisely predict the energy reduction of each customer on an event day, and to determine the optimized participation list of its customers, so that the total energy reduction maximizes the profit. The essential part of this process is how to solve the customer selection problem, considering the uncertainty in energy reduction of each customer, as mentioned in Section 1.




4. Optimization of Customer Selection with the Uncertain Responses of Customers


4.1. Problem Definition


The goal of a DRSP is to find the optimal selection of customers that maximizes the profit of the DRSP. The profit is simply calculated by subtracting the incentives from the reward. Therefore, the problem is defined as in Equation (1):


[image: ]



(1)




where [image: ] is the amount of energy reduction that customer i will provide; [image: ] is the 1 or 0 binary decision variable that denotes inclusion or exclusion of customer i in the participation list; N is the number of customers; [image: ] is the function shown in Figure 2; [image: ] is one of the incentive functions shown in Figure 3; and Ccritical is a constant.



The goal is similar to Parvania’s work [19], except that, in our work, customer responses are uncertain variables. Furthermore, the reward and incentive function is not necessarily linear in our work. The constraint in Equation (1) is related to the license revoking condition, because the license to join the energy market may be revoked if the service provider does not provide a pre-defined threshold capacity, which is 70% of the declared one in Korea. Although the equation seems relatively simple, it contains the core of demand response, and perfectly fits the currently running electricity generation market presented in Section 3, in which a DSRP is considered to be a virtual generating company. If a DRSP physically owns distributed generations (DG) and energy storage systems (ESS), the formulation of the problem will be more complicated with related parameters. If a DRSP serves as both virtual generating company and retail electricity provider, the modeling of the problem is also more complicated because it has to simultaneously generate and consume electricity. However, in this paper, the focus is not on the modeling of various additional considerable parameters, but on the inclusion of uncertainty in the energy reduction of the customer. In the explained incentive-based demand response market, a DRSP only serves as a virtual generating company with its customers. If necessary, other parameters, such as DG, ESS, and time, can be integrated into the proposed formulation without much effort, because they are already well designed in the previous works [6,16,19].




4.2. Problem Solving with Stochastic Programming


Because the amount of energy reduction is variable in Equation (1), stochastic programming must be considered to find an optimal solution. The solution is converted to fixed deterministic form using the Monte Carlo method [18]. In other words, K scenarios are generated and the average profit of those scenarios is calculated. In each scenario, instantiation of variables is necessary. In our work, this is conducted according to the data-driven prediction method, which is based on probability distribution. The prediction method is described in detail in the following subsection. In the current subsection, it is just assumed that a data-driven method can generate a sample every time. The converted equation is presented in Equation (2). The amount of energy reduction, [image: ], is now converted to a constant, [image: ], where j represents each scenario, and K is the number of total scenarios. At this stage, the latter part of Equation (2) (the sum of all incentives) is considered to be linear, regardless of the real shape of the incentive functions, because the only remaining variable, [image: ], is a 1 or 0 binary variable, which can be placed outside of the incentive function:


[image: ]



(2)







However, the first part ([image: ]) of Equation (2) still includes a nonlinear part, which makes optimization difficult. At this step, it is assumed that the reward function is linear in every interval, as shown in Figure 2. This assumption is reasonable, because an equal unit price is usually applied to electricity. Even if it is not linear, it can still be solved with more complex programming technique. This is further mentioned at the end of this section. With this simple assumption, Equation (2) can be rewritten as Equation (3) by adding the continuous non-negative variables y and z. In the literature, the knapsack problem [42] with unlimited boundary was solved by adding a single continuous variable [43], and this concept is applied to our problem, in order to make the equation linear. In our problem, 2K continuous variables are added, instead of one variable, because K scenarios are included in the calculation.


[image: ]



(3)







[image: ] represents a linear function in the first interval in Figure 2, and [image: ] and [image: ] are breaking points that are also presented in Figure 2. [image: ] and [image: ] are non-negative constant values that are calculated as the difference between slopes in Figure 2. When [image: ] is smaller than [image: ], [image: ] and [image: ] are both going to be 0. When [image: ] exceeds [image: ], [image: ] will have a certain value according to the second and third constraints, and [image: ] plays a role in the optimization. If [image: ] exceeds [image: ], [image: ] will also play the role of maximizing the object function according to the second and the last constraints.



As a result, it is perfectly in the form of mixed integer linear programming with N binary variables, [image: ]s, 2K continuous variables, [image: ]s and [image: ]s, and 5K constraints (the conditions of Equation (3)). Any commercial or academic mixed integer linear programming algorithm can be utilized to find the solution.



By applying the proposed optimization method, highly unpredictable or unreliable customers will be excluded from the participation list. For example, a customer who provides zero energy reduction one day and 100% energy reduction the next day will be excluded, because the inclusion of such customers easily causes insufficient or excessive reduction, both of which reduce the total profit.



In the proposed optimization, the optimal solution cannot be guaranteed, because integer programming is a nondeterministic polynomial (NP) time hard problem. However, MILP has many fast and efficient algorithms in the literature that find the near optimal point. Without any limitation on the form of the reward function, the problem in most cases can be reduced to mixed integer quadratic programming (MIQP), or at least can be reduced to mixed integer nonlinear programming (MINLP). The problem can still be solved with related approximation algorithms, even though it may take much longer, and provide more inaccurate performance than MILP. Usually the equation will be linear, because a DRSP is rewarded with equal unit price.



As with any problem that employs a data-driven approach, an over-fitting problem can also arise in our proposed optimization. In data-driven approaches, the system is optimized based on the training data (past data), but the result is evaluated based on the test data (future data). The difference between the training data and the test data will give rise to an over-fitting problem: that if our system is over-optimized with respect to the training data, the performance of the optimization may degrade. In our work, this over-fitting problem is alleviated with the early stopping in the optimization process. Section 5 discusses the effect of over-fitting, with experimental results.




4.3. Prediction of Energy Reduction for Each Customer


This subsection describes the prediction method of each customer’s response. Customers’ energy reduction data from past experience are used, because a DRSP can obviously acquire them, although the number of event days may not be large enough. Only these data are directly utilized in the prediction.



To predict the amount of energy reduction of each customer, it is proposed to estimate the probability distribution of each customer’s energy reduction. The reason why we choose to predict energy reduction in the form of a probability distribution is that the probability distribution inherently provides information of uncertainty. Furthermore, it is certain that a set of the reduction history of each customer can build a probability distribution, even though the shape is not known. With this assumption, each customer is considered to reduce its energy consumption according to the distribution, such as Gaussian, Gaussian mixture model [44], categorical distribution [45], or any other distribution. The distribution parameters can be estimated using only observed samples. Of course, in our case, the amounts of energy reductions in past event days are observed samples. No internal information of customers is required at all, and any type of customer, such as a small building or household, can be modeled. Furthermore, the modeling of probability distribution is perfectly applicable to the problem defined in the previous subsection, because in probability distribution, sampling with uncertainty is natural. It may seem that the prediction of future from past data is relatively simpler than modeling the internal behavior or each customer. However, it needs no information, and no complicated assumptions.



Three distributions are considered in the prediction of customers’ responses, which are the Gaussian, Gaussian mixture, and categorical distributions. First, the Gaussian distribution is one of the simplest and most well-known probability distributions. Although it is a very effective and attractive way of modeling data, it may not be appropriate in our case. According to our analysis of customers’ response, only some of the energy reduction histories of the customers are similar to the Gaussian distribution. In our real data from Korea, only 37.8% of customers passed the Shapiro–Wilk normality test [46] with the data of 13 event days. This means that most customers do not follow Gaussian distribution. The reason is that energy reduction is highly dependent on each customer’s circumstance. The manager of a factory may decide to turn off most of its load on one day, but can decide not to turn off any of its load on the next day, because of its production schedule, etc. In fact, this case is similar to a multimodal distribution. The Gaussian mixture model (GMM) is considered for this kind of multimodal distribution, because it provides the ability to model multiple peaks in its distribution. If a factory manager has three strategies (all, some, and none), a mixture of three Gaussian distributions can model the result well. In the experimental section, GMM is configured to a mixture of three Gaussian distributions. Third, categorical distribution is also considered in our work. With categorical distribution, each past reduction datum from a customer has equal probability of being selected in the future; and, if it is selected, it provides the exact same energy reduction of that selected day. This categorical distribution is acceptable, especially if the past reduction data are not enough to estimate the parameters of a certain distribution model.





5. Experiment


5.1. Data Set and Experimental Setup


The data used in this paper are real demand response results in 2011, in Korea. There are 13 event days. Although the number of data may be considered insufficient compared to the usual data size for a data-driven method, this is inevitable, because demand response itself is an unusual situation. The customers were required to reduce energy consumption from 10:00 to 11:30 in the morning. In 2011, there was no demand response market available, and the only goal was to reduce nation-wide energy consumption. Even though the data are not based on the assumption of DRSPs, they reflect the responses of actual customers, and can show the optimization possibility. Unlike other studies that focus on a specific type of customers, the customers in this research consist of 307 various sites, such as schools, shopping centers, and factories. This is because demand response can be applied to any kind of customer. At least in Korea, the type of customer is no longer a concern if a DRSP can provide minimum reduction capacity. For simplicity, the incentive functions are assumed to be linear and identical for all customers. The declared DR capacity (C in Figure 2) is set to 83% of the average reduction in our experiment. This means that the total average reduction is set to the saturation point in the reward function. This is a reasonable scenario from the fact that a DRSP always declares a smaller capacity than the average achievable capacity, because the amount of energy reduction is not at all guaranteed. The price of electricity is set to the default value of the Korea energy market.



Regarding the optimizer, Gurobi optimizer [47] with its default branch-and-bound method, which can solve MILP effectively, is utilized. The branch-and-bound method builds the tree of candidate solutions and estimates the upper and the lower bounds on the solution. While traversing the tree of candidate solutions, it prunes some of the branches based on the estimated upper and lower bounds [48]. An MILP problem, with 307 binary variables, 1000 continuous variables, and 2500 constraints (K = 500), was solved in a few seconds with this method. The presented result is the average of 10 independent trials, because the optimization itself is not deterministic. At each trial, the participation list is optimized with some training event days, and the real profit is calculated using the remaining test event days, according to the participation list generated by the optimization. Unless the number of training days is mentioned in the experiment, the first eight days of data are used as training data, and the remaining five days of data are used as test data.




5.2. Experimental Results


Firstly, the characteristics of customers are discussed. A customer is presented as a circle in Figure 4. The X-axis represents the training-day energy reduction ratio, which is defined as the consumption reduction divided by the maximum possible reduction. For example, if a customer usually consumes 10 kWh, and on the event day it consumed 8 kWh, the reduction ratio is 0.2. The Y-axis represents the test-day energy reduction ratio. The sizes of circles are absolute values of average consumption. In Figure 4, it is certain that past experience provides reasonable prediction of the future, because most of the circles are located on the diagonal line. Of course, there are customers who show different patterns between the training data and test data.


Figure 4. Distribution of the average energy reduction ratio of 307 customers. The average reduction ratio of the training data shows a similar result to that of the test data. This means that the past reduction ratio can be used to predict a future reduction ratio. The absolute value of possible reduction is represented by its radius.
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Figure 5 shows the daily energy reduction ratio of a customer to provide insight into the detail of its individual response. The customer’s reduction pattern dramatically varies day-by-day as mentioned in Section 1. This customer reduced only 10% of its load on Day 2, and reduced 90% of its load on Day 12. From the result, there is no doubt that the distribution of each individual’s energy reduction may not be simple, and, in reality, some customers provide very uncertain energy reductions.


Figure 5. Distribution of the energy reduction ratio of a customer. The energy reduction is highly dependent on the decision of the site operator. In this case, the distribution is close to bimodal distribution, rather than Gaussian distribution.
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Before the performance of our proposed method is compared to those of other baselines, two preliminary tests are conducted to determine the two parameters that were mentioned earlier: the optimization stop condition for the prevention of over-fitting, and the number of scenarios in stochastic programming. These preliminary tests of the proposed optimization are conducted with the assumption of the categorical distribution of customers’ responses.



First, Figure 6 shows the necessity of setting a stop condition in the proposed MILP optimization due to over-fitting. Unlike normal optimization, an over-fitting problem may arise in the proposed solution, because optimization will find the best solution for training data that do not show equal distribution to the test data. With setting some gap in the stop condition, MILP will stop when the difference ratio between the expected optimal value and the current objective value is smaller than a designated gap. This simple step will provide generalization ability in the data-driven approach, and prevent the model from over-fitting to training data. Figure 6 shows that the average profit of the proposed method without a stop condition is degraded against that with a stop condition, even though the predicted profit, which is equal to the objective of optimization, is maximized without a stop condition. It is certain that a 2% solution gap in the stop condition of the optimizer is sufficient to provide generalization ability in our data. The error bars in Figure 6 show the maximum profit and minimum profit on five test data, and they also show reasonable results with 2% or more gaps.


Figure 6. Average profit of the proposed method with different stop conditions. The number of simulations (K) is fixed to 250. The perfect optimum point does not provide the best result in real test data, because of the over-fitting problem. A 2% gap in the stop condition can provide a better result, providing generalization ability in data driven methods. KRW refers to the currency of Korea (Korean Won).
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Second, Figure 7 shows the effect of the number of scenarios (K). To cover all the possibilities with eight training days and 307 customers, 8307 scenarios are necessary, which is not feasible. If the number of scenarios is too small, the optimization will provide an inaccurate result; and if it is too large, it will cause too many variables and constraints in the modeling, because the proposed equation needs 2K continuous variables and 5K constraints. With our data, 50 or 100 scenarios are not enough to provide a stable result, because the difference between the predicted profit and the real test profit is large, and the max-min fluctuation of the real profit presented by the error bar is also large. The cases with more than 150 scenarios provide more stable and improved results in most cases. Although there are mechanisms to make efficient scenarios in stochastic programming [29,49,50], such programming is not considered here, because the random samples are enough to provide effective results with our data.


Figure 7. Average profit of the proposed method with different numbers of samples. The stop condition is fixed to 2%. A larger number of samples tend to provide more stable results. KRW refers to the currency of Korea (Korean Won).
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Finally, Figure 8, Figure 9 and Figure 10 compare the performance of the proposed optimization to other baselines. The first baseline method is “all-inclusive”, where event signals are sent to all the customers. Another baseline is “sorting-selective”, in which event signals are sent to some customers based on their total energy consumption. The customers are sorted by their average energy reduction in descending order, and they are chosen one-by-one, until the expected profit of DRSP is maximized with a greedy approach. The third baseline is “average-optimization”. In this method, the average reduction in the training data of each customer is treated as the prediction of future reduction, and the profit is optimized with integer programming. In other words, in this baseline, the uncertainty of customers is not included, to show the necessity of uncertainty information, in comparison to the proposed optimization method. The results of the proposed method are presented each with its assumed probability distribution (Gaussian, GMM, and categorical). The X-axis represents the number of consecutive training days used in the experiment. The proposed optimization in Figure 8, Figure 9 and Figure 10 employed K = 250 and gap = 2%.


Figure 8. Profit comparison of the proposed optimization. The real average profit of the proposed method is larger than those of all the other baselines.
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Figure 9. Profit prediction error comparison. The proposed method with categorical distribution provides very low profit prediction error.
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Figure 10. Comparison of critical spread of average profit. The proposed method with categorical distribution provides very low error, and very high stability.
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The average profits of the proposed optimization clearly show improved results on the test data compared with all of the other baselines in Figure 8. The exception happens only when the number of training data is smaller than four days; the sorting-selective scenario provides a slightly higher result in these cases. This is because the trained model may not be correct, due to a lack of training data. If the number of training data is larger than four days, there is no doubt that the proposed methods improve the results.



Selecting the probability distribution of energy reduction is also an important step in the proposed optimization. Among Gaussian, GMM, and categorical distribution, categorical distribution shows the best performance. The reasonable explanation is that the Gaussian and GMM may not be applicable to all of the customers. Some of them may even follow a uniform distribution, or any other unknown distribution. As mentioned above, only 37.8% of our customers passed the Shapiro–Wilk normality test [46]. However, categorical distribution can model the unknown probability distribution well, because it uses only observed value, without any assumption of the shape of distribution. Another reason can be the lack of training data. Although estimating probability distribution needs many data samples, demand response itself is an event that rarely happens, which cannot provide many training data. Categorical distribution can be better, because it does not estimate distribution, but directly uses historical energy reduction data.



The overall average profit improvement of “categorical-proposed” is 3.2% compared to “all-inclusive”, 1.4% compared to “sorting-selective”, and 5.6% compared to “average-optimization”, respectively. With five or more training days that imply acceptable training data size, profit improvement is more amplified. This profit improvement is significant, and it will also be amplified if the declared capacity is not carefully selected by the expert. Furthermore, the improvement will be even more amplified in the future, because many unreliable small customers, such as small offices or commercial buildings, tend to be included in the demand response customers.



Figure 9 shows the prediction error of various methods. The prediction error is the difference between the predicted profit and the real profit. We present the mean absolute percentage error (MAPE) of profit predictions in Figure 9. The predicted profit calculated in the optimization process is inherently different from the real profit and the difference between these two should be minimized in order to help a DRSP decide its strategy. The proposed optimization clearly provides smaller error than all the other baseline cases. In particular, the proposed method with categorical distribution shows the smallest average error among all the other methods. The overall average of MAPE in the proposed optimization is minimized to 1.2% with categorical distribution. The three other baseline methods’ prediction errors are 2.3%, 4.0%, and 7.3%, respectively. It is certain that a small prediction error is also essential in the decision process of a DRSP. With the result of 5–8 training days, which means reasonable splits of training and test data, the prediction error in the proposed optimization with categorical distribution will be decreased to 0.8%.



Figure 10 shows the critical spread, which is defined as the difference of maximum profit and minimum profit divided by the average profit in the test result. This is presented, because it can reveal the worst case error of the experiment. Similar to Figure 8 and Figure 9, the proposed optimization with categorical distribution shows very low value. This means that the proposed method with categorical optimization provides extremely stable results. The overall average of critical spread in the proposed optimization with categorical distribution is 4.5%. The three other baseline methods’ critical spreads are 7.0%, 9.3%, and 18.6%, respectively. With the result of 5–8 training days, the critical spread in the proposed optimization will be decreased to 3.2%.



The results clearly show that the proposed data-driven optimization provides improved performance in all aspects such as acquired profit, prediction accuracy, and stability that are essential to DRSPs in the real incentive-based demand response systems.





6. Conclusions


The concept of peak reduction in demand response has been extended to virtual generators that are identical to real generators. In this circumstance, optimization of the demand response is essential for effective energy reduction. The energy reduction of customers must be predicted and optimized for maximum efficiency.



We formally defined and solved the customer selection problem of a DRSP that includes the unreliability of energy reduction. The uncertainty is considered with the modeling of probability distribution, and the problem was converted to MILP, with an assumption that was relatively easy to solve. The experimental results showed that the proposed optimization with the assumption of categorical distribution provided improved performance, in terms of profit, predictability, and stability.



Although the proposed optimization focused on the customer selection problem, many other decision parameters, such as the shape of incentive functions and the amount of declared capacity, can also be easily included in the optimization framework. In conclusion, it is certain that the proposed optimization framework can be treated as a turning point for DRSPs: from a speculative decision of strategy, to a mathematically informed one.
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