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Abstract

:

We use the S&P 500 to investigate whether companies with a good ESG score benefit from a lower cost of capital. Using Bloomberg’s financial data and MSCI’s ESG score for 498 companies, we calculated the measures of descriptive statistics, finding that companies with better ESG ratings enjoy both a lower cost of equity and a lower cost of debt. However, their WACC shows no improvement with a higher ESG score. Companies with a poor ESG rating have a lower WACC due to the higher proportion of debt capital, coupled with a higher cost of debt, compared to the cost of equity capital. Calculating the Pearson correlation coefficient, we found a slightly negative linear relationship between the ESG score and the beta factor, and between the ESG score and the cost of debt. No linear relationship was found between the WACC and the ESG score. Finally, linear regression analysis shows a negative and significant effect of the ESG score on the root beta factor. This research indicates that companies with better ESG scores benefit from lower cost of equity and debt. Our results may encourage companies to operate more sustainably to reduce their cost of capital.
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1. Introduction


The Global Risks Report 2022, published by the World Economic Forum in 2022, makes it clear that in the long term, environmental risks pose the greatest threat to people and the environment today. This finding means that sustainability issues could become increasingly relevant in the future. Consequently, companies that do not operate sustainably will suffer disadvantages. The first signs of this can already be seen in the capital market. Some large, institutional investors already prefer to invest in companies that act sustainably and fulfill certain ESG criteria (PricewaterhouseCoopers International 2022). According to Bloomberg Intelligence (2021), ESG assets were able to generate an annual increase in volume of 30% in the period from 2016 to 2020. These assets are forecast to grow 15% annually in the future, meaning that USD 53 trillion is expected to be invested in ESG assets by 2025. From a capital market perspective, the relationship between a firm’s ESG assets and its cost of capital plays an important role. Cost of capital is used in determining the value of any asset, including the value of a company. If sustainable companies face lower ESG risk, they should benefit from lower capital costs, which in turn has a positive impact on cash flow and company value.




2. Literature Review and Research Question Development


2.1. Defining Corporate Social Responsibility


The Green Paper of the Commission of the European Communities states that Corporate Social Responsibility (CSR) can play an important role for companies in their scope of trade (Europäische Kommission 2001). CSR is a broad term open to interpretation. For example, additional contributions by companies that make a positive contribution to society are already perceived as social responsibility (Lin-Hi and Müller 2013). Dahlsrud’s (2008) research shows that the term CSR is characterized by 37 different definitions and is often qualified by corporations as their first step in taking social responsibility. He also points out that many companies today use the term CSR simply to draw attention to themselves in a positive way.



The term ESG was created when Kofi Annan as secretary of the United Nations in 2004 asked 20 financial institutions to collaborate with the United Nations and the International Finance Corporation in identifying ways to integrate environmental, social, and governance (ESG) concerns into capital markets. The resulting 2004 United Nations Global Impact Report titled “Who Cares Wins” introduced the term ESG and its corresponding criteria for the first time.



Environmental concerns relate to environmental pollution, greenhouse gas emissions, and energy efficiency (United Nations 2004). Social concerns include workplace safety and respect for human rights. Governance, on the other hand, focuses on corporate values and processes that serve to manage them.



Daugaard and Ding (2022) clarify that ESG ratings open up the possibility of making company efforts measurable, while also considering the issues of sustainability and social impact. When “Who Cares Wins” was published in 2004, the aim was to promote sustainability by making it measurable. Since then, analysts have been asked to include ESG factors in their research and to integrate ESG into their valuation models. Investors have been encouraged to demand ESG criteria so that sustainable companies can be identified and rewarded (United Nations 2004).



However, we must differentiate between companies which operate in non-democratic and democratic states. For companies which operate in non-democratic states, ESG/CSR can be seen as formal aspects, which may not be implemented as specific corporate behavior, while in democratic countries, it acts like given constraints instead of initiatives.




2.2. Impact of CSR/ESG on the Cost of Equity


Numerous studies in recent years have looked at the impact of CSR on the cost of equity. However, little research has been conducted into the specific effects of ESG ratings on the cost of equity. Dhaliwal et al. (2011) did investigate the effect of publicizing CSR activities on the cost of equity; they found that firms reporting a high cost of equity in the previous year tended to start publishing CSR activities in the following year, seeking an increase in their level of social responsibility and a reduction in their cost of equity. Similar results were found by Chouaibi et al. (2021), who analyzed 154 French companies to demonstrate that CSR activities led to a reduction in the cost of equity. In contrast, Richardson and Welker (2001) found that companies with a social agenda were characterized by a higher cost of equity. Dahiya and Singh (2021) also found an increase in the cost of equity when CSR activities were disclosed, although their finding is limited to Indian manufacturing firms. The analysis of Chen et al. (2023), using Chinese firms from 2010 to 2020, shows that higher ESG ratings reduced the cost of equity. Similar results are also provided by Gonçalves et al. (2022), who found a lower cost of equity for STOXX Europe 600 companies (from 2002 to 2018) with higher ESG scores. Bellavite Pellegrini et al. (2019) analyzed the effect of the ESG score on the return on assets and the cost of equity over the years from 2002 to 2018 with 182 public firms in form of panel data. They discovered that the cost of equity is reduced if the sustainable performance improves. In addition, a fixed-effect regression model with control variables was used to show the lower cost of equity in the form of 134 bps for an ESG score increase of 10%.



Our review indicates that research into the impact of CSR on the cost of equity has not reached a definitive conclusion. The impact of ESG ratings on the cost of equity has been studied in Chinese and European companies, but no study has investigated the U.S. market. We therefore formulate the following research questions:




	
Research Question 1: what do descriptive statistics reveal about the impact of ESG ratings on the cost of equity for companies in the S&P 500?



	
Research Question 2: what does linear regression analysis reveal about the impact of ESG ratings on the cost of equity for companies in the S&P 500?









2.3. Impact of CSR/ESG on the Cost of Debt


If sustainability reduces the default risk of loans, sustainable firms should benefit from the lower cost of debt. This relationship appears in the results from Raimo et al. (2021), who analyzed 919 companies from 2010 to 2019 and found evidence that ESG disclosure reduces cost of debt. They show that companies that provide their ESG information transparently have benefitted from better terms in debt financing. Arora and Sharma (2022) conducted a regression analysis on the NIFTY 500 and found lower costs of debt followed higher ESG scores. In contrast, Gigante and Manglaviti (2022), studying European industrial and service companies, did not find any statistically significant relationship between cost of debt and ESG score over the period from 2018 to 2020. However, Goss and Roberts (2011) conducted a regression analysis on 3996 American companies to investigate the relationship between CSR and cost of debt in the period of 1991–2006; they demonstrated that companies lacking CSR paid from 7 to 18 basis points more in cost of debt.



These studies show that companies with good CSR benefit from a lower cost of debt, but there are mixed results on the impact of ESG ratings on the cost of debt. At this point, however, such comparisons are tentative at best, as results are limited to those from Indian and European industrial and service companies. What is missing is an S&P 500 analysis, and so we formulate the following research questions:




	
Research Question 3: what do descriptive statistics reveal about the impact of ESG ratings on the cost of debt of companies in the S&P 500?



	
Research Question 4: what does regression analysis reveal about the impact of ESG ratings on the cost of debt of the companies in the S&P 500?









2.4. Impact of CSR/ESG on the Weighted Average Cost of Capital


Little research has been conducted into the impact of a firm’s commitment to sustainability on its weighted average cost of capital (WACC). Chen et al. (2021) have shown that the amount of ESG information has a positive correlation with WACC and with ESG rating. The empirical study by Wong et al. (2021) demonstrates using a sample of Malaysian companies that the introduction of an ESG rating led to an increase in the company value (Tobin’s Q) by 31.9% and at the same time to a reduction in the cost of capital by 1.2%. The relationship between ESG disclosure score and WACC is analyzed by Johnson (2020), who found an inverse relationship between the ESG disclosure score and the WACC for 68 South African firms operating from 2011 to 2018 in the consumer services and consumer goods sectors. In addition, she found a positive regression coefficient for the industrial sector. Khanchel and Lassoued (2022) have found that CSR disclosure has a different effect on each dimension on the cost of capital. Furthermore, over time, the reaction to CSR disclosure changed while the social dimension can be seen as the most essential. By contrast, the analysis does not show a major effect for environmental disclosure and a negative effect of governance disclosure.



Furthermore, Atan et al. (2018) conducted a regression analysis to investigate the impact of ESG rating on the WACC of 54 Malaysian firms over the period from 2010 to 2013. However, they show that ESG components individually do not have a significant impact on WACC.



Based on the current research findings, there is no consistent result of the impact of CSR or ESG on WACC. Moreover, the previous findings are based on studies of Malaysian or South African firms and are limited to the range of companies and reporting periods. In addition, little attention has been paid to the calculation of descriptive statistics ratios, which is why we formulate the following research questions:




	
Research Question 5: what do descriptive statistics report about the impact of ESG ratings on the WACC of the companies in the S&P 500?



	
Research Question 6: what does regression analysis report about the impact of ESG ratings on the WACC of the companies in the S&P 500?










3. Data and Methods


3.1. Data


Our analysis used financial data from Bloomberg and ESG data from MSCI, two vendors selected to ensure the highest possible quality of data. The data were downloaded on 24 November 2022. Data of a specific date were deliberately chosen because in most cases, the ESG rating does not change over time for the company. Downloaded data included the ESG rating (AAA-CCC) and score (0–10) from MSCI, and cost of debt, cost of equity, WACC, beta factor, and equity and debt weight from Bloomberg. We cleaned the data by removing the double-listed companies and erroneous data. Overall, 99% of the original data were preserved.



Figure 1 provides an overview of the distribution of companies sampled, showing the number of ESG ratings assigned to each of the AAA, AA, A, BBB, BB, B, and CCC categories for the eleven sectors of the S&P 500 included in our analysis.




3.2. Methods


We analyzed the data in three steps. First, we classified the data into MSCI’s designated categories of Leader (AAA-AA), Average (A-BB), and Laggard (B-CCC). We then calculated key descriptive statistics, including the position parameters minimum, first quartile, median, third quartile, maximum, mean, and standard deviation within the individual categories. Since the comparability of the absolute standard deviation is not possible with different mean values, we used the coefficient of variation, which represents the relative deviation from the mean value and is calculated by dividing the standard deviation by the corresponding mean value. We calculated skewness and excess to further analyze the distribution of the data. By comparing the ratios of descriptive statistics, we may be able to find initial differences within the categories (Leader, Average, and Laggard). For the further steps in our analysis, we made no classification into the MSCI categories, since such classification is only useful for the ratios of the descriptive statistics.



In the second step of our analysis, we used Pearson’s correlation coefficient (Rxy) to test linear relationships between the ESG score and the cost of equity, between the ESG score and the cost of debt, and between the ESG score and the WACC. The formula is


   R  x y   =    σ  x y      σ x  ·  σ y     



(1)







   σ  x y     = covariance (  x y  );    σ x    = standard deviation ( x );    σ y    = standard deviation ( y ).


   σ  x y   =  1 n    ∑   t = 1  n  (  x t  −  x ¯  )  (   y t  −  y ¯   )   



(2)







 n  = number of observations;   x ¯   = arithmetic mean ( x );   y ¯   = arithmetic mean ( y ).



Cohen (1988, pp. 79–80) offers this rule of thumb for interpreting the correlation coefficient.


|R| = 0.1 → small effect










|R| = 0.3 → medium effect










|R| = 0.5 → great effect











If at least a small effect of the linear correlation could be determined by the correlation coefficient, we performed a linear regression analysis. For this, however, further conditions must be fulfilled to obtain meaningful results. Jarque and Bera (1980, p. 255) point out that the performance of a regression analysis requires time series independence, a normal distribution, and homoscedasticity of the residuals.



Since the data used here were reference-date-related and were not considered over a longer period, the requirement of time-series independence was fulfilled. To verify the normal distribution assumption, the residuals can be graphically rendered in a “quantile-quantile diagram”, enabling a comparison between the quantiles of the data and the quantiles of the normal distribution (Marden 2004, p. 606). Computationally, the normal distribution of the residuals can be demonstrated by the Jarque–Bera test. Here, the kurtosis of the underlying residuals and the skewness were considered to check whether a normal distribution existed.


  J a r q u e − B e r a = n  (     S 6   2  +      (  K − 3  )   2    24    )   



(3)







S = skewness;  K  = kurtosis;  n  = number of observations.



Subsequently, the value of the Jarque–Bera test statistic was inserted into a chi-square distribution with two degrees of freedom, thereby generating a p-value. In this context, the following pair of hypotheses were made:



Null  (H0).

The residuals are normally distributed.





Alternative hypothesis (H1).

The residuals are not normally distributed.





If the p-value is above the significance level of α = 0.05, the null hypothesis cannot be rejected and we can treat the residuals as normally distributed. On the other hand, if the null hypothesis is rejected, there is sufficient evidence that the residuals are not normally distributed.



The third requirement for a valid linear regression analysis is the homoscedasticity of the residuals. They can be evaluated by the eponymous Breusch–Pagan test (Breusch and Pagan 1979). This test is available in Microsoft Excel’s Data Analysis® Add-In Regression Analysis Tool. First, a regression was performed to obtain the residuals. Then, the residuals were squared to perform an auxiliary regression with them. Here, the squared residuals were used as dependent variables and the ESG score as independent variables. The correlation between the squared residuals and the independent variables was then tested by the auxiliary regression. The coefficient of determination calculated by the auxiliary regression was multiplied by the number of observations. This generated the chi-square test statistic. The test statistic was then subjected to a one-degree-of-freedom chi-square distribution test. This resulted in a p-value, which can then be used to make a statement about the presence of homoscedasticity or heteroscedasticity of the residuals. The following hypotheses were made:



Null hypothesis (H0).

The residuals are homoscedastic.





Alternative hypothesis (H1).

The residuals are heteroscedastic.





We again used a significance level of α = 0.05. If the null hypothesis cannot be rejected, there is statistical evidence that we can treat the residuals as homoscedastic. However, if the null hypothesis must be rejected at p < 0.05, then we cannot treat the residuals as homoscedastic.



If time series independence, the normal distribution, and homoscedasticity of the residuals all prevail, we can perform a linear regression analysis. However, if one of the prerequisites is violated, a transformation of the data can be used to attempt to satisfy the prerequisites. Bland and Altman (1996) point out that data are often transformed to analyze them rather than simply evaluating the raw data available. This is because statistical analysis often assumes a certain distribution of the data.



Manikandan (2010) explains that the logarithm, square root, cube root, reciprocal, and square transforms are the most common. Here, he uses some examples to illustrate when each transformation is useful. For example, if the data have a positive skewness, a normal distribution can be achieved using the logarithmic transformation. On the other hand, a square root transformation is useful if the mean and variance are proportional to each other. If the data vary to a large extent and the mean is squared and balanced to the variance, a reciprocal transformation can be applied.



For transforming the data, the root, logarithm, and reciprocal transformation were used for the x and y variable individually as well as together. If it is possible to fulfill the requirements by transforming a single variable, then this combination can be selected. The background is that the transformation should be kept as weak as possible. Table 1 lists the abbreviations of the respective transformations.



If, after applying the transformation to the data, the prerequisites for a regression analysis are still not met, no further analysis is possible. If the prerequisites are fulfilled, we can carry out a linear regression analysis, on the basis of which further evaluation can take place. The first step is to consider the coefficient of determination.



The coefficient of determination gives information about the proportion of the explained variance to the total variance (Nagelkerke 1991, p. 691), taking values between 0 and 1, with a higher value signifying a more complete prediction. The coefficient of determination can be calculated by Equation (4):


   R 2  = 1 −    ∑     (   y i  −   y ^  i   )   2     ∑     (   y i  −   y ¯  i   )   2     



(4)







   R 2    = coefficient of determination;     y ¯  i     = arithmetic mean ( y );     y ^  i    = estimation ( y ).



Finally, we examined the quality of the model using the F-test. If the p-value is lower than the significance level α = 0.05, then the model has a significant explanatory contribution. After transforming the data to perform the linear regression analysis, an inverse transformation was then performed to present the estimated values in an understandable scaling.





4. Results


4.1. Impact of the ESG Rating on the Cost of Equity


We used the capital asset pricing model (CAPM), developed by Sharpe (1964) and Lintner (1965), to calculate the cost of equity:


   r e  =  r f  + β ·  (   r m  −  r f   )  =  r f  + β · m r p  



(5)







   r e    = cost of equity;    r f    = risk free rate; rm = market return;   m r p   = market risk premium.



Since the risk-free rate and market risk premium apply equally to all companies in the S&P 500, a firm’s beta factor sets its cost of equity. The beta factor can be used to regress it on the ESG score.



Table 2 presents the descriptive statistics of the betas in the Leader, Average, and Laggard categories. It is striking that the median betas (Md) differ by only 0.01 going from Leader to Average, while the mean betas (MV) increase more strongly with lesser ratings, rising from 0.92 (Leader) to 0.98 (Average) to 1.22 (Laggard). The minimum beta (Min) is lowest for Leaders at 0.44 and increases to 0.82 for Laggards, an increase of about 87%. The quartiles and the median (Q1, Md, and Q3) also show an increase in beta as the rating category decreases. The maximum beta (Max) is highest for Leaders at 1.82, and for Laggards, the minimum beta is 1.70.



Overall, we can conclude from the position parameters minimum, first quartile, median, and third quartile that companies with higher ESG ratings have lower betas, which results in a lower cost of equity.



The coefficient of variation (CV) illustrates that the variation in the beta coefficient in each of the three categories is almost identical. Moreover, the skewness (Skew) and excess of Leader and Average hardly deviate from the normal distribution. The excess of Laggard, on the other hand, with −1.28, points to a slightly platykurtic distribution, which minimally reduces the extent of the margins.



The next step is to test for linearity between the ESG rating and beta, for which we use the Pearson correlation coefficient matrix presented in Table 3. This shows that there is a negative linear correlation with a small effect of −0.15 between the ESG rating and the firm’s beta. This suggests a company with a good ESG rating also has a lower beta.



Given the indicated linearity, we check whether we can attempt to regress the beta value as the dependent variable onto the ESG score as the independent variable. Table 4 shows the checks of normal distribution obtained through the Jarque–Bera test. Here, we see that the p-value (ESG/Beta) is less than the significance level of α = 0.05. It follows that the residuals are not normally distributed, and the data must be transformed.



A root transformation of the beta coefficient (y variable) can help in this case. This is shown by the p-value of the Jarque–Bera test. The Jarque–Bera test on the root transformation of beta yields a p-value of 0.13. Thus, the null hypothesis cannot be rejected, and there is no statistical evidence to say that the residuals are anything but normally distributed. In addition, a check using a Q-Q plot of the standardized residuals, shown in Figure 2, makes it clear that the residuals are predominantly located on the straight line, which graphically confirms the normal distribution of the residuals.



The condition of homoscedasticity of the residuals is tested using the Breusch–Pagan test, which shows a p-value of 0.30 as a result. Since the p-value of 0.30 is greater than the significance level of α = 0.05, there is insufficient evidence for an absence of homoscedasticity. Hence, with all preconditions having been met, a linear regression analysis can be performed using the root beta (y variable) and the ESG score (x variable).



Table 5 shows the regression statistics. The evaluation of the linear regression analysis yielded a coefficient of determination of 0.0226. This means that only 2.26% of the variance of the dependent variable (root beta) can be explained by the independent variable (ESG score). In the context of the analysis, the result of the F-test must also be considered, as it provides information about the goodness of the model. The results of the analysis of variance (ANOVA) are presented in Table 6. The regression model shows a p-value of 0.001, which is significantly lower than the significance level of α = 0.05. This means that the regression model is significant for the independent variable (ESG score). This indicates that the regression model makes a statistically significant explanatory contribution.



Next, we consider the estimated constant, computed as 1.046. It follows that an ESG score of zero yields by the model an estimated root beta of 1.046. The slope parameter is equal to −0.0112, which means that a one unit increase in the ESG score leads to a 0.0112 unit decrease in the root beta. The estimate for the root beta is shown on the scatterplot of Figure 3. The estimated visualization can be improved by more comprehensible scaling using an inverse transformation of the estimates. Currently, the estimate takes the following form:


       y i   ^    =  β 0  +  β 1   x i   



(6)







Subsequently, the data are transformed by squaring both sides of the equation. Thus, the radical sign of the estimate of the root beta is resolved and the following equation results:


     y i   ^  =    (   β 0  +  β 1   x i   )   2   



(7)







By back-transformation, the estimates of the beta can now be illustrated with the corresponding ESG score in Figure 4. This shows that an increase in ESG score of 10 leads to a decrease in beta from 1.1 to about 0.85, or a 0.25 decrease.



The results of the descriptive statistics suggest that companies with a lower ESG rating have a higher beta factor.




4.2. Impact of the ESG Rating on the Cost of Debt


The cost of debt per rating category is summarized by the descriptive statistics in Table 7. The first quartile, the median, and the third quartile each show an increase in the cost of debt from Leader to Laggard. In the first quartile, the cost of debt increases by approximately 7.7%, from 3.9% (Leader) to 4.2% (Laggard). Within the third quartile, an increase of about 15.5%, namely from 4.5% (Leader) to 5.2% (Laggard), can be observed. A similar result is provided by the mean value, which is significantly lower for the Leaders (4.3%) than for Laggard (4.8%). This indicates that companies with a poor ESG rating must bear a significantly higher cost of debt than companies with a good ESG rating. Similar results are obtained when comparing the Average and Laggard categories. The minimum, first quartile, median, third quartile, and mean ratios are lower in the Average category than in the Laggard, showing again that companies with a poor ESG rating face a higher cost of debt.



The coefficient of variation is nearly identical in all categories. The excess, on the other hand, shows that in the Leader (3.16) and Average (3.8) categories, the marginal ranges of the distribution of the cost of debt are significantly more pronounced than in the Laggard category. Within the Laggard category, the distribution of cost of debt is slightly skewed to the right.



For further analysis, the linearity between the ESG score and the cost of debt can be estimated by the Pearson correlation coefficient; the result of the calculation, −0.17, indicates a negative linear relationship with a small effect. This is consistent with the claim that companies with a higher ESG score have a lower cost of debt.



We next examine whether it is possible to perform a linear regression analysis. The results of the Jarque–Bera test are listed in Table 8. Here, no normal distribution of the residuals could be found, as the p-value is 0.00. Even transforming the data could not cure the violation of the normal distribution assumption. All transformations performed resulted in an unchanged p-value of 0.00.



Since the condition of normal distribution was violated in all cases, a further test of the homoscedasticity of the residuals using the Breusch–Pagan test would not have been meaningful. As a result, we are not permitted to regress the cost of debt onto the ESG score.



The ratios of descriptive statistics in Table 7, however, show that companies with a good-to-medium ESG rating benefit from a lower cost of debt. Furthermore, the correlation effect confirms a negative linear relationship with a small effect between ESG score and cost of debt. Further analysis using a regression analysis cannot be performed.




4.3. Impact of the ESG Rating on the WACC


Table 9 presents the descriptive statistics for the WACC across the three ESG rating categories. The maximum for Leader is 11.9%, while for Laggard, it is only 9.1%. It is striking that Laggard has the lowest WACC for the first quartile (6.2%) and the third quartile (7.8%). Additionally, the minimum of 4.9% is found by Averages. Furthermore, Laggards have a significantly lower mean value of 7.0% than Average (7.6%) and Leader (7.5%). A similar result can be found with the median. The median for Average and Leader is 7.4%, which is 70 basis points higher than for Laggard. These results point to companies with a lower ESG rating having a lower WACC than companies with a higher ESG rating.



Furthermore, the slight increase in the coefficient of variation from Laggard (0.15) to Average (0.17) to Leader (0.17) is striking. Thus, the relative standard deviation of the WACC is slightly increased within the categories comprising firms with a good rating. The skewness is positive in all three categories. Thus, the data distribution is right-skewed, meaning more firms have a lower WACC than would be expected for a normal distribution. The positive excess in the Leader and Average categories indicates that more extreme values occur within these categories than in the Laggard category.



Our first step of evaluating the descriptive statistics reveals that a good ESG rating does not lead to a lower WACC. We confirm this by checking for a linear relationship between the WACC and the ESG score using the correlation coefficient; with a value of 0.04, the coefficient indicates no effect. Figure 5 plots a featureless cloud of points for the WACC and the ESG rating. Transforming the data makes no sense, as there is already a very low correlation coefficient that would only improve minimally. It follows that performing a linear regression analysis would not make sense.



Since the WACC considers the proportion of debt and equity in the total capital in the calculation, the difference in the WACC may be due to the different capital structure of the companies. The formula of the WACC is


  W A C C =  r e  ·  e  e + d   +  r d  ·  (  1 − t  )  ·  d  e + d    



(8)







   r d    = cost of debt;  t  = tax rate;   e    = equity;   d    = debt.



In the first step, we examine whether there is a linear relationship between the ESG score and the debt ratio. At −0.18, the correlation coefficient between the ESG score and the debt ratio indicates a negative linear relationship with a small effect. This leads us to suggest that a lower WACC reflects the combination of a lower cost of debt coupled to a higher leverage ratio.



For verification, an analysis of the debt ratio is performed using the descriptive statistics ratios, with the results listed in Table 10. It is striking that the first quartile for Laggard, at 17.6%, is approximately 74.5% higher than for the Leader category, at 10.2%. Similar results are observed in the third quartile, the mean, and the median. Moreover, the mean value of 47.8% for Laggard is more than twice the mean value for Leader, which is 22.5%. The maximum of the debt ratio is 85.1% for Laggard, significantly higher than Leader’s maximum of 70.3%.



The analysis of the descriptive statistics indicates that companies with a poor ESG rating have a higher debt ratio. If a company is characterized by a higher debt ratio, the equity ratio is correspondingly lower. We thus calculate the mean value of the cost of equity and compare that to the mean value of the cost of debt within the individual categories. The mean value of the cost of equity increases further from Leader (8.3%) to Average (8.6%) and to Laggard (9.1%). Furthermore, by comparing Table 10 and Table 11, it can be seen that in all three categories, the cost of equity is significantly higher than the cost of debt. The difference is 0.8% for the Leader category, 1.0% for Average, and 2.1% for Laggard. We thus conclude that indeed the lower WACC for companies with a poorer ESG rating is due to the combination of the lower cost of debt and a significantly higher leverage ratio. Companies with a good ESG rating have a higher equity ratio, which, together with a higher cost of equity, results in a higher WACC.



The results of the descriptive statistics show that a better ESG rating does not lead to a reduction in the WACC. Furthermore, there is no linear correlation between the WACC and the ESG score, as the latter has no effect on the former. We conclude that companies with a poor ESG rating have a lower WACC due to the higher proportion of debt capital, coupled with the higher cost of debt, compared to the cost of equity capital.





5. Discussion


Our analysis aimed to investigate the impact of ESG ratings on the cost of capital for companies in the U.S. market, specifically those constituting the S&P 500. We focused our equity analysis on the firm’s beta, the risk premium coefficient in the capital asset pricing model (CAPM), which we use to calculate the cost of equity. Analysis of the descriptive statistics of the beta distribution shows that firms with a better ESG rating benefit from a lower beta. This provides an answer to research question one: based on the descriptive statistics, favorable ESG ratings lower the cost of equity for companies in the S&P 500.



We also observe a slightly negative linear relationship between the ESG score and beta, and a negative correlation between the ESG score and the root transformation of beta was confirmed by linear regression analysis. The regression model has statistical significance. Back-transforming the beta estimate then shows lower betas with higher ESG scores. Continuing our use of the CAPM to calculate the cost of equity, research question two can be answered: an increase in the ESG score lowers the cost of equity. Similar results were provided by the research of Gonçalves et al. (2022) and Chen et al. (2023).



Research question three—“What do descriptive statistics say about the impact of ESG rating on the cost of debt for companies in the S&P 500?”—can be answered as follows: descriptive statistics show that a poor ESG rating leads to an increase in the cost of debt. Moreover, to answer our fourth research question, we can report that a negative linear relationship with a small effect (−0.17) can be found between ESG score and cost of debt. This is consistent with the results of Arora and Sharma (2022).



In contrast, analysis by descriptive statistics could find no improvement in the WACC with higher ESG ratings. Instead, the statistics show that the companies with better ESG ratings have minimally increased WACCs. As a result, no effect of ESG rating on WACC could be proven with respect to research question five. Furthermore, no effect could be found in terms of a linear relationship between the WACC and the ESG score. Thus, research question six can be answered: there is no linear relationship between the ESG score and the WACC. Using the correlation coefficient as the criterion, we find no effect of the ESG score on the WACC.



We conducted a capital structure analysis to gain further insight into this result. The analysis demonstrates that firms with a lower ESG rating have a higher debt ratio. Since the cost of debt is lower compared to the cost of equity, this leads to a lower WACC for these firms. Assuming central banks leave the key interest rate at an elevated level, companies with a low ESG rating will eventually have to feel this fact when refinancing in the future. As a result, companies with a poor ESG rating are likely to report a significantly higher WACC in the future. If lenders were to factor ESG rating more strongly into their future terms, this effect would be amplified.



Further research is needed into the impact of ESG rating on the cost of capital. First, it makes sense to analyze other indices, such as the Dax 40 or the FTSE 100, to corroborate the importance of ESG for developed capital markets. Furthermore, the ESG rating should be broken down into individual components (environment, social, and governance) to be able to make precise statements about the relevance of individual ESG factors to the capital markets. Using data over a longer period of time for the analysis would also be interesting, although securing adequate high-quality data could be a challenge. Other possibilities include conducting an analysis based on various regression models.



It would also make sense to add a control variable to the regression model in order to take possible confounding factors into account. This would isolate the relationship between ESG rating and cost of capital and ensure that the observed relationship is not influenced by other unobserved factors.



We predict that in the future, a firm’s sustainability criteria will be priced into its refinancing costs. This is the market encouraging sustainable corporate management by rewarding sustainably managed firms with lower capital costs.
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Figure 1. ESG rating of the analyzed companies per sector (S&P 500). 
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Figure 2. Q-Q plot of residuals (ESG score/root beta factor). 






Figure 2. Q-Q plot of residuals (ESG score/root beta factor).



[image: Jrfm 17 00091 g002]







[image: Jrfm 17 00091 g003] 





Figure 3. Estimation of the root beta factor. 
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Figure 4. Estimation of the beta factor. 
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Figure 5. Point cloud of WACC/ESG score. 
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Table 1. Abbreviations of the data transformations.






Table 1. Abbreviations of the data transformations.





	“Root”
	“LN”
	“1/”





	Root transformation
	Logarithm transformation
	Reciprocal transformation










 





Table 2. Descriptive statistics of the beta factor.
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	Min
	Q1
	Md
	Q3
	Max
	MV
	STDV
	CV
	Excess
	Skew



	Leader
	0.44
	0.69
	0.94
	1.07
	1.82
	0.92
	0.25
	0.28
	0.12
	0.42



	Average
	0.49
	0.80
	0.95
	1.11
	1.77
	0.98
	0.24
	0.25
	0.46
	0.62



	Laggard
	0.82
	1.00
	1.13
	1.48
	1.70
	1.22
	0.31
	0.25
	−1.28
	0.33










 





Table 3. Pearson correlation matrix.






Table 3. Pearson correlation matrix.















	
	ESG-Rating
	Beta
	re
	e-Ratio
	rd
	d-Ratio
	WACC



	ESG-Rating
	1.00
	
	
	
	
	
	



	Beta
	−0.15
	1.00
	
	
	
	
	



	re
	−0.11
	0.92
	1.00
	
	
	
	



	e-ratio
	0.18
	0.02
	0.05
	1.00
	
	
	



	rd
	−0.17
	0.11
	0.09
	−0.28
	1.00
	
	



	d-ratio
	−0.18
	−0.03
	−0.05
	−1.00
	0.28
	1.00
	



	WACC
	0.04
	0.68
	0.76
	0.64
	0.05
	−0.64
	1.00










 





Table 4. Jarque–Bera test for beta factor (p-value).






Table 4. Jarque–Bera test for beta factor (p-value).












	
	ESG
	LN ESG
	W ESG
	1/ESG



	Beta
	0.00
	0.00
	0.00
	0.00



	LN Beta
	0.18
	0.16
	0.18
	0.17



	Root Beta
	0.13
	0.14
	0.13
	0.22



	1/Beta
	0.00
	0.00
	0.00
	0.00










 





Table 5. Regression statistics (ESG score/root beta factor).






Table 5. 