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Abstract: The primary purpose of the paper is to enable deeper insight into the measurement of
economic forecast accuracy. The paper employs the systematic literature review as its research
methodology. It is also the first systematic review of the measures of economic forecast accuracy con-
ducted in scientific research. The citation-based analysis confirms the growing interest of researchers
in the topic. Research on economic forecast accuracy is continuously developing and improving
with the adoption of new methodological approaches. An overview of the limits and advantages
of the methods used to assess forecast accuracy not only facilitate the selection and application of
appropriate measures in future analytical works but also contribute to a better interpretation of the
results. In addition to the presented advantages and disadvantages, the chronological presentation of
methodological development (measures, tests, and strategies) provides an insight into the possibili-
ties of further upgrading and improving the methodological framework. The review of empirical
findings, in addition to insight into existing results, indicates insufficiently researched topics. All in
all, the results presented in this paper can be a good basis and inspiration for creating new scientific
contributions in future works.
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1. Introduction

Accuracy is one of the most important criteria in evaluating forecast quality. Some
of the most significant factors determining the accuracy of economic forecasts are as
follows: the expertise of forecasters, quality of the data and model, unforeseen events and
uncertainty, social and political circumstances, financial stability, and forecast adjustment
(Groemling 2002; Clements and Hendry 2008; Davydenko and Fildes 2013; Abel et al. 2016).
The accuracy of economic forecasts is of great importance primarily due to the application
of forecasts in decision making (Diebold and Mariano 1995). Reliable economic forecasts
build confidence and certainty in an economy and allow economic subjects and individuals
to feel more optimistic and make more efficient decisions. However, inaccurate forecasts,
whether they underestimate or overestimate, have consequences in the form of wrong
decisions and increasing costs (Q. Chen et al. 2016; Dovern and Jannsen 2017). Forecasts
are, therefore, essential for all economic activity (Zarnowitz and Lambros 1987; Makridakis
et al. 2009; Swanson and Dijk 2012). Unforeseen events may arise in the future and create
uncertainty and risks, and the fact that predictions may be inaccurate creates a serious
dilemma for policy makers (Makridakis et al. 2009; Clements 2014).

Observing the measurement of forecasting accuracy, Llewellyn and Arai (1984) stated
that at first sight, it seems straightforward to determine the accuracy of forecasts—simply
compare what was forecast with what happened. However, the issue is rather more
complicated. First, all forecasts are based on assumptions, which may or may not be
confirmed as correct in the real world. Second, economic policy may be modified after
a forecast has been made, thus affecting the final outcome (Llewellyn and Arai 1984;
Sims 2002).
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The aim of this study is to identify, analyze and critically appraise relevant research on
the measurement of economic forecast accuracy. The key research questions are as follows:
What are the most cited studies on the measurement of economic forecast accuracy? What
are the most-cited journals in which papers on the topic have been published? How have
methods for measuring the accuracy of economic forecasts been developed and improved?
What are the most important measures applied in recent research for the analysis of
economic forecast accuracy? What are the most relevant findings from the application of
these methods in empirical research?

The research was conducted by applying a systematic literature review methodology
(Tranfield et al. 2003; Prasad et al. 2018; Grilli et al. 2019; Snyder 2019; Sorin and Nucu 2020).
The research period was from 1991 to 2020.

A systematic overview of the empirical literature on the measurement of economic
forecast accuracy has not previously been conducted. This study provides important
contributions to the scientific literature. First, it gives a complete picture of the published
studies on the measurement of economic forecast accuracy and includes a comprehensive
citation-based content analysis; this covers the theoretical background, methodological
development, and empirical findings of the research identified. Second, the study brings
together information on the relevant sources of published papers on the measurement of
economic forecast accuracy as well as guidelines for researchers interested in applying a
systematic literature review as a research method. Finally, this contribution to the literature
is motivated by the significance of further developing and improving the methods of
analyzing economic forecast accuracy. Measuring economic forecast accuracy is not only of
an economic nature but also has statistical and mathematical implications. Therefore, the
results presented here are a good basis for further research across a range of research areas.

This introductory section is followed by a discussion of the methodology. The citation-
based analysis is conducted in Section 3. Section 4 is devoted to the content analysis
and includes an overview of the theoretical background, methodology development, and
empirical findings. Section 5 concludes.

2. Methodology

The research methodology adopted here is based on a systematic literature review
(Tranfield et al. 2003; Prasad et al. 2018). A more detailed description of the research
methodology applied, including phases, aims, and guideline questions, is set out in Table 1.
The analysis comprises the literature on the measurement of economic forecast accuracy
published in the period from 1991 to 2020 and indexed in the ISI Web of Science database
(WoS CC).

Table 1. Systematic literature review—phases and guideline questions.

Phase Aim/s Guideline Questions

Phase 1: Designing the
review

Research questions identified.
Overall review approach

considered.
Research strategy established to

identify relevant literature.

• Is the literature review on measures of economic forecast
accuracy needed?

• What is the contribution of the paper to the scientific
literature?

• What is the purpose of the study and key research questions?
• What is the research strategy?

Phase 2: Conducting the
review

Articles selected, classified, and
described.

• Is the research strategy appropriate to ensure a representative
sample of articles on the measures of economic forecast
accuracy?

• How should the criteria used for selecting the research articles
be explained?

• How should the robustness of the research methodology—a
systematic literature review—be evaluated?
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Table 1. Cont.

Phase Aim/s Guideline Questions

Phase 3: Analysis Content analysis of selected
research articles performed.

• Is the research method appropriate for the content analysis?
• Are the data collected in the form of descriptive information,

such as authors, years published, subject of research, and type
of study, or in the form of findings?

• How should the selected research articles be categorized
under different themes?

Phase 4: Writing the
review

Literature review reported and
structured.

• Is the process of designing the review described
transparently?

• Is the literature identified, analyzed, synthesized, and
presented in a scientifically justified and consistent way?

• Are the contributions to the academic literature realized and
clearly presented?

Source: the author follows the processes of Sorin and Nucu (2020), Snyder (2019), and Prasad et al. (2018).

At the very beginning of the research process, the initial studies collected according to
the aim of the research must be sorted. For this purpose, it is necessary to define the criteria
for the inclusion of articles in the research sample. The inclusion criteria for the systematic
literature review in this paper address the following key aspects: theoretical framework,
methodology development, and empirical research (Table 2).

Table 2. Inclusion criteria for the systematic literature review.

Inclusion Criteria Description

Theoretical framework Include all articles that offer a contribution to the development of
a theoretical framework on the research topic.

Methodology development
Include all studies that contribute to the development of

methodology in the field of the analysis of economic forecasts
accuracy.

Empirical findings Include all articles that contribute to the application to empirical
research of the methods analyzed.

The number of publications per year on measures of economic forecast accuracy in the
period 1991–2020 is shown in Figure 1. The search for articles took place in June 2021. With
few oscillations, the number of published articles is trending upward.

Other studies propose beginning the review process by searching for studies on the
measurement of economic forecast accuracy (Huang et al. 2016; Abideen et al. 2020; Sorin
and Nucu 2020). For this purpose, I used the Web of Science database. Article collection
was based on a keyword search for the phrase ‘measures of economic forecast accuracy’.
The preliminary search yielded an initial sample of 403 documents (Table 3).

After collection, the articles were sorted according to the aim of this study and defined
methodological framework. In the selection process, certain document types were elimi-
nated, including editorial materials and early access articles. In the next step, articles not in
line with the key research questions are excluded. After collecting, sorting, and selecting
the articles, the final sample comprised 145 impactful studies.
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Figure 1. Results of the ISI Web of Science search for ‘Measures of Economic Forecast Accuracy’ in
the title of publications for the period 1991–2020. Source: Web of Science database.

Table 3. Breakdown by document type of initial contributions to the literature on measures of
economic forecast accuracy from 1991 to 2020.

Document Type Number of Research Work % of the Total

Articles 340 84.4

Proceeding Papers 51 12.7

Review Articles 6 1.5

Book Chapters 2 0.5

Editorial Materials 2 0.5

Early Access 1 0.2

Reprints 1 0.2

Total 403 100.0
Source: WoS CC.

3. Citation-Based Analysis

The first research question in the citation-based analysis is, ‘what are the journals
that have published the greatest number of papers from said research?’ The top 10 Web
of Science publications, according to the number of papers published on measures of
economic forecasts accuracy, are as follows: International Journal of Forecasting, Journal of
Forecasting, Economic Modelling, Energies, Journal of Business & Economic Statistics, Romanian
Journal of Economic Forecasting, Applied Energy, Empirical Economics, Energy, and Journal of
Econometrics. Table 4 sets out the journals that have published more than three articles
on the topic, together with an average number of citations, over the period 1991–2020.
Apart from the 25 publications listed in Table 4, 31 journals have published two articles
in the field of measures of economic forecast accuracy, and 141 journals have published
only one article. These journals are not included to preserve space. The results presented
in Table 4 reveal a high degree of dispersion across publications of articles on the topic;
although the number of papers published on measures of economic forecast accuracy is
relatively high, the number of articles per journal is relatively small. Similar findings have
been confirmed in other research fields, such as working capital management (Prasad et al.
2018) and enterprise risk management (Sorin and Nucu 2020). The analysis of the average
number of citations per year from the WoS CC shows that the Journal of Business & Economic
Statistics has the highest citations per paper (148.62), followed by Applied Energy (46.25).
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Table 4. The first 25 source titles (by record count).

Serial Number Title of the Journal Number of
Articles

Average Number of Citations Per Year
from the Web of Science Core Collection

1 International Journal of Forecasting 15 28.4

2 Journal of Forecasting 13 10.04

3 Economic Modelling 8 19.88

4 Energies 8 10.63

5 Journal of Business & Economic Statistics 8 148.62

6 Romanian Journal of Economic Forecasting 6 1.1

7 Applied Energy 5 46.25

8 Empirical Economics 5 2.21

9 Energy 5 12

10 Journal of Econometrics 5 9

11 Journal of Empirical Finance 4 2.6

12 Quantitative Finance 4 3.4

13 Technological Forecasting and Social Change 4 4.55

14 Computational Economics 3 3

15 European Journal of Operational Research 3 6

16 Journal of Applied Econometrics 3 9.8

17 Journal of Banking Finance 3 4.71

18 Journal of Economic Behaviour Organization 3 9,7

19 Journal of Economic Surveys 3 6.32

20 Journal of Financial Economic Policy 3 1.1

21 Renewable Energy 3 11.71

22 Review of Accounting Studies 3 4.44

23 Science of the Total Environment 3 21.67

24 Sustainability 3 7

25 Water 3 17.6

Source: WoS CC.

It seems especially interesting to analyze the most cited articles in this research area.
Table 5 presents the top 20 studies on the measures of economic forecast accuracy in
descending order of citation. In addition to the titles of the articles and the number of
citations, Table 5 lists the names of the authors, the year of publication, and the journal in
which each article is published. The results presented in the table show that in the Web of
Science Core Collection, the Journal of Business & Economic Statistics has the highest citations
per paper in the period 1991–2020 (3340 citations for the study ‘Comparing Predictive
Accuracy’; Diebold and Mariano (1995)), followed by the International Journal of Forecasting
with 637 citations for the paper titled ‘Error Measures for Generalizing About Forecasting
Methods–Empirical Comparisons’; Armstrong and Collopy (1992). The article ‘Comparing
Predictive Accuracy’; Diebold and Mariano (1995) has both the highest total number of
citations during the observation period and the highest average number of citations per year
(128.46). The study of Diebold and Mariano (1995) drew the interest of other researchers
in the field of economic forecast accuracy and those in the broader academic community.
Section 4—Content Analysis—sets out the contributions of other related papers to the
theoretical framework, methodology development, and empirical application.
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Table 5. Top 20 studies on “Measures on Economic Forecast Accuracy”.

No. Title of the Paper Author(s) Number of
Citations

Average
Number of

Citations Per
Year

Year of
Publication Journal

1 Comparing Predictive
Accuracy

Diebold, F.X.;
Mariano, R.S. 3340 128.46 1995 Journal of Business &

Economic Statistics

2

Error Measures for
Generalizing About

Forecasting
Methods-Empirical

Comparisons

Armstrong, J.S.;
Collopy, F. 637 21.97 1992 International Journal

of Forecasting

3
Economic and statistical

measures of forecast
accuracy

Granger, C.W.J.;
Pesaran, M.H. 183 7.96 2000 Journal of

Forecasting

4
Review of guidelines for

the use of combined
forecasts

de Menezes, L.M.;
Bunn, D.W.;
Taylor, J.W.

122 5.81 2000 European Journal of
Operational Research

5

A Model-Selection
Approach to Assessing
The Information in the
Term Structure Using

Linear-Models and
Artificial Neural

Networks

Swanson, N.R.;
White, H. 122 4.69 1995 Journal of Business &

Economic Statistics

6
Can Internet Search

Queries Help to Predict
Stock Market Volatility?

Dimpfl, T.; Jank,
S. 113 22.60 2016 European Financial

Management

7
Macroeconomic forecasts

and microeconomic
forecasters

Lamont, O.A. 99 5.21 2002
Journal of Economic

Behaviour &
Organization

8
The state of

macroeconomic
forecasting

Fildes, R.; Stekler,
H. 81 4.26 2002 Journal of

Macroeconomics

9 Cointegration and
long-horizon forecasting

Christoffersen,
P.F.; Diebold, F.X. 73 3.17 1998 Journal of Business &

Economic Statistics

10
How does Google search

affect trader positions
and crude oil prices?

Li, X.; Ma, J.;
Wang, S.; Zhang,

X.
64 10.67 2015 Economic Modelling

11
The M3 competition:
Statistical tests of the

results

Koning, A.J.;
Franses, P.H.;

Hibon, M.;
Stekler, H.O.

54 3.38 2005 International Journal
of Forecasting

12
Backtesting Parametric

Value-at-Risk With
Estimation Risk

Escanciano, J.C.;
Olmo, J. 54 4.91 2010 Journal of Business &

Economic Statistics

13

Credit Spreads as
Predictors of Real-Time
Economic Activity: A

Bayesian
Model-Averaging

Approach

Faust, J.; Gilchrist,
S.; Wright; J.H.;
Zakrajsek, E.

48 6.00 2013 Review of Economics
and Statistics
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Table 5. Cont.

No. Title of the Paper Author(s) Number of
Citations

Average
Number of

Citations Per
Year

Year of
Publication Journal

14
Tests of Equal Predictive
Ability With Real-Time

Data

Clark, T.E.;
McCracken, M.W. 40 3.33 2009 Journal of Business &

Economic Statistics

15

Do investor expectations
affect sell-side analysts’

forecast bias and forecast
accuracy?

Walther, B.R.;
Willis, R.H. 39 4.88 2013 Review of

Accounting Studies

16

Time-varying
combinations of

predictive densities
using nonlinear filtering

Billio, M.;
Casarin, R.;

Ravazzolo, F.;
van Dijk, H.K.

39 4.88 2013 Journal of
Econometrics

17

Forecast Uncertainty-Ex
Ante and Ex Post: US
Inflation and Output

Growth

Clements, M.R. 37 5.29 2014 Journal of Business &
Economic Statistics

18

Improving the
predictability of the

oil-US stock nexus: The
role of macroeconomic

variables

Salisu, A.A.;
Swaray, R.; Oloko,

T.F.
36 18.00 2019 Economic Modelling

19

The Measurement and
Behavior of Uncertainty:
Evidence from the ECB
Survey of Professional

Forecasters

Abel, J.; Rich, R.;
Song, J.; Tracy, J. 29 5.80 2016 Journal of Applied

Econometrics

20 Generalised density
forecast combinations

Kapetanios, G.;
Mitchell, J.; Price,

S.; Fawcett, N.
21 3.50 2015 Journal of

Econometrics

Source: WoSCC.

4. Content Analysis

The content analysis is divided into three main parts: theoretical background, review
of methodology development, and overview of empirical findings. The section begins with
the theoretical background that contains a brief chronological overview of the development
of the theory of economic forecasts (and their accuracy).

4.1. Theoretical Background

There are many ways to define forecasts. The generally accepted definition is that a
forecast is any statement about the future. There are numerous methods, techniques, and
tools for making forecasts.

According to Clements and Hendry (2004), these are formal model-based statistical
analyses.

Historically, the theory of economic forecasting is based on two key assumptions
(Klein 1971): (1) the model is a good representation of the economy; (2) the structure of the
economy will remain relatively unchanged.

Clements and Hendry (2001) stated that empirical experience in economic forecasting
foregrounds the poverty of these two assumptions. Barrell (2001) discussed six examples
of endemic structural change since the 1990s. Since, in economics, the future is rarely like
the past, forecast failure is all too common (Clements and Hendry 2001). Makridakis et al.
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(1979) emphasized that ‘the ultimate test of any prognosis is whether or not it is capable of
predicting future events accurately’.

The analysis of forecast accuracy has evolved with the history of time-series analy-
sis (Woschnagg and Cipan 2004). In response to Keynes, who argues theories must be
confirmed if the data and statistical methods are employed correctly, Tinbergen (1939)
developed the first tests for forecasting models. A crucial criticism is the Lucas critique,
which states that future development is influenced by projections because expectations
have been accomplished. This is circular and raises the question of how predictions should
take into account self-fulfilling prophecies in time-series forecasting. The theory implies
that projections are informational input for the data generating process, and that they are
invalidated by agents reacting to them. Hence, projections are susceptible to bias. Oppo-
nents of the Lucas critique claim that forecasts are not probability-based techniques that
point to the future; rather, they are extrapolative patterns (Woschnagg and Cipan 2004).

Historically, research on the accuracy of economic forecasts has aroused interest. There
is now a vast literature in this area, from the construction of various accuracy measures to
the evaluation of these measures in empirical research (Fair 1986; Armstrong and Collopy
1992; Diebold and Mariano 1995; Granger and Pesaran 2000; Lamont 2002; Chen and
Yang 2004; Clements et al. 2007; Clark and McCracken 2009; Billio et al. 2013; Kapetanios
et al. 2015; Abel et al. 2016; Salisu et al. 2019). Research on economic forecast accuracy
compares econometric model forecasts to those of naive time-series models (Theil 1966;
Mincer and Zarnowitz 1969; Dhrymes et al. 1972; Cooper and Nelson 1975). Wallis (1989)
emphasized that ‘in practical econometric forecasting exercises, incomplete data on current
and immediate past values of endogenous variables are available’. In order to improve
economic forecasts, a scientifically justified analysis of their accuracy is required. The next
section is devoted to an overview of statistical and econometric methods that are applied
to evaluate the economic forecast accuracy.

4.2. Methodology Development

Researchers are continuously focused on the scientific development of methods for
the evaluation of economic forecast accuracy (Makridakis et al. 1982; Fair 1986; Keane and
Runkle 1990; Armstrong and Collopy 1992; Davies and Lahiri 1995; Diebold and Mariano
1995; Granger and Pesaran 2000; Lamont 2002; Chen and Yang 2004; Koning et al. 2005;
Clements et al. 2007; Ager et al. 2009; Clark and McCracken 2009; Dovern and Weisser 2011;
Billio et al. 2013; Davydenko and Fildes 2013; Westerlund and Narayan 2015; Abel et al.
2016; C. Chen et al. 2017; Salisu et al. 2019). Furthermore, various accuracy measures have
been constructed to estimate and rank the prediction methods themselves (Carbone and
Armstrong 1982; Ahlburg 1992; Armstrong and Collopy 1992; Yokuma and Armstrong 1995;
Granger and Jeon 2003; Chen and Yang 2004; Hyndman and Koehler 2006; Davydenko and
Fildes 2013; Kapetanios et al. 2015).

4.2.1. Measures

Fair (1986) discussed the most common measures of the forecast accuracy, i.e., the root
mean squared error (RMSE), mean absolute error (MAE), and Theil’s inequality coefficient
(U). The forecast of variable i for period t is denoted by ŷit and the actual value by yit. If it
is assumed that observations on ŷit and yit are available for t = 1, . . . T, then the measures
of this variable are:

RMSE =

√
1
T ∑ T

i=1(yit − ŷit)
2

MAE =
1
T ∑ T

i=1|yit − ŷit|

U =

√
1
T ∑ T

t=1(yit − ∆ŷit)
2√

1
T ∑T

t=1(∆yit)
2
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where ∆ denotes absolute or percentage change. If all these measure (RMSE, MAE, U)
equal zero, it implies that the forecasts are perfect.

The mean squared forecast error (MSE) can be decomposed as:

MSE =
1
T ∑ T

i=1(yit − ŷit)
2 =

(
yit − ŷit

)2
+
(
sy − sŷ

)2
+ 2(1− r)sysŷ

where yit and ŷit denote the means of the actual and forecasted variables, respectively.
The standard deviations of the actual and forecasted variables are denoted by sy and
sŷ, respectively. The symbol r is the correlation between the actual variable yit and the
forecasted variable ŷit.

After Fair (1986), numerous studies have been conducted in which the authors aim to
improve the methodology for forecast accuracy measures (Armstrong and Collopy 1992;
Diebold and Mariano 1995; Clements and Hendry 1993; Christoffersen and Diebold 1998;
Granger and Jeon 2003; C. Chen et al. 2017). Armstrong and Collopy (1992) analyzed
measures for making comparisons of errors across time series. They suggest that the most
appropriate measures of economic forecast accuracy are the Geometric Mean of the Relative
Absolute Error (GMRAE), where the task involves calibrating a model for a set of time
series, the Median RAE (MdRAE), when few series are available, and the Median Absolute
Percentage Error (MdAPE) otherwise. In exploring the differences in accuracy between two
competing forecasts, Diebold and Mariano (1995) proposed several tests of the hypothesis
that there is no difference in accuracy between two competing forecasts. For comparing
the forecasting accuracy across data series, Clements and Hendry (1993) suggested the
improvement of the MSE through the implementation of a new accuracy measure: the
Generalized Forecast Error Second Moment (GFESM).

The study by Clements and Hendry (1993) has been the basis and inspiration for
further contributions to the development of research methodology in the field of economic
forecast accuracy. Armstrong and Fildes (1995) assumed that the conclusions by Clements
and Hendry (1993) lacked external validity. They argued that the MSE should not be
applied for comparisons between forecasting methods primarily due to its unreliability.
Armstrong and Fildes (1995) claimed that the MSE, as a measure of economic forecast
accuracy, is sensitive to outliers. Therefore, due to the complexity of real data, these authors
concluded that no single accuracy measure is most appropriate. It is recommended that
different measures of economic forecasts accuracy be compared to identify which measures
have very serious shortcomings and should, thus, be avoided in certain empirical research.
There are not many published studies in which the authors compare multiple forecast
accuracy measures (see, for example, Makridakis 1993; Yokuma and Armstrong 1995;
Tashman 2000). Christoffersen and Diebold (1998) confirmed the findings of Armstrong
and Fildes (1995) on the inadequacy of the MSE as a measure of accuracy for cross-series
comparison. Christoffersen and Diebold (1998) proposed a forecast accuracy measure that
can value the maintenance of cointegration relationships among variables.

(Tashman 2000) and (Koehler 2001) analyzed the results of the latest M-Competition
(Makridakis and Hibon 2000), focusing on measures of economic forecast accuracy. Follow-
ing Keane and Runkle (1990), Davies and Lahiri (1995) developed a new methodological
framework for examining forecast errors applying three-dimensional panel data. This was
extended by Clements et al. (2007), Ager et al. (2009), and Dovern and Weisser (2011). Chen
and Yang (2004) determined the stand-alone and relative measures of economic forecasts
accuracy. As new measures, these authors proposed the Kullback–Leibler Divergence
measure (K-L), which corresponds to the quadratic loss function (normal error) scaled
with variance estimate, and measures of interquartile range based on the MSE adjusted by
interquartile range.

In their analysis of quantitative and qualitative measures for evaluating economic
forecast accuracy, Pesaran and Skouras (2004) applied generalized cost-of-error functions.
In the current literature, there are several traditional measures of economic forecast accuracy.
Despite efforts to refine the methods for analyzing the accuracy of economic forecasts, these
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traditional measures are still widely applied (Abreu 2011; Simionescu 2014a; Sheng 2015; Q.
Chen et al. 2016; C. Chen et al. 2017; Gupta and Minai 2019). A complete classification of
traditional measures presented in Table 6 was made by Hyndman and Koehler (2006) in
their reference study ‘Another Look at Measures of Forecast Accuracy’. All measures were
classified into four main groups: scale-dependent measures, measures based on percentage
error, measures based on relative errors, and relative measures.

In addition to an overview of the traditional measures on economic forecasts accuracy,
Hyndman and Koehler (2006) proposed the Mean Absolute Scaled Error (MASE) as a
generally applicable measure for the analysis of forecast accuracy. Although the proposed
measure avoids infinite and undefined values, it can be still influenced by a single large
error (Davydenko and Fildes 2013; C. Chen et al. 2017).

A common feature of most of the measures for the analysis of economic forecast
accuracy is their poor resistance to outliers and scale dependence. In endeavoring to avoid
these shortcomings, C. Chen et al. (2017) proposed a new accuracy measure—the Unscaled
Mean Bounded Relative Absolute Error (UMBRAE), which is based on bounded relative
errors. Gorr (2009) developed the receiver operating characteristics as a new forecast error
measure suitable for extraordinary conditions such as crisis periods. Bratu (2013) proposed
new forecast accuracy measures for point forecasts and for forecast intervals.

The limits and advantages of methods used to assess forecast accuracy are presented
in Table 7.
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Table 6. Classification of traditional measures of economic forecast accuracy.

Measure Symbol Calculation Explanation of Variables

Scale-Dependent Measures

Mean Square Error MSE Mean
(
e2

t
)

et denotes the forecast error. It is defined by the equation et = Yt–Ft, where Yt denotes the observation
at time t and Ft denotes the forecast of Yt.

Root Mean Square Error RMSE
√

MSE

Mean Absolute Error MAE Mean (|et|)
Median Absolute Error MdAE Median (|et|)

Measures Based on Percentage Error

Mean Absolute Percentage Error MAPE Mean (|pt|)

The percentage error is the ratio between the forecast error and observation value: pt =
et
Yt

100. The
advantage of percentage errors is scale independency, and therefore, it is a very common measure in

the analysis of forecast performance across different datasets.

Median Absolute Percentage Error MdAPE Median (|pt|)

Root Mean Square Percentage Error RMSPE
√

mean
(

p2
t
)

Root Median Square Percentage Error RMdSPE
√

median
(

p2
t
)

Measures Based on Relative Errors

Mean Relative Absolute Error MRAE Mean (|rt|)
rt = et / et* is the relative error, where et* denotes the forecast error obtained from the benchmark

method. Usually, the benchmark method is the random walk, where Ft is equal to the last observation.Median Relative Absolute Error MdRAE Median (|rt|)
Geometric Mean Relative Absolute Error GMRAE Gmean (|rt|)

Relative Measures

Relative Mean Absolute Error ReIMAE ReIMAE = MAE
MAEb

Instead of applying relative errors, the authors use relative measures. In the calculation of ReIMAE
(Relative Mean Absolute Error), MAEb denotes the MAE from the benchmark method. When the

benchmark method is a random walk, and the forecasts are all one-step forecasts, the relative RMSE is
Theil’s U statistic (Theil 1966), sometimes called U2.

U Theil’s statistic (1) U1 U1 =

√
∑n

t=1(at−pt)
2

√
∑n

t=1 a2
t +
√

∑n
t=1 p2

t

U Theil’s statistic (2) U2 U2 =

√√√√∑n−1
t=1

(
pt+1−at+1

at

)2

∑n−1
t=1

(
at+1−at

at

)2

Source: Hyndman and Koehler (2006).
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Table 7. Advantages and limits of the methods used to assess forecast accuracy.

Measure Symbol Advantages Limits

Scale-Dependent Measures

Mean Square Error MSE Oftentimes, the RMSE is preferred to the MSE, as it is on the same
scale as the data. Historically, the RMSE and MSE have been

popular, largely because of their theoretical relevance in statistical
modeling. The RMSE is useful as a relative measure to compare

forecasts for the same series across different models. The smaller the
error, the better the forecasting ability of that model according to the
RMSE criterion. The mean absolute error (MAE) is less sensitive to

large deviations than the usual squared loss.

Scale-dependent measures are on the same scale as the data.
Therefore, none of them are meaningful for assessing a method’s

accuracy across multiple series.
The sensitivity of the RMSE to outliers is the most common

limitation of using of this measure.

Root Mean Square Error RMSE

Mean Absolute Error MAE

Median Absolute Error MdAE

Measures Based on Percentage Error

Mean Absolute Percentage Error MAPE Measures based on percentage errors have the advantage because
they are scale-independent. Therefore, they are frequently used to

compare forecast accuracy between different data series.
Additionally, these measures have an easy interpretation. In this

group of measures, the Mean Absolute Percentage Error (MAPE) is
the most applied measure.

These measures can produce infinite or undefined errors if zero
values occur on the data. Moreover, percentage errors can have an
extremely skewed distribution when the actual values are close to

zero.

Median Absolute Percentage Error MdAPE

Root Mean Square Percentage Error RMSPE

Root Median Square Percentage Error RMdSPE

Measures Based on Relative Errors

Mean Relative Absolute Error MRAE Measures based on the relative errors are an alternative to the
percentages for the calculation of scale-independent measurements.

They imply dividing each error by the error obtained using some
benchmark method of forecasting. Since these measures are not
scale-dependent, they were recommended by Armstrong and
Collopy (1992) and by Fildes (1992) for estimating the forecast

accuracy across multiple series.

A deficiency of measures based on relative errors is that the
forecast error obtained from the benchmark method can be small.
In fact, the relative error has infinite variance because the forecast

error obtained from the benchmark method has positive
probability density at 0. When the errors are small, as they can be
with intermittent series, use of the naïve method as a benchmark is

no longer possible because it would involve division by zero.

Median Relative Absolute Error MdRAE

Geometric Mean Relative Absolute Error GMRAE

Relative Measures

Relative Mean Absolute Error ReIMAE An advantage of these methods is their interpretability. For example,
relative MAE measures the improvement possible from the

proposed forecast method relative to the benchmark forecast
method. When RelMAE < 1, the proposed method is better than the
benchmark method and when RelMAE > 1, the proposed method is

worse than the benchmark method.

These measures require several forecasts on the same series to
enable a MAE (or MSE) to be computed. One common situation

where it is not possible to use such measures is where one is
measuring the out-of-sample forecast accuracy at a single forecast
horizon across multiple series. It makes no sense to compute the

MAE across series (due to their different scales).

U Theil’s statistic (1) U1

U Theil’s statistic (2) U2

Source: Hyndman and Koehler (2006).
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4.2.2. Statistical Tests

In addition to the presented measures, the tests used to check the accuracy of economic
forecasts also play an unavoidable role. Statistical tests of forecast accuracy are continuously
developed and upgraded with new methodological proposals (Granger and Newbold 1986;
Meese and Rogoff 1988; Diebold and Mariano 1995; West 1996; Harvey et al. 1997; Clark
and McCracken 2001; Mariano 2004; West 2006; Giacomini and White 2006; Dang et al.
2014; Diebold 2015; Harvey et al. 2017).

Granger and Newbold (1986) constructed a test for equal forecast accuracy based
on the orthogonalization presented in Morgan (1939). Later, in the literature, this test
became known as the Morgan-Granger-Newbold (MGN) test. Meese and Rogoff (1988)
proposed a test of equal forecast accuracy that allows the forecast errors to be serially and
contemporaneously correlated (MR test). Diebold and Mariano (1995) developed the test of
the null hypothesis of equal forecast accuracy (DM test). Harvey et al. (1997) proposed some
modifications to the original DM test, with the aim to improve the test’s performance for
smaller samples (HLN tests). Additionally, Harvey et al. (1997) suggested some variations
of the MGN test. Clark and McCracken (2001) examined the asymptotic and finite-sample
properties of the tests for equal forecast accuracy and encompassing applied to one-step
ahead forecasts from nested linear models. Giacomini and White (2006) argued that the
framework for predictive ability testing such as in the study West (1996) was not necessarily
valuable for real-time forecast selection. Therefore, they proposed an alternative approach
which is based on the inference about conditional expectations of forecasts and forecast
errors. Dang et al. (2014) proposed modifications of the DM and MGN tests that improve
asymptotic power by exploiting available sample information more fully to estimate the
tested parameters. Harvey et al. (2017) confirmed that the long-run variance can frequently
be negative when computing original DM test for equal forecast accuracy and forecast
encompassing if one is dealing with multi-step-ahead predictions in small, but empirically
significant, sample sizes.

In parallel with the methodological development, statistical tests of forecast accuracy
have found an increasing application in empirical research (Clark and McCracken 2001;
Shen et al. 2009; Clark and McCracken 2013; H. Chen et al. 2014; Coroneo and Iacone 2020;
Mayer et al. 2020; Glocker and Kaniovski 2021). In their latest empirical study, Glocker
and Kaniovski (2021) used a modified version of the Diebold–Mariano test (Diebold and
Mariano 1995) as proposed by Harvey et al. (1997).

In order to gain better insight into the tests used to check the accuracy of economic
forecasts, the following is an overview and explanation of the tests through the application
of appropriate mathematical formulas. Two standard tests are presented, the Morgan-
Granger-Newbold (MGN) test and the Diebold-Mariano (DM) test, as well the modifications
proposed by Harvey et al. (1997).

The Morgan-Granger-Newbold (MGN) Test

It is assumed that:

1. {yt : t = 1, 2, 3, . . . , T} are actual values.
2. {ŷt1 : t = 1, 2, 3, . . . , T} and {ŷt2 : t = 1, 2, 3, . . . , T} are two forecast values.

The forecast errors are defined as:

eit = yit − ŷit, for i = 1, 2.

The loss associated with the forecast i is denoted as the function of the actual and
forecast values:

(yt, ŷit) = g(yit − ŷit) = g(eit)

where g(eit) is the squared-error loss or the absolute error loss of eit.
The loss differential between the two forecasts (i = 1,2) is denoted as:

dt = g(e1t)− g(e2t)
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It is assumed that the two forecasts (i = 1,2) have equal accuracy if and only if the loss
differential has zero expectation for all values of t.

The null hypothesis (H0) is that there is no difference between the two forecasts:

H0 : E[dt] = 0 for all t

Conversely, the hypothesis (H1):

H1 : E[dt] = θ 6= 0 for all t

The MGN test is based on the following assumptions: (1) the loss is quadratic; (2) the
forecast errors are (a) zero mean; (b) Gaussian; (c) serially uncorrelated. Based on these
assumptions, Granger and Newbold (1986) proposed a test for forecast accuracy, which is
founded on this orthogonalization (Morgan 1939): xt = e1t + e2t and zt = e1t − e2t.

Then, the null hypothesis of zero mean loss differential is equivalent to the equality of
the two forecast error variances or, equivalently, zero covariance between xt and zt, since it
follows directly from the definition of xt and zt, that cov(xt, zt) = E

(
e2

1t − e2
2t
)
.

Hence, the MGN test is given by the equation:

MGN =
r√[

(1−r2)
(T−1)

]
where:

r =
x′z√

[(x′x)(z′z)]

where rx and z are the T × 1 vectors with tth elements xt and zt, respectively. Under the
null hypothesis of a zero covariance between xt and zt, the MGN test has a t-distribution
with T − 1 degrees of freedom.

The Diebold-Mariano (DM) Test

The symbols for the actual and forecasts series are as follows:

1. {yt} are actual data series.

2.
{

ŷh
i,t

}
are the ith competing h-step forecasting series.

The forecast errors from the ith competing models are denoted by eh
i,t (i = 1,2,3, . . . ,m),

where m is the number of forecast models. The h-step of forecast errors is defined by:

eh
i,t = yh

t − ŷh
i,t (i = 1, 2, 3, . . . , m)

The forecast accuracy is measured by the loss function:

g
(

yh
t , ŷh

i,t

)
= g

(
eh

i,t

)
The null hypothesis of equal forecast accuracy is:

H0 : E[gi,t] = E
[
gj,t
]

or E[dt] = 0

where:
dt = g(eit)− g

(
ejt
)

In that case, the sample mean loss differential
(

d
)

is defined as:

d =
1
T

T

∑
t=1

[
g(eit)− g

(
ejt
)]
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Then, the DM test statistic is given by the equation:

DM =
d√

2π f̂d(0)
T

d−−→ N(0, 1)

where 2π f̂d(0) is a consistent estimator of the asymptotic variance of
√

Td. It is important to
note that the variance is used in the DM statistic because the sample of loss differentials dt,
which are serially correlated for h > 1. Because DM tests converge to a normal distribution,
the null hypothesis can be rejected at the 5% level if |DM| > 1.96. Conversely, if |DM| ≤
1.96, the null hypothesis cannot be rejected.

The Harvey-Lebourne-Newbold (HLN) Tests

(1) Variations of the MGN test

Harvey et al. (1997) proposed some variations of the MGN test in a way that they set
it up in a regression framework.

A model of simple linear regression is: xt = βzt + εt.
It is noted that the above regression model contain the same null hypothesis testing

where β = 0 as the MGN test statistic. It can be written as follows:

GN =
b√

s2

z′z

where:

b =
x′z
z′z

s2 =
(x− bz)′(x− bz)

(T − 1)

Hence, the test would work and be unbiased in an ideal situation where the assump-
tions on which the MGN test statistics are based on have (1) a loss that is quadratic; (2)
forecast errors are (a) zero mean; (b) Gaussian; (c) serially uncorrelated. However, Harvey-
Lebourne-Newbold (HLN) argued that the estimate of the variance of b is baied in the
situation when the forecast errors come from a heavy-tailed distribution.

Therefore, they recommend the modification of the MGN test as follows:

MGN∗ =
b√[

(∑ z2
t ε̂2

t)

(∑ z2
t )

2

]
where ε̂t denotes the calculated OLS residual at time t. Harvey-Lebourne-Newbold (HLN)
recommended comparing MGN∗ with critical values of the t-distribution with T-1 degrees
of freedom.

Harvey et al. (1997) confirmed that the MGN test has empirical sizes that are equal to
nominal sizes when forecast errors are drawn from the Gaussian distribution. However,
when the forecast errors generating process is t-distribution with six degrees of freedom,
the original MGN test becomes oversized. In that case the deficiency of the original MGN
test gets worse as the sample size increases (Mariano 2004).

(2) Modifications of the Diebold-Mariano (DM) test

Besides variations of the MGN test, Harvey et al. (1997) proposed a small-sample
modification of the DM test. The modification is related to an approximately unbiased
estimate of the variance of the mean loss differential when forecast accuracy is measured in
terms of the mean squared prediction error, and h-steps-ahead forecast errors are assumed
to have zero autocorrelations at order h and beyond.
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Since the optimal h-steps-ahead forecasts are likely to have forecast errors that are
a moving average process of order h − 1, the HLN test assumes that for h-steps-ahead
forecasts, the loss differential dt has the following autocovariance:

γ̂(k) =
1
T

T

∑
t=k+1

(
dt − d

)(
dt−k − d

)
The exact variance of the mean loss differential is as follows:(

d
)
=

(
1
T

)[
γ0 +

(
2
T

) h−1

∑
k=1

(T − k)γk

]

The original DM test would estimate the variance as follows:

V̂
(

d
)
=

(
1
T

)[
γ̂∗(0) +

(
2
T

) h−1

∑
k=1

(T − k)γ̂∗(k)

]

γ̂∗(k) =
Tγ̂(k)
(T − k)

where d is based on the squared prediction error. The HLN test obtains the following
approximation of the expected value of V̂

(
d
)

:

(
V̂
(

d
))

v V
(

d
)[T + 1− 2h + h(h−1)

T

]
T

Therefore, Harvey et al. (1997) proposed modifying the DM test statistic to:

DM∗ =
DM√ [

T+1−2h+ h(h−1)
T

]
T

Harvey et al. (1997) also proposed comparing DM∗ with critical values from the
t-distribution with (T − 1) degrees of freedom instead of the standard unit normal distri-
bution.

4.2.3. Strategies

In order to achieve good forecasting accuracy, it is important to use an appropriate
forecasting strategy. Research on forecasting strategies have been long in the focus of nu-
merous researchers (Bates and Granger 1969; Makridakis 1988; Bunn 1989; De Menezes et al.
2000; Armstrong 2001; Timmermann 2006; Hall and Mitchell 2007; Clark and McCracken
2009; Geweke and Amisano 2011; Kourentzes et al. 2014; Fildes and Petropoulos 2015;
Nowotarski et al. 2016; Pinar et al. 2017; Kourentzes et al. 2019; Galvão Bandeira et al. 2020;
Giacalone 2021; Kang et al. 2021). In a seminal study on strategies about improving the
forecasts accuracy, Bates and Granger (1969) confirmed that combining the forecasts using
different models, instead of relying on the individual models, can improve the accuracy of
predictions. Makridakis (1988) discussed how the forecasting accuracy can be improved
by understanding and correcting the problems inherent in statistical methods and the
past mistakes of judgmental forecasters. Armstrong (2001) emphasized that “combining
forecasts is especially useful when you are uncertain about the situation, uncertain about
which method is most accurate, and when you want to avoid large errors”. Timmermann
(2006) theoretically explored the advantages from combining predictions such as the de-
gree of correlation between forecast errors and the relative size of the individual models’
forecast error variances. Clark and McCracken (2009) presented Monte Carlo methods and
empirical examples on the efficiency of combining recursive and rolling forecasts when



J. Risk Financial Manag. 2022, 15, 1 17 of 28

linear forecast models are subject to structural change. Besides Monte Carlo experiments,
several empirical evidences show that combination improves the forecasts accuracy relative
to forecasts made using the recursive scheme or the rolling scheme with a fixed window
width. The alternative to combining is selecting the adequate forecast model. However,
selecting the most appropriate forecast model to achieve a good predicting accuracy is not
such an easy task. For this purpose, different selection criteria were used. Galvão Galvão
Bandeira et al. (2020) stated that the selection can be based on the time series characteris-
tics (Petropoulos et al. 2018), the forecasting model performance (Wang and Petropoulos
2016; Fildes and Petropoulos 2015), the information criteria (Qi and Zhang 2001), or the
judgmental expert selection (Petropoulos et al. 2018). Kourentzes et al. (2014) proposed a
novel algorithm that aims to mitigate the importance of model selection, while increasing
the accuracy. Nowotarski et al. explored the performance of combining so-called sister load
forecasts, i.e., predictions generated from a family of models which share similar model
structure but are built based on different variable selection processes. They confirmed
that “combing sister forecasts outperforms the benchmark methods significantly in terms
of forecasting accuracy measured by Mean Absolute Percentage Error”. Kourentzes et al.
(2019) proposed a heuristic function to automatically identify forecast pools, regardless
of their source or the performance criteria. Pinar et al. (2017) derived optimal forecast
combinations based on the stochastic dominance efficiency (SDE) with differential forecast
weights for different quantiles of forecast error distribution. Giacalone (2021) proposed a
forecast combination method based on Lp-norm estimators, which can be used to solve
the cases of multicollinearity and non-Gaussianity. Combining different GARCH and the
ARIMA models, the Lp-norm scheme improves the forecasts accuracy. Using out-of-sample
forecasts, Kang et al. (2021) aimed to obtain weights for forecast combinations by ampli-
fying the diversity of the pool of methods being combined. Kang et al. (2021) confirmed
that diversity-based forecast combination framework contributed to the improvement of
forecast accuracy.

4.3. Empirical Findings

Empirical research about economic forecast accuracy has long been the focus of re-
searchers (Mincer and Zarnowitz 1969; Makridakis et al. 1979; Boothe and Glassman 1987;
Karamouzis and Lombra 1989; Zarnowitz 1991; Jansen and Kishnan 1996; Joutz and Stekler
2000; Romer and Romer 2000; Croushore and Stark 2001; Loungani 2001; Clements and
Taylor 2001; Sims 2002; Ashiya 2005; Isiklar et al. 2006; Clements et al. 2007; Golinelli
and Parigi 2008; Lahiri and Isiklar 2009; Ager et al. 2009; Blaskowitz and Herwartz 2009;
Krkoska and Teksoz 2009; Sinclair et al. 2010; Abreu 2011; Croushore 2011; Dovern and
Weisser 2011; Costantini and Kunst 2011; Carvalho and Minella 2012; Deschamps and
Bianchi 2012; González Cabanillas and Terzi 2012; Loungani et al. 2013; Capistrán and
López-Moctezuma 2014; Golinelli and Parigi 2014; Lewis and Pain 2014; Messina et al. 2015;
Dovern et al. 2015; Guisinger and Sinclair 2015; Sheng 2015; Q. Chen et al. 2016; Dovern
and Jannsen 2017; An et al. 2018).

Mincer and Zarnowitz (1969) confirmed the hypothesis that the forecast accuracy
decreases with the increase in length of the predictive span. Using a sample of 111 time
series, Makridakis et al. (1979) explored the accuracy of various forecasting methods
focusing on time-series methods. Unexpectedly, their results showed that simpler methods
perform well compared to the more complex and statistically sophisticated ARMA models.
In addition to its relevance to profitability in forward-market speculation, Boothe and
Glassman (1987) used economic forecast accuracy as an evaluation criterion for the ranking
of different exchange rate forecasting models. Their findings are in line with previous
research, where the highest economic forecast accuracy was realized by applying simple
time-series models, such as the random walk.

Since the main goals of every economy should be maximizing the value of production,
full employment, and stable prices, a number of studies explore the accuracy of economic
forecasts related to GDP, unemployment, and inflation (Karamouzis and Lombra 1989;
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Jansen and Kishnan 1996; Joutz and Stekler 2000; Clements et al. 2007; Golinelli and Parigi
2008; Costantini and Kunst 2011; Golinelli and Parigi 2014; Sheng 2015; Q. Chen et al. 2016;
Dovern and Jannsen 2017). Karamouzis and Lombra (1989) confirmed that for the period
1973 to 1982, forecasts involved large errors and contained untapped information.

Applying the Mincer and Zarnowitz (1969) methodological framework, Romer and
Romer (2000) and Sims (2002) focused on the accuracy of the United States (US) Federal
Reserve’s inflation forecasts. Both studies concluded that these forecasts are unbiased.
In the analysis of the Federal Reserve Greenbook forecasts of real GDP, inflation and
unemployment for the period from 1974 to 1997, Clements et al. (2007) concluded that
there is evidence of systematic bias and of forecast smoothing of the inflation forecasts.
According to Heilemann and Stekler (2007), unsuitable forecasting methods and unsuitable
expectations regarding the degree of performance are the most important reasons for
the lack of accuracy in G7 macroeconomic predictions. Franses et al. (2011) evaluated
the accuracy of the economic forecasts made by the Netherlands Bureau for Economic
Policy Analysis. They conclude that expert forecasts are far more accurate than the model
forecasts, particularly when the forecast horizon is short. Bratu (2012) confirmed that the
Holt–Winters method offers more accurate forecasts for inflation in the US when the initial
expectations are provided by the Survey of Professional Forecasters.

Comparing the accuracy of various econometric forecasting models (AR, VAR, VARMA),
Simionescu (2014b) concluded that vector autoregressive moving average (VARMA) models
generate the most accurate forecasts; their research focuses on inflation, real GDP, and
interest rates in Romania for the period 2012 to 2013. Lewis and Pain (2014) evaluated
the projections of the Organisation for Economic Co-operation and Development. They
confirmed that economic growth is repeatedly overestimated in the projections, which
failed to anticipate the extent of the slowdown and, later, the weak pace of the economic
recovery.

The existence of a general tendency to overestimate economic growth in future years
is common among forecasters (Abreu 2011; Lewis and Pain 2014). Lewis and Pain (2014)
pointed out two reasons for forecasters’ frequent failure to predict downturns and their
size: (1) directional accuracy is asymmetric, with a much lower share of decelerations and
recessions predicted a year in advance; (2) errors are larger in recessions. These difficulties
are confirmed not only across forecasters but also across countries and over longer periods
of time (Zarnowitz 1991; Loungani 2001; Abreu 2011; González Cabanillas and Terzi 2012).
Sheng (2015) conducted an analysis of economic forecast accuracy concerning real GDP,
inflation, and unemployment rates made by the Federal Open Market Committee in the
period 1992 to 2003. The author shows these forecasts tend to underpredict real GDP and
overpredict inflation and unemployment rates.

In addition to studying the accuracy of forecasts of GDP, unemployment, and inflation,
researchers have explored the accuracy of economic forecasts for other variables, such
as the exchange rate, consumption, interest rates, monetary supply, consumption, and
export (Meese and Rogoff 1983; Lam et al. 2008; Shittu and Yaya 2009; Simionescu 2014a).
Evaluating the out-of-sample forecasting accuracy of different structural and time-series
exchange rate models, Meese and Rogoff (1983) confirmed that random walk processes
generate better forecasts than structural models. Lam et al. (2008) explored exchange rate
predictability using different theoretical and empirical models, such as the purchasing
power parity, uncovered interest rate parity, and sticky-price monetary models, which
are based on the Bayesian model averaging technique, and a combination of these. They
conclude that the forecast based on combined models is more accurate than the forecast
that uses only one model. These findings were also confirmed in later research, such as
Bratu (2012).

Shittu and Yaya (2009) analyzed the forecast performance of ARIMA and ARFIMA
models using the example of the US dollar/UK pound foreign exchange rate. To measure
forecast accuracy, they use the root-mean-square forecast error (RMSFE) and mean absolute
percentage forecast error (MAPFE). The results show that estimated forecast values from
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the ARFIMA model is more realistic and closely reflects the current economic reality. Com-
paring the accuracy of various econometric forecasting models (AR, VAR, and VARMA),
Simionescu (2014b) concluded that VARMA models generated the most accurate forecasts
in research concerning inflation, real GDP, and interest rates in Romania for the period
from 2012 to 2013.

There are numerous studies that have analyzed the effects of business cycles on
the accuracy of economic forecasts. Recent studies identified significant business-cycle
impacts in systematic forecast errors (Loungani 2001; Croushore 2011; Loungani et al.
2013; Messina et al. 2015; Dovern and Jannsen 2017). In empirical research on a sample of
several industrialized and developing countries for the period 1989 to 1998, Loungani (2001)
concluded that forecasts for recession are subject to a large systematic forecast error. Sinclair
et al. (2010) showed that the Federal Reserve’s Greenbook projections overestimated the
annual rate of change in real GDP in periods of recession and underestimated it in periods
of economic growth. These results were later confirmed in other studies (Messina et al.
2015). Loungani et al. (2013) explored information rigidity in forecasts of real GDP for a
sample of 46 countries and concluded that sluggishness in forecast revisions decreased in
periods of recession.

The dependence of systematic growth-forecast errors in advanced economies on the
business cycle is explored by Dovern and Jannsen (2017). They confirmed that forecasts for
recessions are subject to a large negative systematic forecast error (forecasters overestimate
growth), while forecasts for recoveries are subject to a positive systematic forecast error.
An et al. (2018) analyzed how well researchers forecast recessions using a sample of 63
advanced and emerging market economies. They confirmed that forecasts are revised much
more quickly in periods of recession than in non-recession periods, but not rapidly enough
to be able to avoid large forecast errors. These results are in line with the findings of some
earlier studies (Lewis and Pain 2014; Dovern and Jannsen 2017).

The existing literature abounds in studies in which the performance of professional
macroeconomic forecasts is intensively studied in relation to forecast accuracy, bias, and
efficiency (Clements and Taylor 2001; Loungani 2001; Isiklar et al. 2006; Ager et al. 2009;
Krkoska and Teksoz 2009; Lahiri and Isiklar 2009; Dovern and Weisser 2011; Carvalho and
Minella 2012; Deschamps and Bianchi 2012; Bratu 2013; Loungani et al. 2013; Capistrán and
López-Moctezuma 2014; Dovern et al. 2015; Q. Chen et al. 2016). Most of the initial research
in this vein is focused on the most economically developed countries, such as the US and
G-7 countries (Clements and Taylor 2001; Isiklar et al. 2006; Ager et al. 2009; Dovern and
Weisser 2011).

There are numerous later studies on the samples of emerging market economies,
such as Krkoska and Teksoz (2009) for transition countries, Carvalho and Minella (2012)
for Brazil, and Capistrán and López-Moctezuma (2014) for Mexico. Other scholars were
primarily focused on individual Asian countries, such as Ashiya (2005) for Japan, Lahiri
and Isiklar (2009) for India, and Deschamps and Bianchi (2012) for China. Some of the
abovementioned studies found significant discrepancies in forecast performance among
advanced and emerging economies, particularly in terms of forecast accuracy, information
rigidities, and the efficiency of data use (Loungani 2001; Loungani et al. 2013; Dovern et al.
2015). Using a large panel of forecasts analyzing the quality of professional macroeconomic
forecasts for China for the period 1995–2009, Deschamps and Bianchi (2012) confirmed
large differences in forecast accuracy across both forecasters and variables.

Q. Chen et al. (2016) explored the forecast accuracy, bias, and efficiency of professional
macroeconomic forecasts and test the Asian-Pacific Consensus Forecasts in relation to the
variables GDP growth and inflation. The analysis on the sample of ten Asian economies,
i.e., China, Hong Kong, India, Indonesia, Japan, Korea, Malaysia, Singapore, Taiwan, and
Thailand, covering the period 1995–2012. The methodological framework for the analysis of
economic forecast accuracy is based on the application of the RMSE and measures proposed
by Blaskowitz and Herwartz (2009). Q. Chen et al. (2016) confirmed the hypothesis that
economic forecast accuracy improves very slowly from long to short horizons, which could
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explain the large magnitude of the forecast errors. Using survey data for G7-countries,
Dovern and Weisser (2011) analyzed the accuracy of professional macroeconomic forecasts
of GDP growth, inflation, and unemployment rates. They confirmed a high degree of dis-
persion of forecast accuracy across forecasters. Analyzing how to improve the predictability
of the oil-US stock nexus, Salisu et al. (2019) argued that ‘it is important to pre-test the
predictors for persistence, endogeneity, and conditional heteroscedasticity’.

The classification of key empirical findings is presented in Table 8.

Table 8. Classification of Empirical Findings.

Subject of Research Title of the Paper Author/s Year of
Publication Empirical Findings

Evaluation of economic
forecast accuracy

The evaluation of
economic forecasts

Mincer, Jacob, and
Victor Zarnowitz 1969

Forecast accuracy decreases
with an increase in length of

the predictive span.

Accuracy of
Forecasting: An

Empirical Investigation

Makridakis, Spyros,
and Michele Hibon 1979

Simpler methods perform
well compared to the more

complex and statistically
sophisticated ARMA models.

Comparing exchange
rate forecasting models:

Accuracy versus
profitability

Boothe, Paul, and
Debra Glassman 1987

The highest economic
forecast accuracy is realized
applying simple time-series
models such as the random

walk.

The accuracy of
economic forecasts

related to GDP,
unemployment, and

inflation

Forecast smoothing
and the optimal

underutilization of
information at the
Federal Reserve

Scotese, Carol A. 1994

Testing forecasts for real
GNP and inflation do not

confirm significant biases in
either the real GNP or

inflation forecasts.

An Evaluation of the
Forecasts of the Federal

Reserve: A Pooled
Approach

Clements, Michael P.,
Fred Joutz, and

Herman O. Stekler.
2007

There is evidence of
systematic bias and of

forecast smoothing of the
inflation forecasts.

Introduction to “The
future of

macroeconomic
forecasting”

Heilemann, Ullrich,
and Herman Stekler 2007

Unsuitable forecasting
methods and unsuitable

expectations regarding the
degree of performance are
the most important reasons

for the lack of accuracy in G7
macroeconomic predictions.

One Model and Various
Experts: Evaluating

Dutch Macroeconomic
Forecasts

Franses, Philip Hans,
Henk C. Kranendonk,

and Debby Lanser
2011

The model forecasts are
biased for a range of
variables, and expert
forecasts are far more

accurate than the model
forecasts, particularly when
the forecast horizon is short.

Strategies to Improve
the Accuracy of
Macroeconomic

Forecasts in United
States of America

Bratu, Mihaela 2012

The Holt–Winters method
offers more accurate

forecasts for inflation in the
US when the initial

expectations are provided by
the Survey of Professional

Forecasters.
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Table 8. Cont.

Subject of Research Title of the Paper Author/s Year of
Publication Empirical Findings

Comparing the
accuracy of various

econometric forecasting
models

The Accuracy
Assessment of

Macroeconomic
Forecasts based on

Econometric Models
for Romania

Simionescu, Mihaela 2014a

Comparing the accuracy of
various econometric

forecasting models (AR, VAR,
and VARMA), it is concluded

that vector autoregressive
moving average (VARMA)
models generate the most

accurate forecasts.

Testing of a tendency to
overestimate economic

growth

Lessons from OECD
Forecasts during and

after the Financial
Crisis

Lewis, Christine, and
Nigel Pain 2014

It is confirmed that economic
growth is repeatedly
overestimated in the

projections, which failed to
anticipate the extent of the
slowdown and, later, the

weak pace of the economic
recovery.

Evaluating the
economic forecasts of

FOMC members
Sheng, Xuguang 2015

The analysis of economic
forecast accuracy concerning

real GDP, inflation, and
unemployment rates made

by the Federal Open Market
Committee confirmed a

tendency to underpredict
real GDP and overpredict

inflation and unemployment
rates.

The accuracy of
economic forecasts for

the exchange rate

Comparing forecast
performance of

exchange rate models

Lam, Lillie, Laurence
Fung, and Ip-wing Yu 2008

Exchange rate predictability
is explored using different
theoretical and empirical

models, such as the
purchasing power parity,
uncovered interest rate
parity, and sticky-price

monetary models, models
based on the Bayesian model
averaging technique, and a
combination of these. The

forecast based on combined
models is more accurate than

the forecast that uses only
one model.

Measuring forecast
performance of ARMA
& ARFIMA models: An

application to US
Dollar/UK pound

foreign exchange rate

Shittu, Olanrewaju, I.,
and OlaOluwa S. Yaya 2009

Analyzing the forecast
accuracy of ARIMA and

ARFIMA models using the
example of the US dollar/UK
pound foreign exchange rate,

it was concluded that
estimated forecast values

from the ARFIMA model is
more realistic and closely

reflects the current economic
reality.
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Table 8. Cont.

Subject of Research Title of the Paper Author/s Year of
Publication Empirical Findings

The effects of business
cycles on the accuracy
of economic forecasts

How Accurate are
Private Sector

Forecasts?
Cross-country
Evidence from

Consensus Forecasts of
Output Growth

Loungani, Prakash 2001
Forecasts for recessions are
subject to a large systematic

forecast error.

Can the Fed Predict the
State of the Economy?

Sinclair, Tara M.,
Herman O. Stekler, and

Fred Joutz
2010

The Federal Reserve’s
Greenbook projections

overestimate the annual rate
of change in real GDP in
periods of recession and

underestimate it in periods
of economic growth.

Systematic Errors in
Growth Expectations

over the Business Cycle

Dovern, Jonas, and Nils
Jannsen 2017

Forecasts for recessions are
subject to a large negative
systematic forecast error,

while forecasts for recoveries
are subject to a positive

systematic forecast error.

How well do
economists forecast

recessions?

An, Zidong, Joao Tovar
Jalles, and Parkash

Loungani
2018

Forecasts are revised much
more quickly in periods of

recession than in
non-recession periods, but

not rapidly enough to be able
to avoid large forecast errors.

Comparison in forecast
accuracy among
advanced and

emerging economies

Information rigidities:
Comparing average

and individual
forecasts for a large
international panel

Dovern, Jonas, Urlich
Fritsche, Prakash

Loungani, and Natalia
Tamirisa

2015

There are significant
discrepancies in forecast

performance among
advanced and emerging

economies, particularly in
terms of forecast accuracy.

How to improve the
predictability of the
oil-US stock nexus

Improving the
predictability of the

oil–US stock nexus: The
role of macroeconomic

variables

Salisu, Afees A.,
Raymond Swaray and

Tirimisiyu F. Oloko
2019

‘It is important to pre-test the
predictors for persistence,

endogeneity, and conditional
heteroscedasticity,

particularly when modeling
with high-frequency series’.

5. Conclusions

Economic forecasts play an increasingly important role in the economic decision-
making process. Therefore, a scientifically robust analysis of the accuracy of economic
forecasts can help improve forecasts and consequently enhance the decision-making process.
This paper presents a systematic review of the empirical literature on measuring the
accuracy of economic forecasts. After collecting, sorting, and selecting the articles, the
subject of the analysis was 145 impactful studies. Measured by the average number of
citations per year, the greatest contribution to the research area was made by Diebold and
Mariano (1995), ‘Comparison of prediction accuracy’. In that paper, the authors propose
several tests of the null hypothesis of equal forecast accuracy.

The publication indexed in the ISI Web of Science database with the largest number
of published articles on the researched topic is the International Journal of Forecasting. The
results of the citation-based analysis indicate a growing interest by researchers in the topic
of measuring the accuracy of economic forecasts. In addition to the short review of the
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theoretical background, the content analysis was primarily focused on the methodology
development and its application in empirical studies. Traditional measures of the accuracy
of economic forecasts are continuously developed and upgraded with new methodological
proposals (Davies and Lahiri 1995; Christoffersen and Diebold 1998; Chen and Yang 2004;
Pesaran and Skouras 2004; Clements et al. 2007; Ager et al. 2009; Gorr 2009; Dovern and
Weisser 2011; Davydenko and Fildes 2013; Bratu 2013; Simionescu 2014b; C. Chen et al.
2017). With the development of a methodological framework, the authors tesedt, combined,
compared, and evaluated various methods in empirical research (Armstrong and Collopy
1992; Yokuma and Armstrong 1995; Granger and Jeon 2003; Chen and Yang 2004; Hyndman
and Koehler 2006; Davydenko and Fildes 2013; Kapetanios et al. 2015).

The usefulness of the methods for analyzing the accuracy of economic forecasts is
evidenced by their widespread application in empirical research. Studies cover a wide
range of topics, including the analysis of forecast accuracy for macroeconomic variables
such as GDP, unemployment, inflation, exports, interest rates, consumption, and the effects
of business cycles on the accuracy of economic forecasts (Lam et al. 2008; Shittu and Yaya
2009; Carvalho and Minella 2012; Deschamps and Bianchi 2012; González Cabanillas and
Terzi 2012; Loungani et al. 2013; Capistrán and López-Moctezuma 2014; Golinelli and
Parigi 2014; Lewis and Pain 2014; Simionescu 2014a; Messina et al. 2015; Dovern et al. 2015;
Guisinger and Sinclair 2015; Sheng 2015; Q. Chen et al. 2016; Dovern and Jannsen 2017; An
et al. 2018).

Together with the accuracy, scholars often analyze bias and efficiency in economic
forecasts (Ager et al. 2009; Krkoska and Teksoz 2009; Lahiri and Isiklar 2009; Dovern
and Weisser 2011; Carvalho and Minella 2012; Deschamps and Bianchi 2012; Bratu 2013;
Loungani et al. 2013; Capistrán and López-Moctezuma 2014; Dovern et al. 2015; Q. Chen
et al. 2016; Salisu et al. 2019).

Following a systematic literature review, the results presented in this paper provide
insight into the previous research on measuring the accuracy of economic forecasts in
terms of theoretical background, methodological development, and empirical findings.
The outcome of this review process improves the knowledge base for researchers and
practitioners.

A potential limitation of this research is that the citation-based analysis explores only
articles indexed in the Web of Science database. Considering that the problem of economic
forecasts and their accuracy is not recent but has a long history, another potential limitation
of the research is that the research sample is limited to studies available on the Internet.

It is important to highlight both the theoretical and practical implications of the
conducted research. The economic forecasts accuracy is of great importance for making
quality decisions. This study provides a complete picture of the measurement on economic
forecast accuracy. From a methodological point of view, it involves measures of forecast
accuracy, statistical tests, and strategies to improve forecast accuracy. The presented
advantages and limitations of individual measures for the analysis of economic forecasts
accuracy facilitate the selection and application of appropriate measures in future analyses.
A systematic overview of the methodological development and present empirical findings
will provide insight into insufficiently explored topics, and thus, contribute to the creation
of new research ideas and scientific contributions. Certainly, for future research, one
of the most important questions is how to contribute to the improvement of economic
forecasts accuracy? Besides upgrading measures and statistical tests, the future scientific
contributions can be expected in new methodological proposals on strategies for improving
the economic forecast accuracy.

Today, economic forecasts are increasingly impacted by external influences and shocks,
such as the coronavirus pandemic or migrant crises, which make the decision-making
process more complex. These do not come directly from the economy but from other areas.
One possible direction for future research could, therefore, be the evaluation of the impact
of these external impacts on the accuracy of economic forecasts and the advancement of
existing methodology in this area.
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