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Abstract: Lockdowns introduced in connection with the COVID-19 pandemic have had a significant
impact on societies from an economic, psychological, and health perspective. This paper presents
estimations of their impact on well-being, understood both from the perspective of mental health
and considering economic security and similar factors. This is not an easy task because well-being
is influenced by numerous factors and the changes happen dynamically. Moreover, there are some
obstacles when using the control group. However, other studies show that in certain cases it is possible
to approximate selected phenomena with Google search queries data. Secondly, the econometric
issues related to the suitable modeling of such a problem can be solved, for example, by using
Bayesian methods. In particular, herein the recently gaining in popularity Bayesian structural time
series and Bayesian dynamic mixture models are used. Indeed, these methods have not been used in
social sciences extensively. However, in the fields where they have been used, they have been very
efficient. Especially, they are useful when short time series are analyzed and when there are many
variables that potentially have a significant explanatory impact on the response variable. Finally,
15 culturally different and geographically widely scattered countries are analyzed (i.e., Belgium,
Brazil, Canada, Chile, Colombia, Denmark, France, Germany, Italy, Japan, Mexico, the Netherlands,
Spain, Sweden, and the United Kingdom). Little evidence of any substantial changes in the Internet
search intensity on terms connected with negative aspects of well-being and mental health issues is
found. For example, in Mexico, some evidence of a decrease in well-being after lockdown was found.
However, in Italy, there was weak evidence of an increase in well-being. Nevertheless, the Bayesian
structural time series method has been found to fit the data most accurately. Indeed, it was found to
be a superior method for causal analysis over the commonly used difference-in-differences method
or Bayesian dynamic mixture models.

Keywords: Bayes theorem; COVID-19; mental health; psychological well-being; SARS-CoV-2; quarantine

1. Introduction

Well-being is an important concept in various disciplines. However, there is no single
definition of this term. Roughly speaking, well-being can be understood as a positive life
attitude and feeling good. It is also an interdisciplinary concept with different aspects
of well-being studied across a variety of disciplines. For example, physical well-being,
economic well-being, social well-being, psychological well-being, etc. Moreover, those
different forms of well-being can be closely interlinked [1–3]. Events related to the COVID-
19 pandemic have shown how important, but difficult to analyze, this category is [4–7].

Indeed, the first confirmed infections of humans were detected in Wuhan, China in
December 2019 and by that time the infection was spreading by the human-to-human chan-
nel. In the early stages of the pandemic, the number of cases was doubling almost every
7 days. In January 2019, the virus spread over other regions of China and by the end of
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the month, the World Health Organization globally warned about it. The same month,
the virus came to Europe. The first major restrictions began in China, then, other Asian
countries followed. As soon as by the end of April 2020, numerous people in the world
were under some form of a lockdown. Indeed, the COVID-19 pandemic resulted in the
largest number of simultaneous lockdowns around the world. However, few countries did
not use lockdown strategies to reduce the number of infection cases [8]. The virus is be-
lieved to have killed between 12 and 22 million people by the middle of 2022, depending
on estimations. Moreover, hundreds of millions of people suffer from long COVID [9,10].
The International Monetary Fund estimates that the pandemic will cost the global econ-
omy 12.5 trillion USD through 2024 [11]. Moreover, the World Bank estimates that the
pandemic has increased the number of people living in extreme poverty to between 119 and
124 million, which is the largest increase since 1990. Additionally, the pandemic increased food
insecurity, negatively impacted access to education and social services and had a devastating
impact on the labor market and income [12].

This paper employs Google search queries in order to estimate the impact of lockdowns
on the broadly understood individual well-being of citizens of various countries. Individual
well-being is measured at the aggregated level, i.e., by the Internet search queries of certain
words in given countries (contrary to individual survey studies). In particular, in the case
of well-being, emphasis is placed on mental health issues. However, certain factors which
may be linked with social or economic well-being are considered explanatory variables in the
employed models. Additionally, the obtained outcomes for different countries are compared.

When the COVID-19 lockdowns were implemented, a clear concern about the mental
health, emotional well-being, etc. of citizens emerged [4]. Most of the up-to-date literature
indicates numerous negative effects of the introduced lockdowns in the form of psycho-
logical issues, stress, an increase in the feeling of being lost, an increase in aggressive
thoughts and behaviors, etc. [13]. These feelings are associated with social isolation, fear of
being infected, boredom, frustration, lack of access to information, financial loss, links with
limitations of physical activity, nutrition patterns, etc. [14–22]. Some studies also pointed
to long-term effects [7]. Indeed, even before the COVID-19 pandemic, Ref. [23] consid-
ered a weighted averaging constructed index based on some specific word search queries
addressed to Google Search in analyzing well-being in the United States. In conclusion,
they indicated that data from Internet search engines can be a significant supplement to
traditional survey research.

With regard to the COVID-19 pandemic, for example, Ref. [24] also tried to find out
how lockdowns affect well-being. However, their analysis was based solely on conven-
tional econometric methods and only covered a narrow selection of European countries.
The keywords (i.e., search terms) were selected on the basis of the General Health Ques-
tionnaire. Moreover, they made some simple rescaling of the initial Google Trends indices
in order to compare them over different time periods (i.e., before and after the pandemic).
Unfortunately, the selected countries were hardly diversified. Moreover, as explained later
in this paper, the conventional econometric methods can have certain drawbacks in the case
of this particular research problem, compared with Bayesian methods, which can serve as
better alternatives and offer more efficient tools in this regard.

This paper tries to answer the question of whether the implemented lockdowns
impacted the well-being of various societies in a significant way. In particular, well-being is
narrowed down to mental health issues. The addressed changes are proxied by Internet
search queries. Secondly, the modeling schemes include several macroeconomic (and other)
variables in order to capture the impact on well-being from other sources such as economic
conditions, etc. Another advantage of this study is that it analyzes numerous individual
countries separately based on a consistent methodology, thereby differentiating this study
from certain others concerning this topic. Finally, instead of the more conventionally used
difference-in-differences method for causal analysis, this study heavily explores Bayesian
methods, especially those able to deal with explanatory variable uncertainty and time-
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varying parameters. In particular, Bayesian structural time series models and Bayesian
dynamic mixture models are employed.

The implementation of quarantine and lockdown restrictions certainly leads to the
disruption of social networks, impacting negatively on the mental health of the general
population [25–27]. Several studies reported significant negative consequences [28–30]. The
impact of the pandemic on the mental health of citizens was studied in a variety of ways,
mostly reporting huge negative effects; however, adaptations between waves of the pandemic
were also observed [31]. Some authors argue that the negative impact on well-being was due
to the pandemic itself, and not a result of the lockdowns per se [32–34]. In this study, contrary
to the difference-in-differences method [35,36] commonly used in this type of research, novel
Bayesian methods are used. In particular, the innovative applications of Bayesian structural
time series and Bayesian dynamic mixture models are implemented [37,38].

Nevertheless, despite the many advantages, Bayesian methods are characterized
by high computational complexity and the necessity to approximate distributions [39].
Fortunately, in the case of the particular methods mentioned herein, the approximations are
only at the numerical level of the parameters—not the functional forms of the distributions
themselves [38], which is an important advantage in itself, and the computation complexity
is at a very acceptable level [37].

The usefulness of information about Internet search queries provided by Google Trends
in economics and finance was noted by [40]. They initiated numerous subsequent papers on
the application of this kind of information, for example, in forecasting unemployment, real-
estate prices, consumer decisions, etc. [41]. For instance, the modeling of the unemployment
rate is a very illustrative example of the advantage of Google Trends data and its usefulness
in forecasting tasks compared to traditional approaches. Indeed, the data published by
statistical offices are available only with a certain significant delay because the necessary
information must be collected and properly processed in the traditional way. Meanwhile,
the activity of Internet users—what they are searching for—may be an indicator of, for
example, the situation that they are actively looking for a job or losing their current
employment and are likely to report to the labor office in the very near future.

Google Trends publishes such data on a continuous basis; therefore, this information
is already hidden in their data—before it is reported to, processed, and published by the
official statistical bureau. This kind of approach to forecasting has resulted in the so-called
nowcasting [41–43]. When investigating issues related to the COVID-19 pandemic, such
methods have also found application in many aspects of scientific research, including infection
predictions [44]. For example, Ref. [45] analyzed the index constructed on the basis of Twitter
posts in relation to COVID-19 lockdowns and happiness, using the difference-in-differences
method. They found that lockdowns resulted in a decline in happiness, regardless of the type
and duration of lockdown, furthermore, severe lockdowns resulted in a greater happiness
decline. Ref. [46] analyzed Internet searches in Latin American countries, concluding that
searches for insomnia peaked but then declined after a few weeks of lockdown, whereas
searches for stress, anxiety, and sadness increased and stayed high. However, they found no
change in searches for depression or suicide after the lockdown.

Indeed, the activity of Internet users may be an indicator that is available much
faster than, for example, a traditional survey [47]. It also works well for groups that are
difficult to analyze in a traditional way [41,43]. For example, Refs. [23,48] applied averaging
procedures to Google Trends indices and showed the usefulness of such data in analyzing
well-being in the United States. They showed that data from Internet search engines can be
a significant supplement to traditional survey research. However, it should be emphasized
that in the case of forecasting the number of infections, models based solely on data from
Internet search engines can be unreliable in certain cases. For instance, they can drastically
overestimate the number of cases in some periods [49]. When forecasting new cases, the
Bayesian structural time series happened to be a very useful tool [50], together with the
general use of the Bayesian approach in machine learning techniques [51].
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The literature mentioned above and related to measuring the impact of lockdowns
primarily used data on Internet search queries from the Google search engine. A significant
problem, in this case, was the choice of keywords. For example, Ref. [52] argued that the use
of Google Trends in such a context is heavily limited, being inconsistent with the controlled
traditional survey performed at the same period of time. However, they analyzed only a
limited number of keywords. Ref. [53] also questioned the efficiency of using Google Trends
to monitor the mental distress of citizens; however, they concluded that these indices can
be a proxy for coping and resilience factors. Again, the key factor for the interpretation
of the results was the proper selection of Internet search terms. Secondly, their study was
limited to only one country. Nevertheless, the general use of unconventional tools in this
regard, having in mind the increasing role of the Internet and the use of social media, has
become more and more common among researchers [54,55].

In order to clarify, the Google Trends index for a given word (i.e., search term) returns
an index ranging from 0 to 100. This normalized index expresses the share of the Internet
search queries for a given word amongst all the queries addressed to the Google search
engine [40]. As a result, using this index requires some subtle treatment. For instance, it
can be due to the proper identification of outliers. Indeed, certain inquiries may arise at
selected periods of time as a result of political debates or events not directly related to the
pandemic. Secondly, there also exists a problem with the language used in searching as
some countries have more than one useable language. Moreover, it can happen that certain
topics are not searched in a mother tongue language [56].

In addition, Google Trends generates an index that measures the search intensity of
a given keyword, and it can also generate an index for a whole given topic. However,
the topic identification by Google’s algorithms can sometimes be misleading [57]. In any
case, the time series for topics and keywords are not always similar. A certain solution to
this problem was suggested by [57,58]. Their work, however, concerned the modeling of
economic activity and trade. For this purpose, they used the Shapley value from game
theory and applied it in machine learning.

Most studies into the effects of the introduced lockdowns used the difference-in-
differences method [59], a method in which initially similar populations are observed,
which, for external reasons, have been subjected to a different influence of a certain variable.
Thus, the equivalents of the control and the experimental groups emerge, which are
compared with each other using the regression method. The downside of this method,
however, is the need to correctly identify confounding variables. Moreover, there are
certain problems with causal relationships, omitted variables, regression toward the mean,
or endogeneity [60].

In this context, for example, the level of stress related to welfare may depend on the
overall economic condition of a country, its social and public health policies, social security,
etc. [61]. Indeed, well-being can be also linked to economic conditions [62,63]. Ref. [64]
reviewed how various economic determinants can impact crucial factors affecting the health
of citizens. Indeed, there exists evidence that macroeconomic conditions can relate to citizens’
happiness and well-being [65]. However, these relationships can be different for short and
long-term periods [66]. Therefore, dynamic Bayesian models are indeed suitable. For example,
Ref. [67] analyzed how unemployment (especially in the long term) affects the psychological
well-being of citizens of European countries. Similarly, Ref. [68] considered unemployment
and GDP as important determinants of individual happiness. Ref. [69] additionally considered
inflation in their modeling of subjective well-being, taking into consideration both non-linear
and asymmetric effects. Of course, there are still other factors influencing well-being, but it is
not possible to reasonably measure them against the relatively short and changing periods
of the time horizon of the research proposed here [70,71]. For example, [72], as well as [73],
provided a review of various macroeconomic variables on well-being.

The aspects mentioned above require considering certain additional and important
variables in the constructed econometric models. Otherwise, the aforementioned prob-
lem with omitted variables can occur. It should be noted that, contrary to the common
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misconception, more explanatory variables do not automatically result in more accurate
forecasts [74]. In this regard, there are various methods for variable (feature) selection,
as this is a truly subtle issue, such as LASSO regression, Principal Component Analysis,
etc. [75]. However, they are less suitable to simultaneously deal with the calculation of the
effect of an intervention (i.e., lockdown) on an outcome (i.e., well-being) if used in a direct
and simple way.

Ref. [76] proposed extending the difference-in-differences method with Bayesian infer-
ence. Their method takes into account the selection of variables using the spike and slab
method [77], in order to estimate which potentially important variables should be included
in the model. In addition, the Bayesian approach is used for the estimation of regression
coefficients by using standard inference based on prior and posterior distributions and
Monte Carlo sampling with Markov chains [78]. This procedure happened to be an efficient
method if the number of potential variables is relatively large in relation to the number of
observations (time series’ lengths). Moreover, this method leads to unbiased and efficient
estimators. As a result, it reveals the great usefulness of incorporating Bayesian feature
improvements. However, this method is based on Bayesian hierarchical models, as they
were claimed by the authors to be a natural way to account for the very specific structure
of the sample that they used and the practical problem that they focused on. In particular,
certain observations inside the sample were characterized by correlations due to similar
geographic, economical, and demographical conditions. For the problem posed in the cur-
rently reported research, such issues are actually not so important. The model constructed
by [76] focused strongly on slightly different aspects than those required in the research
reported herein.

Within this context, it is also worth mentioning the recently proposed approximate
Bayesian inference approach using variational methods from [79,80], which can tackle
conjugate exponential family models with latent variables and non-stationarity. This novel
scheme is based on hierarchical priors and explicitly models temporal changes in the model
parameters. It is able to deal with time-varying parameters and its implementation has
important computational advantages.

As an alternative, Ref. [81] recently proposed the ArCo method (artificial counterfac-
tual approach). This is an interesting method that can be used to assess the causality in the
absence of a control group. It is a two-step method in which the first step is based on the
selection of variables using the LASSO regression method. However, LASSO regression
suffers some problems itself, for instance, when the number of predictors is more than
the number of observations. Moreover, if there is a group of variables among which the
pairwise correlations are very high, then LASSO tends to arbitrarily select only one variable
from the group. Bayesian methods have also been developed recently in this context, and
the outcomes seem promising. Therefore, it would be interesting to look at this stage of
the analysis—the selection of variables, for instance—on the basis of Bayesian dynamic
mixture models [38].

These methods are based on mixture models that take into account both the fact
that the model itself (a set of variables describing the phenomenon under study) changes
over time and the model’s coefficients (for instance, regression parameters). Moreover,
mixture models take into account combining forecasts from numerous component models,
instead of selecting just one model. This also turns out to be a useful feature [38,82].
It should be emphasized that one of the alternatives (when studying causal inference)
to the difference-in-differences method is the Bayesian structural time series approach.
This method combines the Kalman filter, spike and slab, and Bayesian combination of
forecasts [37,83]. As a result, these two novel methods would, therefore, be interesting
to apply to the current research problem of lockdown impacts on well-being. This is so
because, contrary to the difference-in-differences method, for example, they allow the
capture of time evolution, full Bayesian inference, and a flexible approach towards various
sources of variability such as local trends, seasonality, time-varying parameters, etc., which,
as already mentioned, are important features in the current research problem.
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In particular, the current paper describes a coherent and uniform approach to the
indicated economic and social problem, based on the latest econometric and statistical
tools (only just beginning to be used in economic and social sciences). These tools are most
appropriate for overcoming the specified problems and nuances related to the modeled
phenomenon and seem to be more efficient research tools than the methods used so far.
In particular, an attempt is made to address the following problems and questions: how
lockdowns affected the mental well-being of citizens; to what extent Google search query
information can be used for this purpose; construction of a novel econometric model that
combines such a complex problem is proposed, potentially numerous variables, nuances,
and limitations related to information from the Google search engine are efficiently tackled;
and Bayesian structural time series models and Bayesian dynamic mixture models are
checked to see if they are more useful in this regard than conventional methods.

2. Data

Due to the data availability, 15 countries were chosen for the analysis. Although some
of the data, for instance, those purely connected with COVID-19 cases [84–87] are available
at high frequencies, macroeconomic data are at most at monthly frequencies. Moreover, not
every country reports unemployment at monthly frequencies for long enough periods back
in time to make the samples used herein consistent with each other. Another limitation
comes from uncertainty indices. In fact, analysis solely based on Google search queries and
COVID-19 cases could be made for a larger sample; however, the purpose of this study
is to also cover also, at least initially in the first steps, country-specific macroeconomic
data and uncertainty indices. Although lockdowns are measured in days, using monthly
data to estimate their impacts—if required by the availability of other data—does not seem
to be a problem [88,89]. The above requirements on data resulted in the possibility to
derive adequate time series samples for Belgium (BEL), Brazil (BRA), Canada (CAN), Chile
(CHL), Colombia (COL), Denmark (DNK), France (FRA), Germany (DEU), Italy (ITA),
Japan (JPN), Mexico (MEX), the Netherlands (NLD), Spain (ESP), Sweden (SWE), and the
United Kingdom (GBR).

These countries are characterized by a high share of Internet users in the total popu-
lation [90] with an exemption only for Columbia and Mexico. Secondly, Google searches
constitute almost all Internet search queries in these countries [91]. The only slight discrep-
ancy is present in Japan. The share of Internet users is more responsible for the possibility
of making conclusions from this research over the whole countries’ populations. The share
of Google engine in total search engines used in the given country seems to have more
effect on the potential conclusions. If using Google searches from a country where Google
is not the dominant search engine, then a certain approximation about overall Internet
users is made, so that the Google users are representative of all the Internet users.

In any case, the sample considered herein seems to be a good one. The data quality is
high, i.e., it comes from reliable sources and has been continuously used and reviewed by
numerous research groups. Moreover, the above analysis shows that the data are indeed
representative for the purpose of the research. Secondly, the selected countries represent
different geographical regions and cultural dimensions and were responding somehow
differently to the COVID-19 pandemic. As a result, the proposed analysis can, indeed,
bring a deeper insight into the problem posed in this research.

Google Trends data [92] were downloaded with the help of the “gtrendsR” R pack-
age [93]. Subsequent to previous studies [4,23,24] the following search queries were consid-
ered: “afraid”, “apathetic”, “boredom”, “contentment”, “depression”, “divorce”, “fear”,
“frustration”, “impairment”, “irritability”, “loneliness”, “nervous”, “panic”, “pissed”,
“sadness”, “scared”, “sleep”, “stress”, “suicide”, “tension”, “well-being”, “worry”, and
“worthless”. They were translated into a given country’s dominant language. For Belgium,
the ordinary average from Dutch and French searches was taken following the method
used in the construction of the economic policy uncertainty (EPU) index [94]. For the other
countries, the dominant language was selected. This method can at first sight seem slightly
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inappropriate for Canada and Spain, in which a second language is used by significant
minorities [94–96]. However, EPU indices for these countries were constructed on the basis
of the dominant language only [97,98]. As a result, herein the same rule was followed.

Short-term interest rates (i_rate) were obtained from [99,100]. In general, they are
understood as rates corresponding to short-term government papers on the market and
a 3-month horizon. In the case of Chile, some observations were missing, and so, each
missing value was replaced with the most recent non-missing value prior to it. Inflation
rates (cpi) were obtained from [100], taken as consumer price indices (CPI), representing
annual growth rates of prices of a basket of goods and services typically purchased by
specific household groups. Unemployment rates (une) were taken from [99–102]. They are
understood as the seasonally adjusted share of unemployed people relative to the total
labor force (i.e., the total number of unemployed people plus those in employment). The
unemployed are understood as people of working age who are without work, are available
for work, and have taken specific steps to find work. Stock prices (stocks) were taken
from [100]. They are understood as common shares traded on national or foreign stock
exchanges. As the data are monthly, they are averages of daily closing prices, represented
by an index set to 100 in the year 2015.

The geopolitical risk (GPR) was measured by the index of [103]. This index aims
to capture acts of violence and competition over territories between states, a wide range
of adverse geopolitical events, threats, realizations, and escalations. In broad terms, it
captures acts of war, terrorism, international crises, and tensions between states. The index
is based on automated text searches of newspapers and is available on a country level. In
particular, the Recent Index (as the authors provide various versions of their original index),
beginning in 1985, was taken for each country (gpr).

In addition, the economic policy uncertainty (EPU) indices mentioned already were
considered. They are similar to GPR indices but focus on policy-related economic uncer-
tainty [95,97,98,104–109]. In the case of Denmark, the extended version of the index was
taken as it is claimed by the authors to better capture country-specific issues for Denmark.
Unfortunately, this index ends in June 2021.

Global real economic activity (ec_act) was approximated by the Kilian index [110–112].
This index is based on business cycles and expresses derivations from the trend. It is based
on dollar bulk dry cargo shipping rates, which seems to be a crucial index for measuring
activities in global industrial commodity markets. It is a better proxy than real GDP; moreover,
it is published monthly [113], contrary to other less frequent traditional measures.

As this research is focused on the period of the COVID-19 pandemic, following, for
instance, Ref. [114] advice, the Brent oil price was taken as a proxy of the global spot oil
price (oil). The data were taken from [115]. The Oil spot price was considered because
it impacts many economic factors. It is crucial for inflation movements and its price
impacts transportation and production costs. Secondly, energy itself is an important factor
impacting the well-being of societies [116,117].

The time horizon of lockdowns is a subtle issue because of how the term “lockdown”
should be defined and understood in a precise manner for the purpose of econometric
modeling. Indeed, the problem is to identify the time frames of the introduced lockdowns,
understood as periods of quarantine preventives resulting in significant disruption of
social networks. They are linked to stay-at-home orders and closing public places, schools,
workplaces, etc. While the dates of their implementation are relatively unambiguous, the
dates of their ending may be blurry, as their endings were generally spread over time by
gradually loosening the restrictions. Yet another problem was the regionalization of restric-
tions in individual countries. In order to deal with these issues, the dates of lockdowns
were taken from [85] in the following way; first of all, the national-level jurisdiction of
government restrictions was considered. Secondly, for Brazil, Canada, and the United
Kingdom, targeted restrictions were counted, whereas for the other countries they had to
be general ones. Finally, for the purpose of this research, the lockdown was understood as
the occurrence of any of the following two cases: firstly, an internal movement restriction
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being in place, and secondly, both schools and workplaces closing at least for some levels
or categories of schools or sectors or categories of workers and restrictions on gatherings of
10 people or less. Such a definition is also in line with qualitative discussion and results for
no lockdown in Japan and Sweden being detected [118].

Regarding COVID-19 cases data [84–87], they were aggregated from a daily data level
to a monthly level. The number of new cases per million citizens (new_cases_per_million)
and the number of new deaths per million citizens (new_deaths_per_million) were summed
for a given month. Reproduction rate (reproduction_rate) and (pandemic restrictions) strin-
gency index (stringency_index) were averaged over days in a given month. Of course, cases
were taken relative to the number of citizens, as the absolute values are not meaningless for
the purpose of this research. The ranges of values are reported in Table 1.

Table 1. Ranges of values of COVID-19 data.

Country
New_Cases_per_Million New_Deaths_per_Million

Mean Min Max Mean Min Max

BEL 5487.40 0.09 26,716.65 127.89 0.00 592.23
BRA 5110.13 0.01 10,305.46 142.52 0.00 385.02
CAN 2071.95 0.11 6301.08 38.89 0.00 123.99
CHL 4763.79 0.10 10,550.86 96.41 0.00 241.20
COL 5170.33 17.68 16,278.40 129.89 0.31 346.63
DNK 2991.90 0.52 14,277.26 25.70 0.00 142.26
FRA 5143.02 0.08 14,423.42 91.87 0.00 308.84
DEU 2468.63 0.06 7936.40 60.18 0.00 284.55
ITA 3920.49 0.03 15,275.18 117.43 0.00 307.83
JPN 352.41 0.10 1229.59 6.52 0.00 22.34
MEX 1074.44 0.00 3363.72 96.38 0.00 251.26
NLD 5783.48 0.58 16,189.92 60.97 0.00 219.47
ESP 4899.79 0.96 17,431.82 102.70 0.00 343.97
SWE 6310.64 1.38 19,118.80 86.16 0.00 281.89
GBR 3919.81 0.03 19,485.08 104.44 0.00 478.99

For data clearing procedures, for instance, to ascribe 0 values for COVID-19 data-
related time series, March 2020 was taken as a breakpoint. Considering data availability
and in order to have the same length of the analyzed period for each country, finally, the
period between January 2004 and June 2021 was taken as the whole sample. The time series
inserted into the models were in monthly frequencies.

3. Methodology

It was possible to start the sample in January 2004. This might seem like quite a long
look into the past, especially compared to other similar research [4,23]. However, it does
not result in any drawbacks (except for potential data availability issues, which actually
had not appeared in this case). On the methods applied in the current research, a longer
pre-intervention of time series lets the model adequately learn the evolution of time series,
i.e., “catch the signal” [119], and its relationship with covariates.

3.1. Bayesian Structural Time Series

Bayesian structural time series models were estimated with the help of the “bsts”
R package [83,120]. For the trend component in Bayesian structural time series models,
initially, a local linear trend was selected because it assumes that both the mean and the
slope of the trend follow random walks; it can better reflect the behavior of the analyzed
data. However, other trend specifications were also considered for robustness issues. In
order to capture data periodicity, a 12-month seasonal component was added.

The formal framework of the Bayesian structural time series model, as used in this re-
search (i.e., “local level model”, because, in general, the structure can be more complicated),
is as follows: Let yt be the modeled time series (response variable), i.e., Google Trends index
for a given word. Then, the observation equation is given as yt = µt + γt + βT

t xt + εt with
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the transition equation µt = µt−1 + δt−1 + ut and δt = δt−1 + vt and γt = −∑S−1
i=1 γt−i + wt.

The term µt represents the trend and captures the time series tendency to move in a par-
ticular direction with time. The term γt represents the seasonal component and, herein,
represents potential monthly effects. The term βT

t xt represents the regression and xt is a
vector of covariates (the predictors described in the Data section). The error terms εt, ut,
and vt are Gaussian and independent. The term δt can be understood as the slope of the
local linear trend.

It can be seen that the modeled time series is assumed to be a combination of trend,
seasonality, and impact components. The details are described, for example, in papers
by [37,83], and the above formulas constitute a state space model. Indeed, the Bayesian
structural time series model specification is the one used by [83]. The models were fitted by
the Markov chains Monte Carlo algorithms with 1000 iterations. Additionally, a spike and
slab method was used on a set of predictors. This method is different from, for instance,
LASSO methods. The inclusion probability of each predictor is updated on the basis of
Bayesian inference and is used to control for keeping most of the regression coefficients
equal to 0 and to prevent spurious regression [83,121].

The above models were the first step toward the estimation of causal inference with
the help of the “CausalImpact” R package [37]. Indeed, this package performs causal
inference through counterfactual predictions using Bayesian structural time series models.
The causal impact is understood as the difference between the observed values of the
response variable and the unobserved value that would have been observed under no
intervention (i.e., lockdown). The unobserved potential values are predicted by Bayesian
structural time series models.

The important drawback of the Bayesian structural time series approach to causal
inference is that the control time series themselves must be assumed to not be affected by the
intervention. Secondly, it is assumed that the relationship between covariates and treated
time series, as established during the pre-intervention period, remains stable. It cannot be,
herein, reasonably assumed that the mentioned covariates were not themselves affected by
the intervention. Therefore, a two-step procedure was followed; first, Bayesian structural
time series models with no covariates were estimated for each of the variables mentioned
in the Data section. Secondly, those for which a 95% credible interval of the causal effect
included 0, meaning that the causal effect of lockdown (positive or negative) cannot
be considered statistically significant, were used as covariates in the next set of models.
Nevertheless, it was a priori assumed that ec_act and oil are not impacted, as lockdown
decisions were at the country level, but these variables represent the global quantities.
Additionally, the stringency_index (because of its construction) was a priori excluded as
a possible covariate. In this next step, the testing was based on similar verification of the
existence of the causal effect (positive or negative), and, if detected, then Bayesian one-sided
tail-area probabilities were reported (which correspond to the one-sided test, checking for
the significance of the positive effect).

For robustness of results, additionally, local level, semi-local linear, and Student local
linear trends were considered. The local level trend is the random walk. The semi-local
linear trend assumes that the level component behaves like the random walk, but the slope
behaves as the AR(1) process. As the stationary AR(1) process is less variable than the
random walk, this specification can be better for long-term forecasting. The Student local
linear trend assumes that both the level and the slope follow random walks. It is based on
uniform priors, contrary to the normal priors for local linear trend specification [37].

3.2. Difference-in-Differences

Following, for example, [59,122–125], the difference-in-differences analysis was done
with the help of the following equation: yt = α0 + α1δt + α2γt + α3λt + αT

4 xt + εt with
δt being a dummy variable representing yearly seasonal effects and γt being a dummy
representing monthly seasonal effects. λt is a binary dummy variable equal to 1 in periods
during and after the lockdown, and equal to 0 before the lockdown. xt is a vector of
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covariates as before (but now all possible variables are considered), and εt is the error
term. The coefficient of an interest is α3, as it measures the change in average Internet
searches before and after the lockdown. Contrary to the cited research with the panel
approach, herein, distinct equations were estimated separately for each country. However,
for robustness checks δt and γt were used both as dummy variables and as fixed effects
factors. Moreover, estimations such as those in the above-cited papers—after merging the
dataset into the panel and with fixed country effects—were also performed. In this case, no
intervention was assumed in Japan and Sweden. (In all other models, in Japan and Sweden,
April 2020 was artificially selected as the contrived intervention period, so the outcomes
can serve as robustness checks.)

In the panel approach, the Google Trends time series were rescaled, following [59],
in order to provide time series consistent between different countries. In particular, the
original Google Trends time series for a given country and a given search term were divided
by their averages from the whole analyzed period.

Despite the possibility of now considering all variables mentioned in the Data sections
as possible covariates, the difference-in-differences method still has other drawbacks. For
instance, this method is conventionally restricted to the static regression estimation, not
including temporal evolutions. Secondly, it can lead to misleading conclusions if serially
correlated data are used. Moreover, this method considers only two change points: pre
and post-intervention. It does not analyze how the effect of an intervention evolves with
time. Finally, the relationship between covariates and response variables is placed under
relatively complicated assumptions [37].

Therefore, for the robustness of the results, a few specifications for this method were
considered. In particular, the vector xt was considered for contemporaneous impact but also
models with the first lags, i.e., xt replaced with xt−1 were considered. Secondly, models with
no vector of covariates at all were considered as well as the vector xt itself being considered
in a few versions. Of course, the full possible specification (i.e., with all variables listed in
the Data section) was also considered. Additionally, x = [new_deaths_per_million] and
x = [new_cases_per_million, new_deaths_per_million, epu, gpr] were also considered.

3.3. Bayesian Dynamic Mixture Models

Bayesian dynamic mixture models were estimated with the help of the “dynmix”
R package [124]. In particular, the mixture estimation with state-space components was
considered [38] in order to be more consistent with a Bayesian structural time series
approach. The causal inference was estimated mimicking the patterns used in the Bayesian
structural time series models estimations. The difference between the observed values of
the response variable and the unobserved values that would have been observed under
no intervention was considered, whereas the unobserved potential values were predicted
with Bayesian dynamic mixture models.

A detailed explanation of Bayesian dynamic mixture models can be found in the
original papers by [38] and [82]. Briefly, herein, there are n = 12 possible covariates to be
considered, i.e., x = [1, x1, . . . , xn] = [const. term, i_rate, cpi, une, stocks, gpr, epu, ec_act,
oil, new_cases_per_million, new_deaths_per_million, reproduction_rate, stringency_index].
As a result, K = 2n multilinear regression models (including with the constant term only)
can be created by including or not including each of these covariates. In other words, each
of the slots in x (except the constant term) can be replaced by 0 or kept as it is above. For
clarity, let us name each of these models by an individual component model.

Each of them can be described as the state-space model. Let k = {1, . . . , K} in-
dex them. The k-th state model is represented by the probability density function (pdf)
fk

(
θk

t

∣∣∣θk
t−1, δk

t

)
and the output model by the gk(yt

∣∣∣xk
t , εk

t) pdf, with the response variable

yt = xk
t θk

t + εk
t , and t being the time index, xk

t is the vector of covariates in the k-th compo-
nent model, and θk

t are regression coefficients and εk
t is the normal noise. δk

t is assumed
to follow the multivariate normal distribution with mean 0 and the specified covariance
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Wk
t . The recursive estimations are done with the Kalman filter. These component models

constitute the mixture model [38].
The algorithm of mixture estimation begins with the initial values of regression coeffi-

cients equal to 0 and ascribing to each of the components an equal weight 1/K. Then, as the
new data are upcoming, the regression coefficients and mixture components weights are
re-estimated. This is done according to the Bayesian inference schemes [38]. Due to certain
computational issues, the time series were standardized before inserting into the models.
Afterward, the predicted values were transformed back to have magnitudes consistent
with the original time series and those generated by other models. Means and standard
deviations for standardizations were computed on the basis of pre-intervention periods.

3.4. Benchmark Models

Finally, the auto ARIMA models of [126] were taken as the benchmark models to
evaluate forecasting accuracies. Additionally, the no-change (naïve) forecasts were also
taken. In the case of the auto ARIMA, the number of lags for AR and MA processes are
automatically increased in order to generate more accurate fitting to the data. This is
evaluated on the basis of the Akaike Information criterion. At the same time, the number
of these lags is somehow limited to guarantee stopping of the algorithm.

All the estimated models are listed in Table 2.

Table 2. Abbreviations of the estimated models.

Abbreviation Full Name

BDMM Bayesian dynamic mixture model (with all possible covariates)
BDMM_l BDMM model but with lagged covariates
BSTS_1 Bayesian structural time series model with local linear trend
BSTS_2 Bayesian structural time series model with local-level trend
BSTS_3 Bayesian structural time series model with semi-local linear trend
BSTS_4 Bayesian structural time series model with the Student local linear trend

BSTS_1_l BSTS_1 model but with lagged covariates
BSTS_2_l BSTS_2 model but with lagged covariates
BSTS_3_l BSTS_3 model but with lagged covariates
BSTS_4_l BSTS_4 model but with lagged covariates

DiD_0 Difference-in-differences model with no covariates
DiD_1 Difference-in-differences model with new_deaths_per_million as covariates

DiD_2 Difference-in-differences model with new_cases_per_million,
new_deaths_per_million, epu and gpr as covariates

DiD_3 Difference-in-differences model with all possible covariates
DiD_1_l DiD_1 model with lagged covariates
DiD_2_l DiD_2 model with lagged covariates
DiD_3_l DiD_3 model with lagged covariates

DiD_FE_0 DiD_0 model expanded by monthly and yearly fixed effects
DiD_FE_1 DiD_1 model expanded by monthly and yearly fixed effects
DiD_FE_2 DiD_2 model expanded by monthly and yearly fixed effects
DiD_FE_3 DiD_3 model expanded by monthly and yearly fixed effects

DiD_FE_1_l DiD_FE_1 model with lagged covariates
DiD_FE_2_l DiD_FE_2 model with lagged covariates
DiD_FE_3_l DiD_FE_3 model with lagged covariates

DiD_p_0 Panel DiD_FE_0 model
DiD_p_1 Panel DiD_FE_1 model
DiD_p_2 Panel DiD_FE_2 model
DiD_p_3 Panel DiD_FE_3 model

DiD_p_1_l DiD_p_1 model with lagged covariates
DiD_p_2_l DiD_p_2 model with lagged covariates
DiD_p_3_l DiD_p_3 model with lagged covariates

ARIMA Auto ARIMA model of [126]
NAIVE The no-change model
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3.5. Comparision of the Outcomes

The accuracy of how the estimated models fit the observed data (i.e., residuals) was
evaluated with the Root Mean Square Error (RMSE) measure. This is a very common
measure, and greatly penalizes higher errors as well as symmetrically penalizing negative
and positive errors. Moreover, the quadratic loss function is consistent with the Diebold-
Mariano test (DM) and Model Confidence Set procedure (MCS).

The computations were done with the help of the “MCS” R package [127]. A total of
1000 bootstrapped samples were used to construct the statistic test. The “TR” statistic for
the MCS procedure was chosen and a 0.90 confidence level was assumed. The Diebold–
Mariano test is used to compare two forecast accuracies. In other words, it checks whether
the difference between two forecasts is statistically significant. The test is based on the
quadratic loss function. The null hypothesis of the test is that the difference between
two forecasts is not significant, whereas the alternative hypothesis is that the selected
forecast is more accurate than the second one [128]. In particular, small sample correction
by [129] was implemented for this test.

The MCS procedure is similar to the Diebold–Mariano test, but it is designed to
evaluate multiple forecasts [130]. The equal predictive ability of the given set of forecasts
is tested. If the null hypothesis that all forecasts have the same accuracy can be accepted,
then the procedure stops. Otherwise, a selected forecast is excluded, and the updated set of
forecasts is tested again. The whole procedure is recursively repeated. For this procedure
the quadratic loss function was also used, and, as a result, all the mentioned methods were
based on the same loss function, thereby making the different methods consistent with
each other.

The computational part of this research was done in R [131].

4. Results

The analysis was performed for 23 words and 15 countries. As a result, 345 time
series were treated as response variables and 345 different models with different modeling
methods were estimated. Consequently, it is impossible to report every particular model
in detail herein. However, such detailed outcomes can be provided by the author for
interested parties. For the sake of clarity, most of the outcomes presented in this section
apply to certain averaging; over particular words, over countries, or over models in general
(jointly over both countries and words). Nevertheless, individual models, although not
reported in detail, were still examined during the research process.

Table 3 reports average values of RMSEs over various words for a given country and a
given model. Table 4 reports average values of RMSEs over various countries for a given
word and a given model. It can be seen that it is always the BSTS_3 or BSTS_3_l model
which minimizes RMSE values out of all the considered models. Indeed, considering
separately all 345 time series (for a given word and a given country), in 37% of cases
BSTS_3 model, and in 47% of cases BSTS_3_l model, minimized RMSEs out of all the
considered models. In the remaining 16% of cases, it was either the BSTS_1, BSTS_1_l,
BSTS_2, BSTS_2_l, BSTS_4, or BSTS_4_l model. As a result, it was always some form of
BSTS model which minimized RMSE. In particular, whether the “best” fitting model was
the one with lagged or not lagged covariates is a minor issue.

More interesting is the fact that, first of all, Bayesian structural time series models
happened to beat all other models in terms of fitting the data. Secondly, the semi-local linear
trend specification happened to be the “best” one in the case of fitting the data. Actually, as
mentioned before [37] this specification can be the better choice in the case of long-term
forecasting (and, indeed, the post-intervention period for which the forecasting needed
to be done in this research was quite a long period). The semi-local linear specification
treats the level component as the random walk, and the slope as the AR(1) process. The
stationary AR(1) process is less variable than the random walk. This kind of specification
seems to also naturally fit the Internet search query characteristics.
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Table 3. Average values of RMSE over the words.

BEL BRA CAN CHL COL DNK FRA DEU ITA JPN MEX NLD ESP SWE GBR

BDMM 11.91 11.82 11.40 13.45 13.18 15.77 11.28 11.84 12.41 9.22 10.62 12.86 11.80 15.61 10.68
BDMM_l 11.95 11.81 11.44 13.54 13.57 15.96 11.36 11.65 11.91 9.13 10.60 12.86 11.74 15.15 10.56
BSTS_1 7.24 4.94 4.80 6.01 5.74 8.31 5.34 6.28 5.80 3.45 3.97 6.64 6.35 8.71 4.02
BSTS_2 7.04 4.35 4.77 5.95 6.05 9.73 5.13 6.24 5.54 3.23 4.04 6.96 6.13 8.85 3.11
BSTS_3 4.80 3.10 2.92 4.00 3.36 7.59 3.73 4.92 3.84 2.41 2.52 4.65 4.07 7.32 1.82
BSTS_4 6.91 4.65 4.76 5.05 4.75 9.29 5.03 6.28 5.48 2.52 3.31 6.59 5.38 8.22 4.05

BSTS_1_l 7.26 4.97 4.75 6.27 5.99 8.43 5.19 6.35 5.85 3.27 4.11 6.41 6.36 8.76 4.25
BSTS_2_l 6.98 4.42 4.59 6.10 5.94 9.75 4.90 6.33 5.58 2.99 4.24 6.67 6.11 9.03 3.29
BSTS_3_l 4.84 3.27 2.83 4.26 3.37 7.74 3.50 4.92 4.11 2.33 2.29 4.54 4.13 7.32 1.79
BSTS_4_l 6.86 4.81 4.82 4.76 4.52 9.45 4.94 6.52 5.41 2.79 4.00 6.60 5.49 8.24 4.02

DiD_0 10.19 11.73 11.14 11.52 12.17 12.97 10.22 10.84 10.93 9.62 9.90 11.59 10.86 12.62 10.67
DiD_1 10.19 11.73 11.15 11.51 12.17 12.97 10.23 10.83 10.91 9.62 9.84 11.59 10.85 12.62 10.67
DiD_2 10.02 11.49 10.91 11.37 12.01 12.89 10.10 10.69 10.69 9.31 9.60 11.27 10.55 12.53 10.49
DiD_3 9.38 9.68 9.76 10.88 10.75 12.04 9.11 9.45 9.53 8.09 8.53 10.31 9.50 11.91 8.99

DiD_1_l 10.19 11.73 11.13 11.51 12.17 12.97 10.21 10.83 10.93 9.62 9.84 11.58 10.87 12.62 10.67
DiD_2_l 10.02 11.45 10.92 11.43 12.04 12.87 10.11 10.70 10.78 9.30 9.60 11.25 10.57 12.54 10.45
DiD_3_l 9.40 9.74 9.86 10.87 10.61 12.01 9.28 9.55 9.50 8.14 8.72 10.28 9.58 11.97 9.12
DiD_FE_0 8.23 7.92 7.36 8.98 8.84 10.89 7.33 8.05 8.17 6.35 6.97 8.64 7.90 10.44 6.64
DiD_FE_1 8.23 7.91 7.36 8.97 8.82 10.89 7.33 8.05 8.13 6.35 6.91 8.64 7.88 10.44 6.64
DiD_FE_2 8.17 7.85 7.33 8.91 8.77 10.79 7.27 7.99 8.06 6.29 6.84 8.57 7.78 10.38 6.55
DiD_FE_3 7.96 7.64 7.09 8.67 8.48 10.54 7.05 7.71 7.85 6.08 6.64 8.33 7.55 10.17 6.28
DiD_FE_1_l 8.23 7.91 7.35 8.97 8.83 10.89 7.32 8.05 8.18 6.35 6.91 8.64 7.90 10.44 6.63
DiD_FE_2_l 8.19 7.85 7.30 8.91 8.79 10.80 7.28 8.00 8.10 6.31 6.84 8.58 7.82 10.38 6.51
DiD_FE_3_l 7.96 7.58 7.06 8.53 8.42 10.49 7.06 7.72 7.47 6.10 6.68 8.27 7.54 10.15 6.24
DiD_p_0 10.84 11.82 12.01 12.79 13.04 13.97 11.72 12.87 12.44 13.39 10.88 13.82 11.47 13.48 10.89
DiD_p_1 10.85 11.81 11.99 12.78 13.03 13.94 11.73 12.84 12.48 13.38 10.89 13.79 11.50 13.49 10.90
DiD_p_2 10.86 11.79 11.99 12.78 13.05 13.96 11.69 12.87 12.59 13.41 10.66 13.82 11.52 13.48 10.79
DiD_p_3 10.81 11.46 11.98 12.66 12.85 13.92 11.51 12.81 12.53 13.22 10.47 13.51 11.56 13.52 10.81
DiD_p_1_l 10.85 11.82 11.98 12.78 13.03 13.93 11.73 12.84 12.44 13.39 10.88 13.77 11.47 13.48 10.89
DiD_p_2_l 10.86 11.81 11.98 12.79 13.05 13.98 11.65 12.87 12.50 13.42 10.61 13.80 11.45 13.49 10.85
DiD_p_3_l 10.84 11.49 12.06 12.67 12.88 13.88 11.49 12.84 12.37 13.24 10.40 13.47 11.42 13.51 10.89
ARIMA 9.73 9.22 8.93 10.34 10.21 12.39 9.18 9.59 9.41 7.12 8.02 10.15 9.63 11.95 8.35
NAIVE 13.05 12.36 11.49 13.61 13.31 16.95 11.91 12.64 12.55 8.95 10.48 13.62 12.71 15.96 10.65
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Table 4. Average values of RMSE over the countries.

Afraid Apa-
thetic

Bore-
dom

Con-
tent-
ment

Depres-
sion Divorce Fear Frustra-

tion
Impair-
ment

Irrita-
bility

Loneli-
ness

Ner-
vous Panic Pissed Sad-

ness Scared Sleep Stress Suicide Tension Well-
Being Worry Worth-

less

BDMM 12.21 15.64 12.37 13.42 9.94 9.75 11.15 15.84 13.21 17.61 11.31 14.62 11.15 12.05 9.62 12.44 7.26 11.34 10.39 11.16 12.50 12.49 14.43
BDMM_l 12.03 15.51 12.56 13.36 9.88 9.88 11.02 15.92 13.45 17.65 11.02 14.73 10.96 12.35 9.38 12.36 6.77 11.22 10.43 11.17 12.53 12.37 14.41
BSTS_1 5.52 9.73 6.22 7.79 3.53 4.20 3.78 9.56 6.85 9.53 4.87 4.36 3.76 7.23 4.34 6.34 1.84 4.48 4.03 4.78 6.08 7.42 8.10
BSTS_2 5.66 9.72 5.99 7.85 3.55 4.40 3.97 9.84 6.62 9.25 5.08 4.24 3.37 6.82 4.33 6.44 1.82 4.68 4.02 4.59 5.86 7.45 8.07
BSTS_3 4.08 7.79 4.02 6.47 2.08 3.14 2.86 7.03 4.07 6.60 3.09 2.82 2.49 4.17 3.16 4.44 1.44 2.68 3.16 2.58 4.45 5.31 5.67
BSTS_4 4.25 8.69 5.80 7.74 3.35 3.78 3.60 9.48 6.52 9.74 4.46 4.33 2.76 6.90 4.11 6.52 1.87 4.20 2.81 4.32 6.02 6.99 7.90

BSTS_1_l 5.81 9.81 6.26 7.41 3.72 4.59 3.99 9.53 6.83 9.47 5.06 4.39 3.85 7.02 4.29 6.56 1.85 4.61 3.58 4.70 6.03 7.43 8.49
BSTS_2_l 5.60 9.78 6.14 7.86 3.48 4.55 4.16 9.64 6.56 9.51 5.12 4.28 4.25 6.48 4.28 6.48 1.82 4.36 3.32 4.48 5.76 7.34 8.01
BSTS_3_l 4.12 7.63 3.88 6.37 1.95 3.32 2.77 6.87 4.15 6.71 3.46 2.92 2.83 4.54 2.97 4.48 1.27 2.69 2.44 2.78 4.45 5.35 5.97
BSTS_4_l 5.11 9.16 6.18 7.02 3.12 3.85 3.77 9.03 6.58 9.30 4.37 4.35 3.06 7.32 4.17 6.65 1.84 4.32 2.68 4.54 5.96 7.34 7.92

DiD_0 11.29 13.25 11.46 10.53 11.19 9.10 10.78 13.58 11.46 14.58 10.10 12.70 10.56 11.10 10.35 11.71 7.75 11.28 9.52 10.89 10.92 10.35 11.59
DiD_1 11.29 13.25 11.46 10.53 11.19 9.10 10.77 13.58 11.45 14.57 10.11 12.70 10.54 11.10 10.34 11.71 7.74 11.26 9.52 10.88 10.85 10.34 11.60
DiD_2 11.05 13.08 11.21 10.47 10.86 8.88 10.53 13.39 11.30 14.44 9.98 12.53 10.34 10.88 10.16 11.48 7.38 11.08 9.32 10.66 10.71 10.10 11.50
DiD_3 9.90 12.24 9.98 10.08 8.83 7.96 9.50 12.66 10.64 13.58 9.09 11.57 9.23 9.59 8.75 10.19 5.71 9.28 8.11 9.34 10.09 9.50 10.96

DiD_1_l 11.28 13.25 11.44 10.53 11.18 9.10 10.76 13.58 11.45 14.58 10.11 12.71 10.53 11.10 10.35 11.72 7.76 11.26 9.52 10.88 10.87 10.33 11.59
DiD_2_l 11.09 13.01 11.25 10.50 10.87 8.92 10.48 13.41 11.28 14.52 9.97 12.56 10.36 10.88 10.13 11.49 7.45 11.07 9.23 10.68 10.72 10.15 11.47
DiD_3_l 10.04 12.23 10.12 10.11 8.88 8.07 9.46 12.68 10.66 13.63 9.10 11.49 9.36 9.64 8.82 10.18 5.88 9.44 8.08 9.46 10.12 9.52 10.92

DiD_FE_0 8.64 11.26 8.81 9.41 5.85 6.79 7.80 11.16 8.46 12.07 7.48 7.42 8.04 8.59 7.21 8.65 3.90 6.61 6.88 6.38 7.88 8.79 10.05
DiD_FE_1 8.64 11.25 8.81 9.41 5.85 6.79 7.79 11.16 8.45 12.06 7.48 7.42 8.02 8.59 7.20 8.65 3.87 6.59 6.88 6.36 7.81 8.78 10.05
DiD_FE_2 8.54 11.15 8.72 9.36 5.80 6.70 7.71 11.10 8.41 11.95 7.43 7.35 7.95 8.53 7.16 8.57 3.84 6.53 6.76 6.34 7.78 8.67 10.00
DiD_FE_3 8.28 10.86 8.38 9.19 5.62 6.47 7.38 10.89 8.25 11.65 7.23 7.14 7.48 8.29 6.97 8.40 3.61 6.38 6.56 6.14 7.62 8.44 9.77
DiD_FE_1_l 8.65 11.25 8.81 9.41 5.85 6.79 7.80 11.15 8.45 12.06 7.48 7.43 8.01 8.59 7.21 8.65 3.90 6.59 6.88 6.36 7.83 8.79 10.05
DiD_FE_2_l 8.61 11.12 8.76 9.37 5.80 6.74 7.71 11.07 8.40 12.01 7.43 7.36 7.97 8.55 7.15 8.57 3.87 6.56 6.72 6.30 7.79 8.72 9.97
DiD_FE_3_l 8.35 10.84 8.42 9.20 5.53 6.47 7.34 10.78 8.19 11.65 7.17 7.06 7.49 8.24 6.92 8.26 3.59 6.35 6.51 6.01 7.57 8.38 9.53
DiD_p_0 13.86 13.98 12.26 12.64 12.07 10.48 12.67 14.44 13.34 15.73 11.14 15.41 11.17 13.08 10.93 12.84 7.98 13.13 10.03 10.71 12.60 10.94 12.90
DiD_p_1 13.86 13.96 12.27 12.63 12.07 10.48 12.67 14.44 13.34 15.73 11.14 15.41 11.17 13.08 10.93 12.84 7.98 13.11 10.03 10.70 12.64 10.92 12.90
DiD_p_2 13.85 13.91 12.20 12.62 11.98 10.47 12.71 14.39 13.27 15.70 11.09 15.41 11.17 12.80 10.92 12.83 7.98 13.09 9.99 10.67 13.23 10.89 12.90
DiD_p_3 13.61 13.88 11.79 12.61 11.93 10.29 13.11 14.26 13.31 15.71 10.96 15.40 11.02 12.73 10.77 12.71 7.81 12.59 9.55 10.62 13.08 10.89 12.88

DiD_p_1_l 13.86 13.96 12.27 12.62 12.06 10.48 12.67 14.43 13.34 15.73 11.14 15.41 11.17 13.08 10.93 12.84 7.98 13.09 10.03 10.68 12.47 10.94 12.90
DiD_p_2_l 13.83 13.89 12.18 12.67 11.94 10.46 12.91 14.40 13.28 15.70 11.08 15.42 11.18 12.79 10.91 12.85 7.98 13.06 9.95 10.63 12.88 10.92 12.89
DiD_p_3_l 13.63 13.90 11.82 12.64 11.95 10.28 13.27 14.25 13.33 15.74 10.97 15.44 11.02 12.77 10.75 12.76 7.85 12.54 9.53 10.60 12.44 10.93 12.87

ARIMA 9.40 12.73 9.94 10.50 7.75 7.92 9.06 12.71 10.49 13.93 8.63 10.71 8.66 9.68 7.65 9.93 5.02 8.76 7.72 8.74 10.00 10.03 11.17
NAIVE 12.07 16.78 13.16 14.38 10.52 10.68 11.18 17.10 13.97 18.76 11.19 14.19 10.61 13.18 9.41 12.86 6.18 11.61 10.02 12.03 13.20 13.25 15.36
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According to these outcomes, the BSTS_3_l (i.e., Bayesian structural time series model
with lagged covariates and semi-local linear trend) can be assumed as the “best” fitting
model and can be selected as the major model for further analysis. In any case, except
when comparing RMSE values, the Diebold–Mariano test outcomes are also reported in
Table 5. This table reports the average p-values of DM tests over various words for a given
country and a given model. The null hypothesis of the test is that the forecasts from the
BSTS_3_l model and from the competing model have the same accuracy. The alternative
hypothesis is that the forecast from the BSTS_3_l model has greater accuracy.

Table 5. Average p-values of the DM test over the words.

BEL BRA CAN CHL COL DNK FRA DEU ITA JPN MEX NLD ESP SWE GBR

BDMM 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
BDMM_l 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
BSTS_1 0.00 0.09 0.00 0.12 0.03 0.18 0.01 0.05 0.03 0.02 0.00 0.00 0.04 0.08 0.09
BSTS_2 0.00 0.09 0.00 0.09 0.04 0.00 0.04 0.05 0.09 0.04 0.04 0.00 0.04 0.08 0.12
BSTS_3 0.66 0.52 0.48 0.44 0.50 0.68 0.36 0.48 0.52 0.31 0.16 0.47 0.48 0.45 0.26
BSTS_4 0.00 0.17 0.02 0.13 0.15 0.11 0.06 0.14 0.21 0.29 0.07 0.00 0.19 0.20 0.04

BSTS_1_l 0.00 0.01 0.00 0.05 0.00 0.10 0.00 0.05 0.00 0.05 0.00 0.00 0.00 0.04 0.00
BSTS_2_l 0.04 0.08 0.00 0.04 0.00 0.00 0.08 0.00 0.05 0.08 0.00 0.00 0.00 0.03 0.02
BSTS_4_l 0.01 0.03 0.00 0.18 0.17 0.07 0.08 0.04 0.17 0.23 0.00 0.00 0.19 0.13 0.05

DiD_0 0.00 0.00 0.00 0.01 0.00 0.00 0.01 0.00 0.01 0.01 0.01 0.00 0.01 0.01 0.00
DiD_1 0.00 0.00 0.00 0.01 0.00 0.00 0.01 0.00 0.01 0.01 0.00 0.00 0.01 0.01 0.00
DiD_2 0.00 0.00 0.00 0.01 0.00 0.00 0.01 0.00 0.01 0.01 0.00 0.00 0.00 0.01 0.00
DiD_3 0.00 0.01 0.00 0.01 0.00 0.00 0.01 0.00 0.01 0.01 0.00 0.00 0.00 0.01 0.01

DiD_1_l 0.00 0.00 0.00 0.01 0.00 0.00 0.01 0.00 0.01 0.01 0.00 0.00 0.01 0.01 0.00
DiD_2_l 0.00 0.00 0.00 0.01 0.00 0.00 0.01 0.00 0.01 0.01 0.00 0.00 0.01 0.01 0.00
DiD_3_l 0.00 0.01 0.00 0.01 0.00 0.00 0.01 0.00 0.00 0.01 0.00 0.00 0.01 0.01 0.00
DiD_FE_0 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.01 0.00 0.00 0.00 0.01 0.00
DiD_FE_1 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.01 0.00 0.00 0.00 0.01 0.00
DiD_FE_2 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.01 0.00 0.00 0.00 0.01 0.00
DiD_FE_3 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.01 0.00 0.00 0.00 0.01 0.00
DiD_FE_1_l 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.01 0.00 0.00 0.00 0.01 0.00
DiD_FE_2_l 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.01 0.00 0.00 0.00 0.01 0.00
DiD_FE_3_l 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.01 0.00 0.00 0.00 0.01 0.00
DiD_p_0 0.00 0.00 0.00 0.01 0.00 0.00 0.01 0.00 0.01 0.01 0.00 0.00 0.01 0.01 0.00
DiD_p_1 0.00 0.00 0.00 0.01 0.00 0.00 0.01 0.00 0.01 0.01 0.00 0.00 0.01 0.01 0.00
DiD_p_2 0.00 0.00 0.00 0.01 0.00 0.00 0.01 0.00 0.01 0.01 0.00 0.00 0.01 0.01 0.00
DiD_p_3 0.00 0.01 0.00 0.01 0.00 0.00 0.01 0.00 0.01 0.01 0.00 0.00 0.01 0.01 0.00
DiD_p_1_l 0.00 0.00 0.00 0.01 0.00 0.00 0.01 0.00 0.01 0.01 0.00 0.00 0.01 0.01 0.00
DiD_p_2_l 0.00 0.00 0.00 0.01 0.00 0.00 0.01 0.00 0.01 0.01 0.00 0.00 0.01 0.01 0.00
DiD_p_3_l 0.00 0.01 0.00 0.01 0.00 0.00 0.01 0.00 0.01 0.01 0.00 0.00 0.01 0.01 0.00
ARIMA 0.00 0.01 0.00 0.01 0.00 0.00 0.01 0.00 0.01 0.01 0.00 0.01 0.01 0.01 0.01
NAIVE 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.01

It can be seen that the selected model “beats” all other models almost always, except
for “beating” the BSTS_3 model. This confirms that whether covariates are lagged or not is
a minor issue. In only a few cases, the selected model generated forecasts not significantly
more accurate than those from other BSTS-type models, nevertheless, this still confirms that
BSTS-type models are superior to other techniques. Similar conclusions can be derived from
Table 6, which reports average p-values of the DM tests over forecasts for various countries
for a given country and a given model compared with the forecast from the corresponding
BSTS_3_l model. In addition, the overall analysis of all individual forecast comparisons
(for each word and each country separately) confirms that in the overwhelming majority of
cases, forecasts from the BSTS_3_l model were significantly more accurate than those from
the competing model.
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Table 6. Average p-values of the DM test over the countries.

Afraid Apa-
thetic

Bore-
dom

Con-
tent-
ment

Depres-
sion Divorce Fear Frustra-

tion
Impair-
ment

Irrita-
bility

Loneli-
ness

Ner-
vous Panic Pissed Sad-

ness Scared Sleep Stress Suicide Tension Well-
Being Worry Worth-

less

BDMM 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00
BDMM_l 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00
BSTS_1 0.08 0.00 0.00 0.08 0.11 0.16 0.07 0.00 0.00 0.00 0.07 0.07 0.26 0.01 0.00 0.00 0.00 0.00 0.07 0.00 0.02 0.00 0.11
BSTS_2 0.08 0.00 0.00 0.07 0.07 0.19 0.13 0.00 0.00 0.00 0.01 0.00 0.26 0.01 0.00 0.00 0.00 0.00 0.07 0.07 0.00 0.04 0.13
BSTS_3 0.48 0.32 0.38 0.39 0.49 0.57 0.52 0.50 0.53 0.45 0.59 0.43 0.74 0.63 0.30 0.36 0.08 0.51 0.26 0.67 0.49 0.37 0.33
BSTS_4 0.26 0.18 0.07 0.07 0.05 0.37 0.20 0.00 0.00 0.00 0.24 0.01 0.37 0.06 0.08 0.00 0.03 0.06 0.20 0.19 0.04 0.13 0.12

BSTS_1_l 0.03 0.00 0.00 0.09 0.00 0.07 0.00 0.00 0.00 0.00 0.01 0.01 0.14 0.06 0.06 0.00 0.00 0.00 0.01 0.00 0.02 0.00 0.00
BSTS_2_l 0.03 0.00 0.00 0.07 0.00 0.12 0.00 0.00 0.00 0.00 0.01 0.00 0.16 0.06 0.00 0.00 0.00 0.00 0.00 0.07 0.07 0.00 0.07
BSTS_4_l 0.20 0.07 0.00 0.13 0.05 0.30 0.14 0.07 0.00 0.06 0.25 0.01 0.27 0.01 0.09 0.00 0.04 0.00 0.21 0.07 0.02 0.00 0.07

DiD_0 0.01 0.00 0.01 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.02 0.00 0.01 0.00 0.01
DiD_1 0.01 0.00 0.01 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.01
DiD_2 0.01 0.00 0.01 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.01
DiD_3 0.01 0.00 0.01 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.00 0.01

DiD_1_l 0.01 0.00 0.01 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.01
DiD_2_l 0.01 0.00 0.01 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.01
DiD_3_l 0.01 0.00 0.01 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.00

DiD_FE_0 0.01 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.01
DiD_FE_1 0.01 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.01
DiD_FE_2 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.01
DiD_FE_3 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.01
DiD_FE_1_l 0.01 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.01
DiD_FE_2_l 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.01
DiD_FE_3_l 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.00
DiD_p_0 0.01 0.00 0.01 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.01
DiD_p_1 0.01 0.00 0.01 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.01
DiD_p_2 0.01 0.00 0.01 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.01
DiD_p_3 0.01 0.00 0.01 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.01

DiD_p_1_l 0.01 0.00 0.01 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.01
DiD_p_2_l 0.01 0.00 0.01 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.01
DiD_p_3_l 0.01 0.00 0.01 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.01

ARIMA 0.01 0.00 0.01 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.01 0.01 0.00 0.00 0.00 0.03 0.00 0.00 0.00 0.00
NAIVE 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.01
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Finally, the MCS procedure confirms the above conclusions. The testing procedure
was performed with the parameters specified in the Methodology section. Table 7 reports
the frequency of the presence of a given model in the superior model set created by the MCS
procedure. In other words, the MCS procedure was performed for each individual case:
a particular word and a particular country. The reported frequencies present how often
the given model remained in the superior set of models created for each such individual
case. Indeed, the outcomes are not surprising, having in mind the previously stated results
of the DM tests. First of all, in the majority of cases, the BSTS_3 model with non-lagged
covariates or with lagged covariates remained. The third most frequently remaining model
was, however, the NAÏVE model. Nevertheless, it happened only in approximately 15%
of cases. All other models remained in less than 10% of cases. Interestingly, the NAÏVE
model remained in many more cases than the ARIMA model. Although the BDMM models
remained in very few cases, they still remained more often than the DiD models.

Table 7. Frequency of the presence of a given model in the superior model set created by MCS procedure.

Model freq.

BSTS_3_l 68.12%
BSTS_3 64.35%
NAÏVE 15.36%
BSTS_4 9.57%

BSTS_4_l 6.38%
BDMM 4.06%

BDMM_l 3.48%
DiD_p_3 3.48%
DiD_1_l 3.19%
BSTS_1 2.61%
BSTS_2 2.32%

BSTS_1_l 2.03%
BSTS_2_l 2.03%

DiD_FE_1_l 1.74%
DiD_FE_0- 1.45%
DiD_p_2_l 1.45%
DiD_p_3_l 1.45%

ARIMA 1.16%
DiD_0 1.16%
DiD_2 1.16%

DiD_FE_2 1.16%
DiD_FE_2_l 1.16%

DiD_p_2 1.16%
DiD_FE_3_l 0.87%
DiD_p_1_l 0.87%

DiD_1 0.58%
DiD_2_l 0.58%

DiD_FE_1 0.58%
DiD_p_1 0.58%

DiD_3 0.29%
DiD_FE_3 0.29%
DiD_p_0 0.29%

Ultimately, despite considering several specifications and versions of DiD models,
none of them happened to fit the data in a satisfactory way for a reasonable number of cases.
This can be explained by the previously mentioned drawbacks of this method, i.e., that
it approaches time-varying regression parameters, fluctuations of the response variable,
seasonality, trends, etc., poorly. The BSTS and BDMM methods have an internal model
structure incorporation that deals so nicely with various sources of volatility as well as
time-varying relationships between response variables and covariates.

Having in mind the above results, the answers to the initial research problems can be
found. For the words “contentment”, “divorce”, “frustration”, “impairment”, “irritability”,
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“loneliness”, “nervous”, “pissed”, “sadness”, “scared”, “suicide”, and “worthless”, none of
the models BSTS_3_l or BSTS_3 detected any causal effect from a lockdown. As a result,
the causal effect was present only for approximately 48% of the analyzed words. Secondly,
no causal effects for any word were found in BEL, CAN, DNK, JPN, and ESP. Thirdly,
the outcomes from the BSTS_3 and BSTS_3_l models are not consistent with each other.
Fortunately, neither are they contradictory (i.e., opposite conclusions on causal effects
cannot be derived from these two separate models). However, one of the models for certain
words and countries detected some causal effect, whereas, for the same country-word
combination, the second model did not in numerous cases. The only case that leads to the
same conclusions based on both models is a very strong increase in “well-being” and a
moderate increase in “stress” searches in Mexico.

Another interesting outcome is that countries with no explicit lockdowns such as Japan
and Sweden do not seem to differ from the other 13 analyzed countries. Another important
outcome is that the considered models not only detected positive causal effects but also
negative ones—meaning that lockdown resulted in a decrease in searches for a given word.
The BSTS_3_l models for Italy especially detected such cases (i.e., fewer searches for the
words: “afraid”, “boredom”, “depression”, “fear”, “sleep”, ”well-being”, and “worry”).
Indeed, BSTS_3_l models for Mexico suggested a decrease in well-being after lockdown,
whereas the same model for Italy suggested an increase in well-being (if measured by the
aforementioned word searches). In the case of 16 significant causal effects detected by the
BSTS_3 model, 4 of them are negative. Except for Brazil, these 4 cases happened for quite
developed and safe countries.

As a result, it could be said that it is not a lockdown per se that can decrease well-being,
but rather the effect depends on the overall situation in a country: its policies and abilities to
provide citizens with safety and protection, whether there is social trust for the government
and officials, etc. Finally, the constructed models included covariates, suggesting that
the causal effect of a lockdown could have been indirect (for example, it impacted the
covariates) rather than direct (i.e., directly impacting word search term indices). Secondly,
the model with non-lagged covariates detected more causal effects and more positive causal
effects than the model with lagged covariates, which detected less significant causal effects,
most of which were negative. Moreover, lagging covariates can be understood as leading to
the erasing of causal effects detection, meaning that, overall, the effects, if present, are very
immediate and short-term. Herein, monthly data were used, therefore, lagging variables
can play a significant role. The exact numerical values are reported in Table 8.

Deriving any conclusions from DiD or BDMM models seems to be flawed because
these models generally poorly modeled the data. Despite containing relatively many
parameters, they seem to fit the data less than even for the NAÏVE method.

Finally, the negative effects seen in DEU for “panic” are consistent, for example,
with a similar study by [24]. However, the positive effects for “sleep” and “worry” are
contradictory to their results. The sign (i.e., positive or negative) of the effect for “well-
being” depending on the particular country, found herein, is similar to the outcomes of [24].
Concerning the classification of words, as in [24], the current research weakly suggests that
in certain countries a lockdown resulted in increased anxiety issues. At the same time, no
significant evidence for social dysfunction and happiness changes was found.
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Table 8. Relative effects detected by BSTS_3_l and BSTS_3 models (columns representing words with
no relative effects found in any country are deleted).

Afraid Apa-
thetic Boredom Depression Fear Panic Sleep Stress Ten-

sion
Well-
Being Worry

no lag

BRA −1.71

CHL 0.86

COL 2.47 0.19 0.36

FRA 0.17

DEU −0.43 0.12

ITA

MEX 0.60 0.21 1.05 0.53 11.22

NLD −0.50

SWE −0.47

GBR 0.17

lagged

BRA

CHL

COL

FRA

DEU

ITA −0.99 −1.00 −1.01 −0.99 −1.01 −1.01 −1.00

MEX 1.25 9.62

NLD

SWE

GBR

5. Conclusions

The methods employed in this research found little evidence of substantial changes in
the Internet search intensity on terms connected with negative aspects of well-being and
mental health issues. The Bayesian structural time series method fit the data much better
than the difference-in-differences method or Bayesian dynamic mixture models. Moreover,
the differences between various specifications of Bayesian structural time series models
did not appear to be very important. In any case, the model with lagged explanatory
variables and semi-local linear trend specification turned out to be the “best” one. The
current research considered various covariates which can also impact well-being. The aim
of this was to carefully consider the impact of a lockdown on well-being, both as a direct
impact and separating, for example, the impact through the selected covariates (related to
economic or policy uncertainty, etc.). The performed study cannot confirm that a lockdown
leads to a significant increase in certain word searches in most of the analyzed countries.
However, in Mexico, such an effect was indeed found. In Italy, surprisingly, a negative
effect was found. This can suggest that it is not a lockdown per se that influenced well-being
but rather the overall social background and government actions. For example, in different
societies, it can be perceived as a negative restriction of an individual’s freedom, whereas
in another country or society, as a way of the government protecting the people. Secondly,
the current research was based on monthly data, therefore, strongly focused on long-term
effects. Analysis based on more frequent data could suggest different results over shorter
periods, but then macroeconomic variables would be an issue. The current research is
also vulnerable to lockdown definitions and measures; for example, policies in Belgium or
Netherlands are much more unified and consistent across the whole country than those in
Brazil or Canada, where different administrative units may have more diversified policies
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around the country. Within this context, further studies can measure lockdown not only as
certain legal policies but also as obeying these laws (which varied in different countries
and societies). Moreover, the data used in this research measured certain factors across
whole countries (at the aggregated level), so it can be that different regions (for example,
big cities vs. rural areas) or age groups were impacted differently as well as certain data
can have different quantitative measures when considered over smaller administrative
units. Additionally, Google Trends data do not differentiate Internet users; different social
or age groups can react differently to lockdowns. In addition, the current study did not find
significant differences between countries with explicit lockdowns and those without (such
as Sweden). Anyways, this study tackled this research problem in a novel way, i.e., with
Bayesian structural time series method. The obtained results are partially consistent with,
for example, some previous studies—based on a different methodology—by [24]. However,
some outcomes obtained herein are still in a contradiction to their findings. Finally, another
interesting continuation of this research would be to analyze not just various search terms
as words, but whole topics in Google Trends.

Author Contributions: Conceptualization, K.D. and D.G.C.; methodology, K.D.; software, K.D. and
D.G.C.; validation, K.D.; formal analysis, K.D.; investigation, K.D. and D.G.C.; resources, K.D.;
data curation, K.D.; writing—original draft preparation, K.D. and D.G.C.; writing—review and
editing, K.D. and D.G.C.; visualization, K.D.; supervision, K.D.; project administration, K.D.; funding
acquisition, K.D. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the program “Excellence Initiative–Research University
(IDUB)” through the project BOB-IDUB-622-89/2021–Nowe Idee POB III IDUB, 01/IDUB/2019/94.
The APC was funded by the program “Excellence Initiative–Research University (IDUB)” through
the project BOB-IDUB-622-89/2021–Nowe Idee POB III IDUB, 01/IDUB/2019/94.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: All data sources are described and cited in the Data section of this
paper and publicly available. Due to copyright issues (for instance, public republishing) the particular
dataset and source code used for the computations are available from the Corresponding Author
upon a request.

Acknowledgments: The research was supported by the program “Excellence Initiative–Research Univer-
sity (IDUB)” through the project BOB-IDUB-622-89/2021–Nowe Idee POB III IDUB, 01/IDUB/2019/94.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design
of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript; or
in the decision to publish the results.

References
1. Fletcher, G. (Ed.) The Routledge Handbook of Philosophy of Well-Being; Routledge: New York, NY, USA, 2015.
2. Eid, M.; Larsen, R.J. (Eds.) The Science of Subjective Well-Being; Guilford Press: New York, NY, USA, 2008.
3. Frey, B.S.; Stutzer, A. Happiness and Economics; Princeton University Press: Princeton, NJ, USA, 2022.
4. Brodeur, A.; Gray, D.M.; Islam, A.; Bhuiyan, S.J. A literature review of the economics of COVID-19. J. Econ. Surv. 2021, 35,

1007–1044. [CrossRef] [PubMed]
5. Kim, H.H.; Jung, J.H. Social isolation and psychological distress during the COVID-19 pandemic: A cross-national analysis.

Gerontologist 2021, 61, 103–113. [CrossRef] [PubMed]
6. Trabelsi, K.; Ammar, A.; Masmoudi, L.; Boukhris, O.; Chtourou, H.; Bouaziz, B.; Brach, M.; Bentlage, E.; How, D.; Ahmed, M.; et al.

Sleep quality and physical activity as predictors of mental wellbeing variance in older adults during COVID-19 lockdown: ECLB
COVID-19 international online survey. Int. J. Environ. Res. Public Health 2021, 18, 4329. [CrossRef] [PubMed]

7. Brooks, S.K.; Webster, R.K.; Smith, L.E.; Woodland, L.; Wessely, S.; Greenberg, N.; Rubin, G.J. The psychological impact of
quarantine and how to reduce it: Rapid review of the evidence. Lancet 2020, 395, 912–920. [CrossRef]

8. Michie, J.; Sheean, M. (Eds.) The Political Economy of COVID-19; Routledge: New York, NY, USA, 2023.
9. Appleby, J. The public finance cost of COVID-19. BMJ 2022, 376, o490. [CrossRef]
10. Else, H. The pandemic’s true health cost: How much of our lives has COVID stolen? Nature 2022, 605, 410–413. [CrossRef]

http://doi.org/10.1111/joes.12423
http://www.ncbi.nlm.nih.gov/pubmed/34230772
http://doi.org/10.1093/geront/gnaa168
http://www.ncbi.nlm.nih.gov/pubmed/33125065
http://doi.org/10.3390/ijerph18084329
http://www.ncbi.nlm.nih.gov/pubmed/33921852
http://doi.org/10.1016/S0140-6736(20)30460-8
http://doi.org/10.1136/bmj.o490
http://doi.org/10.1038/d41586-022-01341-7


Int. J. Environ. Res. Public Health 2023, 20, 421 21 of 24

11. Reuters. IMF Sees Cost of COVID Pandemic Rising beyond $12.5 Trillion Estimate, Reuters. 2022. Available online:
https://www.reuters.com/business/imf-sees-cost-covid-pandemic-rising-beyond-125-trillion-estimate-2022-01-20 (accessed on
1 September 2022).

12. Utoikamanu, F. (Ed.) State of the Least Developed Countries 2021; United Nations: New York, NY, USA, 2021.
13. Shahrokhian, N.; Hassanzadeh, S.; Hashemi Razini, H.; Ramshini, M. The effects of Cognitive-Behavioral Therapy (CBT) in

well-being and perceived stress in adolescents with low academic performance during the COVID-19 pandemic. Int. J. Sport Stud.
Health 2021, 4, e122504. [CrossRef]

14. Hannemann, J.; Abdalrahman, A.; Erim, Y.; Morawa, E.; Jerg-Bretzke, L.; Beschoner, P.; Geiser, F.; Hiebel, N.; Weidner, K.;
Steudte-Schmiedgen, S.; et al. The impact of the COVID-19 pandemic on the mental health of medical staff considering the
interplay of pandemic burden and psychosocial resources–A rapid systematic review. PLoS ONE 2022, 17, e0264290. [CrossRef]

15. Hernandez-Diaz, Y.; Genis-Mendoza, A.D.; Ramos-Mendez, M.A.; Juarez-Rojop, I.E.; Tovilla-Zarate, C.A.; Gonzalez-Castro, T.B.;
Lopez-Narvaez, M.L.; Nicolini, H. Mental health impact of the COVID-19 pandemic on Mexican population: A systematic review.
Int. J. Environ. Res. Public Health 2022, 19, 6953. [CrossRef]

16. Norhazira, A.R.; Muhammad, Z.A.Z.A.; Nor, A.A.M.S.; Zulakbal, B.K.; Nurul, U.A.A.; Farhat, A.A. COVID-19 lockdown: Physical
activity, sedentary behaviour, and academic motivation among undergraduates university students in Malaysia. Ann. Appl. Sport
Sci. 2022, 9. [CrossRef]

17. Rubio-Tomas, T.; Skouroliakou, M.; Ntountaniotis, D. Lockdown due to COVID-19 and its consequences on diet, physical activity, lifestyle,
and other aspects of daily life worldwide: A narrative review. Int. J. Environ. Res. Public Health 2022, 19, 6832. [CrossRef] [PubMed]

18. Shokri, F.; Taheri, M.; Irandoust, K.; Mirmoezzi, M. Effects of the COVID-19 pandemic on physical activity, mood status, and
eating patterns of Iranian elite athletes and non-athletes. Zahedan J. Res. Med. Sci. 2022, 24, e120049. [CrossRef]

19. Clemente-Suarez, V.J.; Martinez-Gonzalez, M.B.; Benitez-Agudelo, J.C.; Navarro-Jimenez, E.; Beltran-Velasco, A.I.; Ruisoto, P.;
Diaz Arroyo, E.; Laborde-Cardenas, C.C.; Tornero-Aguilera, J.F. The impact of the COVID-19 pandemic on mental disorders. A
critical review. Int. J. Environ. Res. Public Health 2021, 18, 10041. [CrossRef] [PubMed]

20. Rodriguez-Fernandez, P.; Gonzalez-Santos, J.; Santamaria-Pelaez, M.; Soto-Camara, R.; Sanchez-Gonzalez, E.; Gonzalez-Bernal, J.J.
Psychological effects of home confinement and social distancing derived from COVID-19 in the general population-A systematic
review. Int. J. Environ. Res. Public Health 2021, 18, 6528. [CrossRef]

21. Giorgi, G.; Lecca, L.I.; Alessio, F.; Finstad, G.L.; Bondanini, G.; Lulli, L.G.; Arcangeli, G.; Mucci, N. COVID-19-related mental
health effects in the workplace: A narrative review. Int. J. Environ. Res. Public Health 2020, 17, 7857. [CrossRef]

22. Rajkumar, R.P. COVID-19 and mental health: A review of the existing literature. Asian J. Psychiatry 2020, 52, 102066. [CrossRef]
23. Algan, Y.; Murtin, F.; Beasley, E.; Higa, K.; Senik, C. Well-being through the lens of the internet. PLoS ONE 2019, 14, e0209562. [CrossRef]
24. Brodeur, A.; Clark, A.E.; Fleche, S.; Powdthavee, N. COVID-19, lockdowns and well-being: Evidence from Google Trends.

J. Public Econ. 2021, 193, 104346. [CrossRef]
25. Rienzo, C. The Effects of the Pandemic on Mental Health. In The Economics of COVID-19; Baltagi, B.H., Moscone, F., Tosetti, E.,

Eds.; Emerald Publishing Limited: Bingley, UK, 2022; pp. 117–141.
26. Chen, P.J.; Pusica, Y.; Sohaei, D.; Prassas, I.; Diamandis, E.P. An overview of mental health during the COVID-19 pandemic.

Diagnosis 2021, 8, 403–412. [CrossRef]
27. Greyling, T.; Rossouw, S.; Adhikari, T. The good, the bad and the ugly of lockdowns during COVID-19. PLoS ONE 2021, 16, e0245546.

[CrossRef]
28. Allen, D.W. COVID-19 lockdown cost/benefits: A critical assessment of the literature. Int. J. Econ. Bus. 2022, 29, 1–32. [CrossRef]
29. Lally, M. A cost–benefit analysis of COVID-19 lockdowns in Australia. Monash Bioeth. Rev. 2022, 1–32. [CrossRef] [PubMed]
30. Rowthorn, R.; Maciejowski, J. A cost–benefit analysis of the COVID-19 disease. Oxf. Rev. Econ. Policy 2020, 36, S38–S55. [CrossRef]
31. Henseke, G.; Green, F.; Schoon, I. Living with COVID-19: Subjective Well-Being in the Second Phase of the Pandemic. J. Youth

Adolesc. 2022, 51, 1679–1692. [CrossRef]
32. Foa, R.S.; Fabian, M.; Gilbert, S. Subjective well-being during the 2020-21 global coronavirus pandemic: Evidence from high

frequency time series data. PLoS ONE 2022, 17, e0263570. [CrossRef]
33. Grimes, A. Measuring pandemic and lockdown impacts on wellbeing. Rev. Income Wealth 2022, 68, 409–427. [CrossRef]
34. Meyerowitz-Katz, G.; Bhatt, S.; Ratmann, O.; Brauner, J.M.; Flaxman, S.; Mishra, S.; Shrama, M.; Mindermann, S.; Bradley, V.;

Vollmer, M.; et al. Is the cure really worse than the disease? The health impacts of lockdowns during COVID-19. BMJ Glob. Health
2021, 6, e006653. [CrossRef]

35. Angrist, J.D.; Pischke, J.-S. Mostly Harmless Econometrics: An Empiricist’s Companion; Princeton University Press: Princeton, NJ,
USA, 2009.

36. Morgan, S.L.; Winship, C. Counterfactuals and Causal Inference: Methods and Principles for Social Research; Cambridge University
Press: Cambridge, UK, 2007.

37. Brodersen, K.H.; Gallusser, F.; Koehler, J.; Remy, N.; Scott, S.L. Inferring causal impact using Bayesian structural time-series
models. Ann. Appl. Stat. 2015, 9, 247–274. [CrossRef]

38. Nagy, I.; Suzdaleva, E. Mixture estimation with state-space components and Markov model of switching. Appl. Math. Model.
2013, 37, 9970–9984. [CrossRef]

39. Gutman, R.; Intrator, O.; Lancaster, T. A Bayesian procedure for estimating the causal effects of nursing home bed-hold policy.
Biostatistics 2018, 19, 444–460. [CrossRef]

https://www.reuters.com/business/imf-sees-cost-covid-pandemic-rising-beyond-125-trillion-estimate-2022-01-20
http://doi.org/10.5812/intjssh.122504
http://doi.org/10.1371/journal.pone.0264290
http://doi.org/10.3390/ijerph19116953
http://doi.org/10.52547/aassjournal.1047
http://doi.org/10.3390/ijerph19116832
http://www.ncbi.nlm.nih.gov/pubmed/35682411
http://doi.org/10.5812/zjrms-120049
http://doi.org/10.3390/ijerph181910041
http://www.ncbi.nlm.nih.gov/pubmed/34639341
http://doi.org/10.3390/ijerph18126528
http://doi.org/10.3390/ijerph17217857
http://doi.org/10.1016/j.ajp.2020.102066
http://doi.org/10.1371/journal.pone.0209562
http://doi.org/10.1016/j.jpubeco.2020.104346
http://doi.org/10.1515/dx-2021-0046
http://doi.org/10.1371/journal.pone.0245546
http://doi.org/10.1080/13571516.2021.1976051
http://doi.org/10.1007/s40592-021-00148-y
http://www.ncbi.nlm.nih.gov/pubmed/35088370
http://doi.org/10.1093/oxrep/graa030
http://doi.org/10.1007/s10964-022-01648-8
http://doi.org/10.1371/journal.pone.0263570
http://doi.org/10.1111/roiw.12585
http://doi.org/10.1136/bmjgh-2021-006653
http://doi.org/10.1214/14-AOAS788
http://doi.org/10.1016/j.apm.2013.05.038
http://doi.org/10.1093/biostatistics/kxx049


Int. J. Environ. Res. Public Health 2023, 20, 421 22 of 24

40. Choi, H.; Varian, H. Predicting the present with Google Trends. Econ. Rec. 2012, 88, 2–9. [CrossRef]
41. Jun, S.-P.; Yoo, H.S.; Choi, S. Ten years of research change using Google Trends: From the perspective of big data utilizations and

applications. Technol. Forecast. Soc. Chang. 2018, 130, 69–87. [CrossRef]
42. Koop, G.; Onorante, L. Macroeconomic Nowcasting using Google Probabilities. In Topics in Identification, Limited Dependent

Variables, Partial Observability, Experimentation, and Flexible Modeling: Part A; Jeliazkov, I., Tobias, J.L., Eds.; Emerald Publishing
Limited: Bingley, UK, 2019; pp. 17–40.

43. Banbura, M.; Giannone, D.; Modugno, M.; Reichlin, L. Nowcasting and the Real-Time Dataflow. In Handbook on Economic
Forecasting; Elliot, G., Timmerman, A., Eds.; Elsevier: Amsterdam, The Netherlands, 2013; pp. 195–237.

44. Mavragani, A.; Gkillas, K. COVID-19 predictability in the United States using Google Trends time series. Sci. Rep. 2020, 10, 20693.
[CrossRef] [PubMed]

45. Greyling, T.; Rossouw, S.; Adhikari, T. A tale of three countries: What is the relationship between COVID-19, lockdown and
happiness? S. Afr. J. Econ. 2021, 89, 25–43. [CrossRef]

46. Silverio-Murillo, A.; Hoehn-Velasco, L.; Rodriguez Tirado, A.; Roberto Balmori de la Miyar, J. COVID-19 blues: Lockdowns and
mental health-related Google searches in Latin America. Soc. Sci. Med. 2021, 281, 114040. [CrossRef] [PubMed]

47. Mangono, T.; Smittenaar, P.; Caplan, Y.; Huang, V.S.; Sutermaster, S.; Kemp, H.; Sgaier, S.K. Information-seeking patterns during the
COVID-19 pandemic across the United States: Longitudinal analysis of Google Trends data. J. Med. Internet Res. 2021, 23, e22933.
[CrossRef] [PubMed]

48. Algan, Y.; Beasley, E.; Guyot, F.; Higa, K.; Murtin, F.; Senik, C. Big Data Measures of Well-Being: Evidence from a Google Well-being
Index in the United States; OECD Statistics Working Papers 2016/03; OECD Publishing: Paris, France, 2016. [CrossRef]

49. Butler, D. When Google got flu wrong. Nature 2013, 494, 155–156. [CrossRef] [PubMed]
50. Feroze, N. Forecasting the patterns of COVID-19 and causal impacts of lockdown in top five affected countries using Bayesian

structural time series models. Chaos Solitons Fractals 2020, 140, 110196. [CrossRef]
51. Alali, Y.; Harrou, F.; Sun, Y. A proficient approach to forecast COVID-19 spread via optimized dynamic machine learning models.

Sci. Rep. 2022, 12, 2467. [CrossRef]
52. Knipe, D.; Gunnell, D.; Evans, H.; John, A.; Fancourt, D. Is Google Trends a useful tool for tracking mental and social distress

during a public health emergency? A time–series analysis. J. Affect. Disord. 2021, 294, 737–744. [CrossRef] [PubMed]
53. Knipe, D.; Evans, H.; Sinyor, M.; Niederkrotenthaler, T.; Gunnell, D.; John, A. Tracking online searches for emotional wellbeing concerns

and coping strategies in the UK during the COVID-19 pandemic: A Google Trends analysis. Wellcome Open Res. 2020, 5, 220. [CrossRef]
54. Oman, S. Understanding Well-being Data; Palgrave Macmillan: Cham, Switzerland, 2021.
55. Settanni, M.; Marengo, D. Sharing feelings online: Studying emotional well-being via automated text analysis of Facebook posts.

Front. Psychol. 2015, 6, 1045. [CrossRef] [PubMed]
56. Singh, P.M.; Wight, C.A.; Sercinoglu, O.; Wilson, D.C.; Boytsov, A.; Raizada, M.N. Language preferences on websites and in

Google searches for human health and food information. J. Med. Internet Res. 2007, 9, e18. [CrossRef] [PubMed]
57. Woloszko, N. Tracking Activity in Real Time with Google Trends; OECD Economics Department Working Papers 1634; OECD

Publishing: Paris, France, 2020. [CrossRef]
58. Gonzales, F.; Jaax, A.; Mourougane, A. Nowcasting Aggregate Services Trade. A Pilot Approach to Providing Insights into Monthly

Balance of Payments Data; OECD: Paris, France, 2020.
59. Berger, L.M.; Ferrari, G.; Leturcq, M.; Panico, L.; Solaz, A. COVID-19 lockdowns and demographically-relevant Google Trends: A

cross-national analysis. PLoS ONE 2021, 16, e0248072. [CrossRef] [PubMed]
60. Bertrand, M.; Duflo, E.; Mullainathan, S. How much should we trust differences-in-differences estimates? Q. J. Econ. 2004, 119,

249–275. [CrossRef]
61. Adams-Prassl, A.; Boneva, T.; Golin, M.; Rauh, C. The impact of the coronavirus lockdown on mental health: Evidence from the

United States. Econ. Policy 2022, 37, 139–155. [CrossRef]
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