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Supplementary materials - Supporting figures 

 

Figure S1. Evaluation criteria for binary classification problems and their relationship to ROC curves. 

A. evaluation criteria for binary classification problems. Here, an effect from a species on another is 

represented by a non-zero value of the off-diagonal elements of the actual/inferred interaction matrix. 

True positive (TP) represents a result of inference that correctly indicates the presence of an effect 

from one species to another, true negative (TN) represents a result of inference that correctly indicates 

the absence of an effect from one species to another, false positive (FP) represents a result of inference 

which incorrectly indicates that an effect is present from one species to another, and false negative 

(FN) is a result of inference which incorrectly indicates that an effect from one species to another is 

absent. B. Explanation of ROC curve. Here, a circle corresponds to an off-diagonal element of an 

interaction matrix. Suppose we set a threshold value for a classifier and determine that effects from 

one species to another corresponding to elements above the threshold value are present, and elements 

below the threshold value are absent. By matching this with the corresponding elements of the actual 

interaction matrix, we can calculate sensitivity and specificity and plot a single point on the 2D plane. 

The ROC curve is obtained by repeating the calculation with changing threshold values, and the ROC-

AUC is the area underneath the curve. 
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Figure S2. Representative result of network inference with the five methods for model M (𝜏 = 40 and 

𝜎 = 1). Blue and red arrows indicate the positive and negative interaction between species in the 

actual (effective) interaction matrix, respectively, and green and orange arrows indicate the positive 

and negative interaction between species in the estimated interaction matrix. Thick arrows indicate 

correctly detected interactions. The values above the graph show the precision and accuracy in this 

order. 
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Figure S3. Representative result of network inference with the five methods for model D (𝜏 = 40 and 

𝜎 = 1). See legend of figureS1 for details. 
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Figure S4. Representative result of network inference with the five methods for model M’ (𝜏 = 40 

and 𝜎 = 1). See legend of figureS1 for details. 
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Figure S5. Representative result of network inference with the five methods for model D’ (𝜏 = 40 and 

𝜎 = 1). See legend of figureS1 for details. 

 



 

6 

 

Figure S6. Relationship between the basic properties of a community and the performance of network 

inference for different pairs of model and method. Correlations between the basic properties and the 

performance measured by each evaluation criterion for 288 communities in the reference condition 

(𝜏 = 40 and 𝜎 = 1) are shown. Black dots indicate significant (𝑝 < 0.05) correlation. 𝜇 is the mean 

abundance 𝑥𝑖 averaged over the top five abundant species, c𝑣, 𝐷, 𝑐 is the coefficient of variation, 

the Simpson’s diversity index, and connectance, respectively, and calculated for the top five abundant 

species. 

 

 

Figure S7. Relationship between the parameters for generating data sets (sampling interval 𝜏 and 

magnitude of noise 𝜎 ) and the performance of network inference for different pairs of model and 

method. In both 𝜏 and 𝜎, correlations were calculated for four different conditions (𝜏 ∈ {10,20,40,80} 

with a fixed noise magnitude 𝜎 = 1, and 𝜎 ∈ {0.5,1,2,4} with a fixed sampling interval 𝜏 = 1) where 

each of conditions contains 288 data points. Black dots indicate significant (𝑝 < 0.05) correlation. 
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Figure S8. Performance of network inference methods for different models (left) and the comparison 

of the different pairs of model and method (right) for 𝜏 = 10 and 𝜎 = 1. See legend of figure1 for 

details. 
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Figure S9. Performance of network inference methods for different models (left) and the comparison 

of the different pairs of model and method (right) for 𝜏 = 20 and 𝜎 = 1. See legend of figure1 for 

details. 
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Figure S10. Performance of network inference methods for different models (left) and the comparison 

of the different pairs of model and method (right) for 𝜏 = 80 and 𝜎 = 1. See legend of figure1 for 

details. 
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Figure S11. Performance of network inference methods for different models (left) and the comparison 

of the different pairs of model and method (right) for 𝜏 = 40 and 𝜎 = 0.5. See legend of figure1 for 

details. 



 

11 

 

Figure S12. Performance of network inference methods for different models (left) and the comparison 

of the different pairs of model and method (right) for 𝜏 = 40 and 𝜎 = 2. See legend of figure1 for 

details. 
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Figure S13. Performance of network inference methods for different models (left) and the comparison 

of the different pairs of model and method (right) for 𝜏 = 40 and 𝜎 = 4. See legend of figure1 for 

details. 

 


