Supplementary (Method)

We used a “hold-out” strategy where we randomly sampled 40% of the data for the training set, 30% of
the data for the test set and 30% of the data for the validation set. We performed this process 10.000
times and then used an adaptation of genetic algorithm (mydatamodels.com web app). This
methodology uses a combination of symbolic regression (a type of regression analysis that searches the
space of mathematical expressions to find the model that best fits a given dataset) and evolutionary
programming (a stochastic optimization strategy similar to genetic algorithms, but instead places
emphasis on the behavioral linkage between parents and their offspring, rather than seeking to emulate
specific genetic operators as observed in nature). Evolutionary programming is similar to evolution
strategies, although the two approaches developed independently. This allowed to further diminish the
number of pertinent variables and push a more robust predictive model.
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