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Abstract: In this paper, a method is proposed to improvaritegferometric phase quality,
based on fusing data from different polarimetriaroels. Since lower amplitude implies
less reliable phase in general, the phase qudlipplarimetric interferometric data can be
improved by seeking optimal fusion of data fromfetént polarizations to maximize the
resulting amplitude. In the proposed approach,efch pixel, two coherent polarimetric
scattering vectors are synchronously projected argame optimum direction, maximizing
the lower amplitude of the two projections. In thieagle-look case, the fused phase is
equivalent to the weighted average of phases ipa@Hlrimetric channels. It provides a
good physical explanation of the proposed approd&thout any filtering, the phase noise
and the number of residue points are significargjuced, and the interferometric phase
quality is greatly improved. It is a useful tool ppeprocess the phase ahead of phase
unwrapping. The Cloude’s coherence optimizationnoetis used for a comparison. Using
the data collected by SIR-C/X-SAR, the authors destrate the effectiveness and the
robustness of the proposed approach.
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1. Introduction

Interferometric phase improvement is an importaep sor Interferometric Synthetic Aperture
Radar (INSAR) applications. The original signalemied by a radar system are corrupted by heavy
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noise, which is caused by the system itself andotbpagation. In the traditional SAR interferometry
without polarimetric information, several phasdefit have been proposed to reduce the noise and
improve the phase quality [1-5].

In polarimetric SAR interferometry (PolInSAR), senthe scattering element data of each pixel are
composed of two scattering matrices or scatteriectors corresponding to two spatially separated
antennae, it is possible to enhance the coheremtégrove the phase between the signals received
by both the antennae. In recent years, severatitlges have been proposed, such as the coherence
optimization method with two vectors (CO2) [6, The coherence optimization method with one
vector (CO1) [8] and so on. The CO2 method is irtgrdrfor vegetation characteristics analysis. In
addition, these methods can be used for phase waprent by interferometric coherence optimization.

In this paper, a novel method is proposed. Firsprawide a mathematical model to maximize the
lower of the two amplitudes from the interferometomplex signal pair. Then the optimal solution is
obtained in closed-form. Comparing with the CO2hodt we demonstrate that the proposed method
has better performance.

This paper is organized as follows. In Sectionh2, toherence optimization method proposed by
Cloudeet al [6, 7] is reviewed. Section 3 describes the iatship between the amplitude and the
phase of a complex signal. In general, weak sigwéls low amplitudes have unreliable phases. To
improve the phase quality, one should augment thpliude of the signal. For each scattering
element, the amplitudes of both the receiving dgyshould be both as large as possible. The prdpose
method is introduced in detail in Section 4, whehe optimal solution is obtained by an
eigendecomposition. In Section 5, a physical exatlan is presented. The improved phase is proved to
be equivalent to the weighted average of phasescdh polarimetric channel in the single-look case,
which provides a good intuitive explanation for theoposed approach. Section 6 provides the
experimental results, which demonstrate the perdioca of the proposed method. Finally, some
conclusions are given in Section 7.

2. Review of coherence optimization (CO2) method

In SAR interferometry, for each scattering elemdmtp complex scalar signals and s, are
received from two spatially separated antenna@x”f2 Hermitian semi-definite coherency mat[i&]

{2l 8

where” means the complex conjugation a@d} indicates the expectation value. Frcﬁm], the

is defined as:

interferometric phase can be obtained by
p=arg(ss) 2

where arg( ) indicates the argument of a complex number. Therferometric coherence is

defined as
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In polarimetric SAR interferometry, for each scattg element, there are two polarimetric
scattering matrice§,S,| and[S,], or two scattering vectors

1 .
K =S S S = S0 @+ ] 0 FL2 (@)

where' indicates the matrix transposition operation, 8;;3;( pg=Hor V) Is the complex scattering

coefficient for g transmitted andp received polarizations in the HV-polarimetric lsasiere, we only
consider the reciprocal case, .8,y = S, -
Similar to[J], the 6x 6 coherency matrifT| is defined as [6][7]

k T Q
[]= { l}[kl” )= L2 ©)
k, [2.] [T2]
where"™ denotes the complex conjugation and transpose.
To extend the scalar formulation into a vector egpion, two normalized complex vectars and

w, are introduced. Then two scattering coefficiegtsand 1, are defined as the projections of the
scattering vector&, andk, onto the vectorsv, andw,, respectively,

= wr'ky, 11, = W3k, (6)
Then the interferometric phase is derived as
@ =arg( ;) = ardwik Kw ) (7)
for the single-look (SL) case, and
@, = arg((ptsy)) = ardw; [2, ] w) @®)

for the multi-look (ML) case.
The generalized vector expression for the cohergnisethen given by

_ ‘<W1H [912] W2>‘

- S T w (i T Jw ) 9)

To maximize the coherenge, the Lagrange multiplier method is used to tramsfothe problem

into two eigendecompositions [6] [7]

[Tl [2][To] (2] W= ww,

[T22]_1[912]H[T11]_1[912 W2:\NV2 (10)

The maximum coherence value is then given by tharggroot of the maximum eigenvalue [6]

Vo = \Vimax (11)
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and the corresponding optimum eigenvectors of &€, and w,.

Finally, a sensible constraint is to require
arg(WE)pIWZOpt) =0 (12)

In this method, the interferometric coherencés optimized directly and the maximal coherence

value can be obtained hy,,, andw,,,. The corresponding interferometric phagelefined in (8) is

much better than the original phase in each poktrimchannel. The authors derived a decomposition
of target scattering characteristics. It is ongdh& most important methods to explore the scaterin
structure and behavior of the vegetation-covered.ar

Though the coherence might indicate the phase nhbmsever, it is usually estimated by using
neighborhood information and not accurate. So fase improvement, coherence optimization is not
the best approach. Especially in weak signal dheaimproved phase by coherence optimization lis sti
noisy. Fortunately, the proposed method can be ts@thtain a nearly noise-free phase result in the
moderate noise case.

3. Relationship between the amplitude and the phase of a complex signal

In SAR interferometry, only one polarimetric chahsgnal can be received, e.g., HH. For each
scattering element, the amplitudes of the compigxadss, ands, vary with the terrain fluctuation and
the scattering characteristic of the ground targatsome areas, the amplitude of the receivedatsgn
may be very low. When a complex noise is addedweak signal, a considerable change in the signal
phase may occur. In this case, the interferomgin@se between two weak signals will be severely
affected by noises and will be of low quality amdeliable. Therefore, a lot of residue points meigte
to deteriorate the performance of phase unwrappgm@ddition, weak signals usually imply a low
signal-to-noise ratio (SNR). The noise components;iands, are totally irrelevant (in repeat-pass
interferometry mode). According to (3), the coheebetweers; ands; is corrupted by noise and the
interferometric phase between two weak signalsa{deast one weak signal) is not reliable, i.eg, th
quality is low.

The purpose of the proposed method is to fusenteeferometric signal pair in each polarimetric
channel to augment the amplitude of the signajse@ally in weak signal area. In general, except th
effect of decorrelation, most residue points aresed by weak signals. Therefore, optimizing
amplitude is necessary and effective to improveptiese quality and eliminate the residue points.

4. Amplitude optimization (AO) method
4.1. Model

To improve the phase quality and remove the resphiats, a feasible way is to augment the
amplitudes of both coherent signals.

In polarimetric SAR interferometry, as mentionedowdy each scattering element has two
polarimetric scattering vectoilg andk,. To extend the scalar formulation into a vectqeression, as
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a similar way to the CO2 method, a normalized cexplectorsw is introduced. Then two scattering
coefficientsy; andz, are defined as the projections of the scatterexjorsk; andk, onto thevector
w, respectively

n =w'k,i=12 (13)
The goal of the proposed method is to figure oubaiimum vectorw to optimize the amplitude of
n1 and n, simultaneously. In other words, the lower ampltuoetweery; and 7, is maximized.
According to Section 3, if both the amplitudes angmented, the interferometric phase quality can be

improved.
Mathematically, the above optimization problemeésctibed as follows:

mvsax( min(‘w“kl‘ ‘W“kz‘)) (1
subjectto |w|= 1

4.2 Solution

To obtain the analytic solution of the above prahlet can be transformed into an equivalent
problem as follows:

max(a,b)

subject to a= TaMHkl‘z ifwi” < w ]

b= me‘WHkZ‘Z if ‘WHkl‘z > ‘Wsz‘z .
wi =1

According to the quadratic programming theqlr/y',*kl‘2 and ‘w“kz‘z are two quadrics in three

dimensional complex space. Each of them has oné/ looal maximum, which is also the global
maximum. The solution has two following cases.
Case I:

If the global maximum ofw“kl‘2 Is equal toa or the global maximum qf/v'*kz‘z is equal tob,

then the optimalv has the same direction &sor k, which has the lower amplitude:

Wm_{hNWMJHWMS%J

- . 16
o ol i i > ) 4o

Case IlI:
. a2 . e 12 .
If the global maximum OM kl‘ Is greater thamm and the global maximum (‘lf\l kz‘ IS greater

thanb, then the optimal solutions af andb must be located on the boundary‘\m‘l"kl‘2 s‘w“kz‘z
and‘w”kl‘2 >‘w“k2‘2. Therefore, whew is the optimum projection direction, both the puatjons
must have the same amplitude:

[whky] =|w"k,| (17)
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In this situation, an eigendecomposition method lsarused to obtain the analytic solution. The
detailed process is described in Appendix A. THetsm is

(2 = _OVitV, _ A : Hie oH
wl=—=>1 2 g= |-—Z2exp—jardV, kk;'v
fav e 11, e k) 49

where A, >0, A, <0 are two non-zero eigenvalues of matkk' —k,k} , with corresponding
eigenvectorsy, andv,, respectively.

Appendix A also gives the judgment condition of thve situations. The final solution of the model

(14) is
| [ >max(\vrk1\,\vrkz\] N ﬁwin{\vrkl\ ,\vm\]
w= A vi'k,| '[vik,) A [vik,| vk (19)

w® else

In the single-look case, the fused phase is
@ =arg(n47,) = ardw'k kw) (20)
and in the multi-look case, the fused phase is

@ = arg(</71/7;>) = arE(WH [‘le] W) (21)

5. Physical explanation

The cross-correlation itenk)'k, is important, because it contains both the polatim and
interferometric information. Lep denote the phase &t'k,, theng can be proved to be equivalent to
the fused phase in the single-look case, gein (20). (See Appendix B.)

@ =arg(kik,) = ¢ (22)

According to the definition of the scattering vecio (4), the inner produdt}'k, can be expanded
as

k3K, = Sy oSinat Sve Svat 2 Sve S| S €0 H s vs €M+ 2 s, Wl € (23)

where g, denotes the interferometric phasepf channel. It is a weighted average of information |

each polarimetric channel. Sin}gqyl‘ and‘s ‘ denote the amplitudes of the signals, the larger t

pg,2
product of them, the larger the weight. This issoeble from the basic viewpoint in Section 3: the
phase of strong signals is more reliable than dhateak signals in general. Since a larger weight i
assigned to a more reliable phase of a given poddric channel, the noise of the improved phase is
reduced effectively and the coherence is enhanced.
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6. Experiments and results
6.1. Experimental data

Here we used the single-look L-band experimentth dansisting of fully polarimetric complex
image pairs of the Tien Shan test site acquirethbySIR-C/X-SAR radar system on Oct. 8 and 9,
1994. The test area is close to the southern efijake Baikal, Russia. It contains many different
ground targets such as forest, cropland, bare droamd mountain. Without denoising, the
interferometric phase is corrupted by heavy noigklats of residue points exist.

6.2. Amplitude vs. phase relationship

Though the coherence parameter has no direct dirtke phase, it is usually regarded as a quality
descriptor of phase information. Though other patans such as the phase derivative variance and the
maximum phase gradient can also be used to meplase quality [10], the coherence is more widely
accepted in SAR interferometry. In (3), the coheeeseems to be independent of the amplitude.
However, since lower amplitudes always correspondwer SNR, uncorrelated noises will dominate
the value of the coherence. Therefore, weak sideatsto low coherence.

Now we use the coherence-amplitude map to demadedtia relationship between the amplitude
and the phase of complex signals. 10,000 samplbssaime scattering characteristics are used to draw
the 2-dimensional histogram between coherence amplitade. Figure 1 shows the forest case as an
example. Both the coherence and amplitude haveyd8levels.

From the distribution we conclude that in most saske coherence of weak signals is low, and
large amplitudes in general correspond to largeeite. Therefore, a larger amplitude implies a
more reliable phase. Another experiment in [9] aisnfies this relationship.

Figure 1. The relationship between the coherence and ameplitiids a 2-D histogram of
the coherence and amplitude in a forest area (QGatples).

gaualaloa
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6.3. Vegetation and bare ground

The scattering mechanism of the vegetation is gemplicated due to its multiple components such
as leaves, branches, trunks and the underlyingngroficcording to the vegetation scattering model
based on physical properties, the total responsieeofegetation is composed of the volume scagerin
(random or oriented) and the ground scatteringh(ertwithout the trunk) [11] [12]. Moreover, due to
the repeat-pass interferometry mode, the temp@@drdelation can not be neglected, especially én th
vegetation-covered area. Therefore, improving tesp quality is necessary for topography retrieval.

Figure 2(a) shows th|eHH| of the test area (1,08@,000 pixels), which includes several different

kinds of targets, such as forest (F), road (R)elmaound (BG) and cropland (C). The corresponding
optical image from Google Earth with the same netsah is given as Figure 2(b).

To demonstrate the effectiveness of the proposdtiadetwo areas in white frame A and frame B
containing typical targets are enlarged and prewkess

Figure 2. (a) The amplitude image in HH channel of the vegetatiod bare ground test
area. The typical targets in Frame A and B aresfomnd bare ground, cropland,
respectively.(b) The corresponding optical image from Google EafhR, GB and C

indicate forest, road, bare ground and croplargpeaetively.

(g e .

@ W

The enlarged version of frame A is shown in Fig8{a). The ground is mostly covered by forest
with three roads through it. The black area is Hae ground. With noise and the effect of
decorrelation, the phase noise in HH channel ibesvy that all details of the terrain are submerged
(Figure 3(b)). The averages of lower amplitudeshefselected area in HH, HV and VV channels are
0.3604, 0.1401, and 0.2578, respectively. Usingptioposed method, the average of lower amplitude
of the fused image pair is improved to 0.4768 aedamplitude ofy, in (13) is shown in Figure 3(c).

It is obviously “whiter” than the amplitude of HHhannel. The fused phase in (21), using33
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window, is shown in Figure 3(d). Noise is removdwiously and the phase fringes can be clearly
observed. 99.76% residue points are removed. Tipeoved phase between the forest area and the
bare ground has no obviously boundary. It implied the phases in the forest area can be regasded a
those of the underlying topography, since the pliagbe bare ground definitely corresponds to the
topography.

Figure 3. (a) The amplitude in HH channel of the enlarged areenfiFrame A in Figure
2(a). (b) The phase in HH channdt) The amplitude obtained by the AO method in the
ML case.(d) The phase obtained by the AO method in the ML cggeThe coherence
obtained by the CO2 method in the ML ca$e.The phase obtained by the CO2 method in

the ML case.
®

[ & -

To make a comparison, the phase result by the enberoptimization (CO2) method is also
calculated and shown in Figure 3(f). The coheraasamtimized close to 1 (shown in Figure 3(e), the
white and the black colors mean 1 and 0, respdgliamd many noises in the forested area are
removed. However, the phase of the bare grounillisaisy, which is not in accordance with thedfl
property” of the bare ground as shown in the optioage.

Table 1 lists more comparisons between the amgiggdimization (AO) method and the coherence
optimization (CO2) method. It includes the averaféower amplitude, the mean coherence, and the
residue point number in both the single-look (Shd aulti-look (ML) cases.

(@) (b)
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Table 1. The comparisons of average lower amplitude, aee@herence and residue
point number among the original HH/HV/VV channetaland the fused data processed by
the AO and CO2 method in both the single-look amidtifbok cases in Figure 3(a).

Lower Amplitude | Coherence | Residue point number

HH 0.3604 0.7843 8331

HV 0.1401 0.7077 12033

\AY; 0.2578 0.7450 10279

AOin SL 0.4768 0.8523 1699

CO2in SL 0.2795 0.8858 1889
AOinML | = - 0.8228 20
co2inML |  --mme-- 0.9634 173

Figure 4(a) shows the enlarged area of Frame B.t [dags of the ground are covered by low-
vegetation like the crop and grass. The paralteigitt lines are possible ridges of field. The dita¢
angle between the ridge and the ground leads dagtresponded signals. The phase in HH channel
[Figure 4(b)] is so noisy that it yields 6,550 hse points as shown in Figure 4(c) (black poinife
improved phase by the proposed AO method and th2 @€&thod are given in Figure 4(d) and (f),
respectively. Obviously, the phase improved byAlEmethod has the better quality with less noise.
99.63% residue points are removed successfully remvrs in Figure 4(e), demonstrating the
effectiveness of the proposed approach.

Figure 4. (a) The amplitude in HH channel of the enlarged areenfFrame B in Figure
2(a). (b) The phase in HH channdk) The residue map in HH channéll) The phase
obtained by the AO method in the ML caé®). The residue map of the phase obtained by

(b)

@ ()
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6.4. Mountain

Phase unwrapping (PU) is the key step of digitava&ion model (DEM) generation. The main
difficulties of phase unwrapping are from noise atelep topography. Both the factors lead to the
existence of huge amount of residue points. Fon faltowing based PU methods, branch cuts are
used to balance the charge of the positive andtivegasidue points. In the case that a large nusnbe
of dense residue points exist, several branchlagsd algorithms [13, 14] do not work.

Figure 5. (a) The amplitude image in HH channel of mountain testa.(b) The
corresponding optical image from Google Eaft). The phase in HH channddd) The
phase obtained by the AO method in the ML case.

Though Buckland [15] proposed an algorithm basedthen Hungarian algorithm from integer
programming and declared the algorithm enables tonanwrap unfiltered speckle-interferometry
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phase maps at high point densities (0.1 points gpegl), the computation efficiency should be
considered. It will take a long time to solve aglwrapped phase map with heavy noise. So it is
significant to improve the phase quality beforegghanwrapping.

Figure 5(a) shows a test area containing a mowuaimrea. The corresponding optical image is
shown in Figure 5(b), which is also from Google tRarThe topography is not steep. The
interferometric phase in HH channel is displayedrigure 5(c). With 1,0081,000 pixels, the phase
map after flat-removal corresponds to 95,329 reshints, so the density of residue points is ctose
0.1 sources per pixel. Though a reasonable resajt lme figured out by the algorithm in [15], it is
time-costly and the unwrapped phase is still noisy.

Figure 6. The unwrapped phase 3-D illustration correspontbrigigure 5(d).

aop ™™

00 300

100
s00°

Fusing the information from each polarimetric chelnthe average of lower amplitude of the image
pair is enhanced from 0.3250 (in HH), 0.1310 (in)H¥id 0.2831 (in VV) to 0.4574. The fused phase
is shown in Figure 5(d). 99.96% residue points @mmoved. Using typical PU algorithms, the
unwrapped phase can be obtained fast and accuratedy3-D illustration is displayed in Figure 6.
From Figure 5(d), the topography becomes clear@ttta detailed information is preserved well.

The CO2 method can be used to enhance the phabty gquedl in most mountainous areas with
moderate and strong signals. But in flat groundaangth weak signals, the fused phases still
correspond to lots of residue points. Please paytain to the area in the white frame in Figura)5(
that the amplitudes of the right half pixels are.ld he improved phases obtained by the proposed AO
method and the CO2 method are shown in Figureaf{d)(b), respectively. Corresponding to the area
with low amplitude, lots of residue points existtie right half of Figure 7(d) and the phase inuFég
7(b) is noisy.
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Figure 7. (&) The phase obtained by the AO method, which coomrdp to the area from
the frame in Figure 5(ajb) The phase obtained by the CO2 methejl. The residue map
of the phase obtained by the AO meth@l). The residue map of the phase obtained by the
CO2 method. All of them are in the ML case.

o
A
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Based on the signal amplitude optimization, thesph@sult corresponds to very few residue points
in both strong signal areas and weak signal ateasrsin Figure 7(c). It demonstrates the robustness
of the proposed method.

To demonstrate the denoising ability of the AO rodtfurther, we add some noise to the original
PoliInSAR data in the white frame in Figure 5(a) feimulation. In each pixel, let

S =[SHHJ,\/§$M,§VJ T , iI=1,2, then the covariance matrix by each anter[ﬁa]:<§§'*>, is
calculated. According to the noise statistics i®][1the simulated complex noise vectar has
complex Gaussian distributioN (O, m[Ci]), wherem is a scalar between 0 and 1. The residue point

number (before flat-removal) is used to measurepiidormance of both the methodsn. can be
regarded as an indicator of the added noise irtensi

Figure 8. (a) The comparison of the removed residue point numbbtained by the AO
and CO2 methods at different simulated noise levgin the ML case). The test area is
from the frame in Figure 5(alb) The corresponding residue point removal rates.

total rezidue point —— remowed by AD
sonop| ZoSidue pednt _ noved by a0 100FEZRYRL rate¥) - - - --- removed by CO2
—————— removed by C02 an b
25000 F al
J0F
20000 ED_—_}“—*—K—hx—,ﬁ%_qxq_ﬁ
i TmE -
15000 S0t *
40F
10000 a0t
so00f ol
10F
0 . . . . . . . . . M q . . . . . . . . . m
0 01 020304050607 0809 1 0 010203040506 070809 1

(a) (b)
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Figure 8 illustrates the denoising performancehefAO and CO2 methods whem increases from
0 to 1. When the noise is comparatively weak, emgs0.3, more than 99% residue points are
removed by the AO method. Even in the strong noase, e.g.m=0.8 (shown in Figure 9(a)), the
noise can be reduced effectively and the spatsfibution of the remained residue points is cltuse
uniform (Figure 9(b)), regardless of strong sigaada (mountain) or weak area (bare ground). On the
other hand, using the CO2 method, the remaineduegioints concentrate in bare ground area (Figure
9(c)). It may be difficult to unwrap the phase watinch dense residue points. For example, in the cas
of m=1, the average density of residue points is 0.13&tp@er pixel by the CO2 method (Figure
9(c)). Most existing PU methods do not work in sachextreme situation. Using the AO method, the
average density can be reduced to 0.049 pointpipel (Figure 9(b)). Then the unwrapped phase can
be obtained by several noise-immune methods.

Figure 9. (a) The residue point map in HH channel with strongsedm=1). (b) The
residue point map of the phase obtained by the A&thad in the ML casdc) The residue
point map of the phase obtained by the CO2 methdlle ML case.

(@) | 0 ©

7. Conclusions

A novel interferometric phase improvement method Ih&en proposed. The key point is to
maximize the amplitude of the signals based orrekionship between the amplitude and the phase
of a complex signal. In the single look case, thmroved phase is equivalent to the average of
information in each polarimetric channel with drffat weights which are proportional to the
amplitude in each channel.

In the proposed method, we used one normalized lexmector instead of two, because the
correlation information between both the interfeednc channels is important, and the proposed
method did not optimize the coherence directlyorie-vector case, the correlation information isduse
more sufficiently, contained in the eigenvectorsadtrix k k,' =k k} . Considering two-vector case,
w, and w, can be figured out as the normalized versiork,oindk,, respectively, with the only
constraint (12). More correlation information leaddetter result.

Using the PolInSAR data, the performance of phaggravement has been demonstrated. In the
multi-look case, more than 99% residue points chuse moderate noise can be removed by the
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proposed method in both strong and weak signalsarBlae detailed information of topography is
observed more clearly, which makes phase unwrag@ogmes easier and faster.
Appendix A: Solution of the Amplitude Optimization Model

In Case I, from (17), it can be derived that
w" (k! =k K5 )w=0 (A1)

If k, =ck, (c is an arbitrary complex number except zero), ese=can be categorized into Case |.

If k, #ck,, let[ A] denote matrixck;' —kk5, then the rank ofA] is equal to 2. MoreovefA] is
an indefinite matrix. So it has three eigenvaldes 0, A, <0 and A, =0, and the corresponding
eigenvectors arg,, v, andv,, respectively.

If w=v,, it completely meets (Al) due td, =0. But the space spanned kyandk,, i.e.,
Spar{ kl,kz} , IS equivalent toSpat{vl,vz} . Sincev, is orthogonalized to botl, andv,, then
‘w“kl‘ :‘w”kz‘ =0. It does not satisfy the goal of (14).

Thus,w can be expressed as the linear combination eindv,

w=B(av, +Vv,) (A2)
wherea is a complex coefficient an@ is a real normalized coefficient. Substituting jJA2o (A1),

w (ki =k k5 Y w= 2 (av,+v,)" (Ay v + Ay ¥y (av #v )
= B (o iV ViV Y 2 ) = B o IV alEA + IV 1A )= ¢

A lvo lE_ 2
e e e A4
SN ) (Ad)

Substituting (A2) intow"kk/'w,

(A3)

So

wkkf'w = B2 (av, +v,) " kk! (av,+v )

= (|a|2 ‘lekl‘z +avik kv, +(avik k' ]) +|vik f) (A9)

According to the Cauchy inequality, the maximun{4$) corresponds tar = dv;'k k;'v,, whered

is an nonnegative real number. So the argument of
arg(a) = arg(vl“klkfvz) (A6)

After substituting (A4) and (A6) into (A2) and noafization, one finally obtains:

(2 __av,+V, _ / A, - Hy L H
wl=—=~1 2 g= |-Z2exp—jardV, kk;'v
lav, +, | 2, p{ J (.:( 1 KiKq 2)} (A7)
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To determine how to choose” andw'®, we define two functions, (ja|) and f,(|a|) with only

one variablga|

2 Ho |2 2 . 2
_‘WHki‘ _‘(avl+v2) ki‘ _|a|2‘VlHki +av?kil<iHv2+av';Igquvl+‘vH2I§‘

i (la)

Wit lpvi+v, f o’ >+ @ viv, +aviv, + v
2 (A8)
(] +pvik])
= 2 2 > | =12
o vl + vl
Let
H Hy [\ 2
o (al) _ (el |+ ) zlal+ g+ u
d =d 2 2 2 /d|a|_d 2 /da|
I A R A X|al"+y
(A9)
_ (2zfal+ (" + y)-2lal f 2+ ¥+ §
(xaf )
then
wx|al* +2(xu- zy|a]- wy=0 (A10)
The corresponding solution @f| is
2 Vi K
|a|:ﬂ:‘1 ‘>o (AL1)

WX ‘v';ki‘
Because of the monotonicities &f and f,, there are three sub-cases as follows (schemnigtical
shown in Figure Al):

1) If |a| <‘v1”k1‘/‘v§k]j and|a| <‘v1”k2‘/‘v§k2‘, a is greater tham andw =w";
2) If |a| >‘V1Hk1‘/‘v§k]j and|a| >‘v1”k2‘/‘v§k2‘, b is greater thamm andw =w;
3) Otherwisew =w?

wherea andb are defined in (15).
In conclusion, the final solution of the model is

W(z),lf \/E >max(‘vli-lk1‘ "Vrkz‘J or \/z< min ‘VlHkl‘ "V?kz‘
w= A vi'k,| '[vik,) A [vik,| vk (A12)

w® else
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Figure Al. The sketch map of the three sub-cases of the nsotigion in the second case.

cese | cose 2
g
/ / i
a8 22, 2 |
ceme 3
, N 8,= A, 1A
a

-

7 & & = R | 7|
4, = |"'1sz |,-"{|"2£k2|
Q= max |wH.ir1|2

a8, .:12 h' E‘J=mwa:{ |H'Hk2|2

Appendix B: Proof of Equation (22)

According to (22),¢ can be rewritten as
¢ =arg(k'k,) (B1)
From (19) and (20), itv=w", then
@= arg(mkgkl) (B2)

wherem is equal tdk,|” or |k,|*. Sog and¢ are equivalent. Ifv =w?, sincev, is an eigenvector
of the matrixkk;' —k k4, i.e., (kk!' =k Kk} )v,= Ay, then

kv, [
vikky (kK -k K )v,= Ak kT, = vikk"y fA‘delﬁk”k (B3)
1 2
and
vik kv
Vikky (kK -k K )v,= Ay k kT, = vikk"y =m "k (B4)
1 2
Similarly,
KMy, [
vk kv, = ‘1 2L _kHk B5
2 M2 2 /12+||k2 |E 2 1 ( )
and
Ak kv
Vik Ky, = ke Vo s
1 12 2 /12+||k2 |E 2 1 (B6)

According to (A5),w"kk}'w can be written as
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_laf vikkv+ o Vik kv + avik Ky vy

wHk kHw v, +v [ (B7)
Substituting (B3) ~ (B6) into (B7), we can simplifye formulation and obtain:
Wk = |a|2‘k1HV1‘22 . |a”v§*klkT\2/2‘ . jar[vik }('}:/LL |K'v LZ 2 Kk, ik, @)
Atlkal, Atk Arfkd, Ak, Jlavirv]
wherel is a positive real number. So (20) can be rewride
@ =arg(Ikyk,) (B9)

theng@ and¢ are equivalent.
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