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Abstract: Wireless sensor networks are composed of a hugéewaoh sensor nodes, which
have limited resources - energy, memory and comipatgpower. Energies are directly
related to the lifetime of sensor network. If sensodes can be grouped to clusters, cluster
member sensor nodes only need to communicate Wisitec center (head) and this leads to
energy conservation of the member sensors. So, tbowompose clusters with minimal
number of cluster heads, while including each nimda cluster is an important research
issue. We propose a new advanced optimization iigorfor sensor network clustering.
Using the proposed optimization algorithm, redunideloster heads are eliminated, and
unnecessarily overlapped clusters are merged. @gatilon algorithm can be used as a
clustering algorithm by itself and also manage diggamic changes like node addition or
die-out, while the network is even on the workitgis. We tested the proposed method as a
clustering algorithm and compared it with two othrecent sensor network clustering
algorithms, Algorithm for Cluster Establishment (BCand Self Organizing Sensor network
algorithm (SOS). The experiments results not ohliystrate that the proposed algorithm
could result in clusters with smaller number ofstéw heads than others with any density of
sensor networks, but also that the performanceoi® rstable, which is also verified through
repeated experiments.

Keywords. Optimization of clustering algorithm, Self Orgamgi Sensor algorithm,
Intelligent Clustering, Wireless Sensor Network
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1. Introduction

1.1 Related Research

From the mid 1990’s, wireless sensor networks lmen developed rapidly along with the growing
development of micro devices of low-cost and wssleeommunication technology [1,2]. Sensor
networks are usually composed of hundreds to myreddsensor nodes, which appear to be sprinkled
randomly by a car or airplane. Each node is equippiéh a sensor to capture interesting information
in certain area and a communication module to tepadio the destination. They typically utilize
intermittent wireless communication. Therefore, ssgnnetworks should be well-formed to relay
information to destination. Clustering is a fundataé mechanism to design scalable sensor network
protocols. The purpose of clustering is to divithe network by some disjoint clusters. Through
clustering, we can reduce routing table sizes,mddncy of exchanged messages, energy consumption
and extend a network’s lifetime [3]. By introducitige conventional clustering approach to the sensor
networks, it provides a unique challenge due tofdloe that cluster-heads, which are communication
centers by default, tend to be heavily utilized #ngs drained of their battery power rapidly.

Algorithm for Cluster Establishment (ACE) [4] cless the sensor network within a constant
number of iterations using the node degree as thie@ parameter. Self Organizing Sensor network
(SOS) [3] illustrates that ACE performance relies tawo parameters, which are usually manually
adjusted according to the size and shape of a seledavork and they eliminate the use of manual
parameters of ACE by selecting the primary heaceraottl extend it to form other clusters. However,
SOS has a structural weakness in sparsely distdbngtworks because it always needs linker node to
form other clusters.

In the literature, besides ACE and SOS, there amesrelated works on forming and managing
clusters for sensor networks. LEACH [5] rotates thie of a cluster head randomly and periodically
over all the nodes to prevent early dying of clubeads. Guru et al. [6] consider energy minimaati
of the network as a cost function to form clusters.

Krishnan and David Starobinski [7] used a messé#fggent clustering, in which nodes allocate
local “growth budgets” to neighbors. The algoritipnoduce clusters of bounded size and low
diameter, using significantly fewer messages thlam ¢arlier, commonly used, expanding ring
approach. They also presented a new randomizedodwtigy for designing the timers of cluster
initiators. This methodology provides a probahitisjuarantee that initiators will not interfere it
each other.

Liu and Lin [8] introduce a re-clustering strateayyd a redirection scheme for cluster-based wireless
sensor networks in order to address the power-cangeissues in such networks, while maintaining
the merits of a clustering approach. Based on etipeh energy model, their simulation results show
that the improved clustering method can obtaimgéo lifetime when compared with the conventional
clustering method.

When sensor nodes are organized in clusters, thdg cse either single hop or multi-hop mode of
communication to send their data to their respeatluster heads. Mhatre and Rosenberg [9] presented
a systematic cost-based analysis of both the maaek provided guidelines to decide, which mode
should be used for given settings. They also preghas hybrid communication mode, which is a
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combination of single hop and multi-hop modes, ainich is more cost-effective than either of the
two modes.

Younis et al. [10] present a novel approach forgyp@ware management of sensor networks that
maximizes the lifetime of the sensors while achigvacceptable performance for sensed data delivery.
The approach is to set routes dynamically and rateitmedium access in order to minimize energy
consumption and maximize sensor life. The appraatis for network clustering and assigns a less-
energy-constrained gateway node that acts as &rclaanager. Based on energy usage at every sensor
node and changes in the mission and the environriengateway sets routes for sensor data, monitors
latency throughout the cluster, and arbitrates oradiccess among sensors.

Pan et al. [11] considered a generic two-tierectlgs sensor network (WSN) consisting of sensor
clusters deployed around strategic locations, amkd{stations (BSs) whose locations are relatively
flexible. Within a sensor cluster, there are mamalé sensor nodes (SNs) that capture, encode, and
transmit relevant information from a designatechaand there is at least one application node (AN)
that receives raw data from these SNs, creatempretensive local-view, and forwards the composite
bit-stream toward a BS. Their research focus ortdpelogy control process for ANs and BSs, which
constitute the upper tier of two-tiered WSNs. Bygwsing algorithmic approaches to locate BSs
optimally, they maximized the topological netwoifielime of WSNs deterministically, even when the
initial energy provisioning for ANs is no longemalys proportional to their average bit-stream rBie.
studying intrinsic properties of WSNs, authors lelssaed the upper and lower bounds of maximal
topological lifetime, which enable a quick assessntd energy provisioning feasibility and topology
control necessity.

In this paper, we propose a clustering optimizasdgorithm which can optimize the number of
cluster heads produced by clustering algorithms 81OS or ACE. Suggested optimization algorithm
also can work as a clustering algorithm itself @&nchn manage the dynamic changes like die out or
addition of sensor nodes. Test results illustragt the proposed algorithm can compose clustefs wit
smallest number of heads regardless density obseeswork over SOS and ACE.

1.2 The Clustering Problem in Sensor Network

Clustering problem in sensor networks can be ddfiae follows: Let us assume that nodes are
randomly dispersed in a field. At the end of clusig process, each node belongs to one cluster
exactly and be able to communicate with the cluséad directly via a single hop [12]. Each cluster
consists of a single cluster head and a bunch oflmee nodes as illustrated in Figure 1. The purpdse
the clustering algorithm is to form the smallestier of clusters that makes all nodes of network to
belong to one cluster. Minimizing the number ofstér head nodes would not only provide an
efficient cover of the whole network but also miiges the cluster overlaps. This reduces the amount
of channel contention between clusters, and algodues the efficiency of algorithms that executes a
the level of the cluster-head nodes [3,4].

Rest of the paper is organized as follows. In $acf2 the proposed optimization algorithm is
illustrated. Experimental results are presente&ection 3 and some Conclusions are also provided
towards the end.
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Figurel. Clustering in a sensor network
2. Optimization Algorithm for Sensor Network Clustering

In this Section, we introduce the optimization msses for the clustered results of ACE and SOS,
sensor network clustering algorithm, and we extiredoptimization notions to dynamic changes of a
sensor network like nodes die out or an additiod Hren we explain the proposed optimization
algorithm, which can work as a clustering algorithm

2.1 Dismiss and Merge Processes for Cluster Optitina

Once a sensor network is divided into disjoint ®us by the clustering algorithm, we apply the
proposed optimization processes, which consistdigihiss and merge. ‘Dismiss’ is for removing
redundant head node and ‘Merge’ is used in ovedd@rea of several clusters. Figure 2 shows simple
examples of the situation which can be optimizedthke case of Figure 2 (a), the number of clusters
can be reduced if node ‘A’ gives up its head positsince all member nodes of node ‘A’ can be a
member of other clusters including ‘A’ itself. Aeilly cluster of head node ‘A’ is redundant. In case
Figure 2 (b), we observe that two clusters can bsged into one. If node ‘A’ becomes a head node, al
the members of head node ‘B’ and ‘C’, including @id ‘C’ themselves also, can be members of new
cluster ‘A’ or other existing clusters. These dre two basic cases we can reduce the number @éclus
heads.

(a) (b)

Figure 2. Example of the cases can be optimized
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2.2 Details in Dismiss and Merge Processes

Dismiss and merge are the basic operations ofearlugitimization. This Section deals with the
details of the processes in terms of interactionsray nodes.

The process of eliminating redundant cluster heaals\ely dismiss process, starts from a head node.
A head node (for example, node ‘A’ in Figure 2(ayhich is triggered by its local random clock,
broadcasts investigation message to its all membbessmessage is like this: “Is it all right if ivg up
being a head of you?” Members that receive the agessrom their head node examine their
circumstances (Figure 3(a)). They figure out angdhrodes in their communication range except the
current head node. If they find at least one oremather head nodes, it means that they can be a
member of other clusters instead of the currerdteiunead. Then the nodes send ‘OK’ message to the
current head node. Otherwise send ‘NOT OK'. Theenirhead node decides based on the replies of
its members. Only in the case that all replies'@i€, the current head node confirms dismissaltef i
cluster. If the current head node sends a confiomahessage to all member nodes, member nodes
start to send join message to one of other clustbish they can join (Figure 3(b)).

() (b)

Figure 3. Example of ‘Dismiss’ process

The process of merging two clusters starts fromeanbrer node of a cluster. The member node ‘A’
triggered by its local random clock searches heats in its communication range (Figure 4(a))héf t
member node ‘A’ recognizes that more than one Imealds exist except its head, it starts the process
of investigation for merging. First, the member a@thooses two head nodes including its current head
node and sends a message like this: “Is it posfiblme to be a head node instead of you two?” Two
head nodes, which receive the message, also biadeastigation message to their members with its
ID and the ID of node ‘A’ which want to be a newadgFigure 4(b)). Member node that receives the
investigation message replies back whether it @a member node of the node which want to a new
head or any head nodes in its communication rargepé current head node to be undesignated. This
investigation process is the same as that of dsahksut with providing a ID of node which want te b
a new head. Two head nodes gather replies fromrienber nodes and send it to the node ‘A’, which
initially starts the process (Figure 4(c)). Node rdakes a decision. If all gathered replies from tivo
heads are ‘OK’ then the node ‘A’ changes its statutiead and sends confirmation messages of
merging to two head nodes, which will send the cordtion message of dismissal to its member
nodes and change its status as a member of ‘Aallifithe member nodes which receive confirmation
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message change their head to newly elected headr'Ahy head node in its communication range
(Figure 4(d)).

(b) (@

Figure 4. Example of ‘Merge’ process

2.3 Managing a Node Timer

These two processes start by local timer event. tiher's value is set by random, so nodes in
network wake up in random sequence just after nitvgoactivated. Timer event of a node makes one
of two processes start according to the node’s sketad or member. Each node’s timer is activated a
initialization time. Once a node’s timer is triggdr the timer is not reset until the node recemes
message about membership change from other nodebbtship change message occurs during the
following 5 cases:

- anode’s state changes from a member node tacariadle

- anode’s state changes from a head node to a emgrotde

- anode changes its head node

- anode is being initialized.

- anode is going to die out

Through this random timer we expect that nodes wakén random sequence, but one node can
receive other investigation messages before theique process ends. In this case the node which
received two investigation messages should careelsecond one. Nodes, which receive cancel
message, reactivate its timer in order to reddmegprocess later.

2.4 Using Optimization Algorithm as Clustering Aligiam

So far we have discussed about the proposed dguritvhich works for optimizing the sensor
network already clustered. However, ours can alsk\was clustering algorithm by setting all nodes as
head in network’s initial time and activates thiiners as shown in Figure 5(a). If node A wakes up
first, it operates ‘Dismiss’ process as followingr @ptimization algorithm and finally it changes it
status as member of node B (Figure 5(b)(c)). Like way, the network can be clustered and optimized
gradually by operating ‘Dismiss’ and ‘Merge’ proses without using other clustering algorithm.
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(b)
Figure 5. Example of using optimization algorithm as clustgralgorithm

We define messages to communicate among nodesbie Tafor the processes mentioned so far
and Table 2 illustrates the pseudo code of ounopé#tion algorithm executed in each node.

Table 1. Messages and their role among nodes.

Message Description
SurveyForDismiss[oldHeads,newHeads Survey a chahdsmissal
Dismiss[oldHeads,newHeads] Announce the confirmatiodismissal

SurveyForMerge[oldHEADs,newHEADs]  Survey a chantmerging

Merge[oldHEADs,newHEADS] Announce the confirmatimimerging
Join[nodelD] Enroll to head node as member withaibd
Activate activate receiver's timer

* oldHeads : heads to be undesignated, newHead®s modbe designated as head

Table 2. Pseudo codes of optimization processes at eaa nod

procedurel nitialize
myID := (unique ID) myHead := myID MEMBBR= {myID}
broadcast Activate message to all nodes in comigation range
procedureFinalize
broadcast Activate message to all nodes in comication range
procedureMessageH andler
TIMEOUT : /I this is sent by local timer when timed o
if my status is head node
send SurveyForDismiss[{myID},{ifessages to MEMBERS
wait for all replies
if all replies are ‘OK’
send Dismiss[{myID}{}inessage to MEMBERS
MEMBERS := {}
if my status is member node
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Headl := myHead
Head?2 := select the nearest head node in nmyngonication range except myHead
if Head2 is not empty
send SurveyForMerge [{Headl's ID, HeadD}, {myID}] to Headl and Head?2
wait for all replies
if all replies are ‘OK’
myHead := myID
MEMBERS := {myID}
send Merge [{Headl's ID, Head2's ID}, {myID}] to ldd1 and Head?2
broadcast Activate to all node in communicationgan
SurveyForDismissoldHeads, newHeads] :
newHeads := search head nodes within my commuaitaange in real heads or newHeads but not oldHead
if newHeads is empty
reply NOT_OK
else reply OK
DismissoldHeads, newHeads] :
newHeads := search head nodes within my commuaitaange in real heads or newHeads but not oldHead
myHead := select the nearest HEAD node fromhtesds
send Join[myID] to myHead
broadcast Activate message to all nodes in comigation range
SurveyForMerge] oldHeads, newHeads] :
send SurveyForDismiss[oldHeads, newHeads] to MEMBER
wait for all reply
if all replies are ‘OK’
reply ‘OK’
else reply ‘NOT_OK’
Merge[oldHeads, newHeads] : send Dismiss[oldHeads, newHEADs] to MEMBERS butsoewHeads
Join[newMemberID] : Add newMemberID to MEMBERS
Activate : activate timer with random time value

2.5 Supporting Abilities for Dynamic Changes in seriNetworks

The proposed optimization algorithm can supportagyic changes, which can occur in real

situation like nodes die out or during additiomefv nodes.

Nodes may die and disappear from network due tees@asons such as energy depletion or system
failure. In this case, the node broadcasts memipecslange message of its die out to the nodesin it
communication range and correspondingly each netiesh receives the message, activates its local

timer and it will re-optimize the network soon.

Also nodes can be added to network. Because aduiknnitialize themselves as a head node at
their initializing time, these nodes declare thewes as head nodes and trigger membership change
messages. All nodes which receive the message texitnaioptimization process, and the network will
converge to its optimized state again. Figure Gatephat the newly added node can give effects to
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change cluster head by merge process. These autarpimizations in cases of deletion or addition
of a node mean that our algorithm also works tonta@m optimized state even during network’s
working time

new node added  new head node

old head node

Figure 6. New added node can change cluster head.

2.6 Reducing Message Exchanges using Cache

The proposed optimization algorithm exchanges Mlftamessages due to the survey process.
Exchanging message consumes energy of the sender Boergy problem is critical for a tiny sensor
node. So we need to minimize the number of messhgages even in clustering and optimization
processes. We suggest a caching scheme to redeiceedsage exchanges. The optimization process
we propose is divided into two phases, survey aedwgion. In survey phase, a node investigates othe
nodes in its communication range whether they ewirr to other clusters and decides whether to
execute dismiss or merge process based on thesdpbm them. In execution phase, based on the
result of survey phase the optimization procesacisally done. We can use the cache scheme in the
survey phase when a change does not occur. If theve membership change of all the nodes in a
node’s communication range, the node can cachmémebership information of each node in its range.
Fortunately, we know the membership changes of siadeange from their notifications, because
nodes report their membership change to all thesmadcommunication range as we mentioned before.
Nodes cache the membership information until thd netification of the nodes. With cache, nodes
can save energy for survey phase. Figure 7 shogvenlergy consumption details during clustering
process of our algorithm. It represents the avenagmeber of transmitted messages at one node during
survey and execution phase. As experimental relolvs, lots of energy in survey phase can be saved
by the cache strategy.
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The number of transmitted message

10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100

Communication distance of a node

‘I Execution Phas@ Survey Phase(non-cacheahi2)Survey Phase(cacheab‘e)

Figure 7. The average number of message exchanges of doradastering a network.

3. Experimental Results

3.1 Results of Clustering Algorithms

For the experiments, we randomly spread out 2508acsenodes in 500x500 rectangle area and the
communication range of each node is adjusted framX00. We also implemented the SOS and ACE
algorithms to compare with the proposed approadhth& three algorithms were run 250 times by
randomly changing the position of each node andatiezage value is computed. Figure 8 shows the
detailed clustering results. It is noticed that S@§orithm depicts poor performance for small
communication ranges (4~16). In other words, SOfatwork efficiently when nodes are distributed
sparsely (Figure 9 also illustrates this). For camivation ranges within 18~80, SOS has
improvements compared to ACE. For denser distioioutif nodes (82~100), SOS shows slightly better
results than SOS. The proposed algorithm has beterall performance when compared to SOS and
ACE.

w

N
3

[
o

The number of clusters(logg
N

[

o
o

o

v

S V) G S T - S SR - R~

Communication distance

By optimization— — SOS—— ACE]

Figure 8. Performance results of three clustering algorithms
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3.2 Stability of Clustering Algorithms

Figure 10 shows the variance of the number of elsdor 250 experiment trials. The small variance
value of an algorithm means that it gives unifomsults regardless of the network’s density. SOS
shows a high variance with small communication esngvhich means SOS is not stabilized with
sparse node distribution. In most of areas, th@gsed algorithm shows more stabilized results than

others.
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Figure 10. Variance of the number of clusters

3.3 Execution Time of Clustering Algorithms

Figure 11 shows the average execution time of a&gdrithm for 250 experiment trials with 2500
nodes in 500x500 rectangle area. ACE shows be$brpeance by completing it in constant time
regardless the size of networks. Our optimizatie@thod used as clustering algorithm takes the worst
execution time but in the case of applying oursopsmization method to the result of ACE, ours
shows much faster. Though our optimization mettad@g the worst time complexity in our simulating
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environment, but in real situation where each sensmrk concurrently, we expect ours show better
execution time than this.

20

18 /\/
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e~
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| —— Optimization- - - - SOS—— ACE

Optimization after AC¢

Figure 11. Comparison of execution times

4. Conclusions

In this paper, we presented a new clustering dlgarfor minimizing the number of cluster heads.
It is impossible to grasp the optimal number ostdus of a sensor network without exhausted search,
which is impractical. We introduce the methods whoan merge unnecessarily overlapped clusters
and dismiss redundant cluster heads to get cl@segtimal number of clusters. Through experiments,
we illustrated the improvements of the proposednupation algorithm. We compared it with two
recent algorithms, ACE and SOS. We also illustratex clustering results and the stability of each
algorithm. From the results, it is evident that gneposed optimization algorithm works better asd i
more stabilized than other two algorithms. We aaggested simple caching strategy to reduce the
number of message exchanges in survey process.

As future research, we plan to extent our optinmzatalgorithm to take into account of the
residential energy of each node also, while selgdtie cluster head.
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