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Abstract: This paper proposes a novel tour guide robot, “ASAHI ReBorn”, which can lead a guest
by hand one-on-one while maintaining a proper distance from the guest. The robot uses a stretchable
arm interface to hold the guest’s hand and adjusts its speed according to the guest’s pace. The robot
also follows a given guide path accurately using the Robot Side method, a robot navigation method
that follows a pre-defined path quickly and accurately. In addition, a control method is introduced
that limits the angular velocity of the robot to avoid the robot’s quick turn while guiding the guest.
We evaluated the performance and usability of the proposed robot through experiments and user
studies. The tour-guiding experiment revealed that the proposed method that keeps distance between
the robot and the guest using the stretchable arm enables the guests to look around the exhibits
compared with the condition where the robot moved at a constant velocity.

Keywords: guide robot; human–robot interaction; robot interfaces; mobile robot

1. Introduction

Robots that work instead of humans are becoming increasingly popular. A tour guide
robot [1,2] is one such example. Compared with other methods [3], a robot-based tour guide
has the advantage of not requiring any changes to the environment, such as landmarks [4],
directional signs [5], and beacons [6]. Iio et al. reported [7] that people wanted to use the
robot’s guidance again.

There are two kinds of tour guide robots. The first one is installed in a specific location
and provides information using voice, display, and gestures at that location [8]. This type of
robot is a kind of information kiosk [9,10], where the robot is installed at a fixed place and
explains information to the visitors. Yonezawa et al. proposed a guidance system where
multiple information kiosk robots work together [11]. This kind of robot is efficient when
the number of points of interest (PoI) is small. When we have many PoIs, installing many
robots at each PoI is not feasible. The second is a mobile robot that moves around the place,
such as a museum or a campus, and leads the guests from PoI to PoI.

We can consider two cases when guiding guests: one guide leads multiple guests,
and one guide leads a guest one-on-one. Guiding multiple guests is an efficient method in
terms of time; however, it is difficult for a guide to match all the requests from the guests,
such as keeping pace with guests and explaining objects in which the guests are interested.
On the other hand, in one-on-one guiding, the robot can guide the guest at the guest’s
pace, for example, by allocating time to guide to places the guest wants to take time. In
addition, the guided tour has the advantage of facilitating communication with the guided
tour participants. For these advantages, this study focuses on one-on-one guidance and
aims to guide a single mobile robot to a destination.
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This research aims to realize a guide system where a mobile robot travels along
a route. A robot [12,13] that travels along a route reduces the burden on the guest to
memorize the route, and the robot can also add explanations while guiding. However, as
Ichihara et al. [14] point out, it is necessary to change the robot’s behavior in response to
the guest’s movements, and the robot must constantly monitor the guest’s condition. In
addition, according to Shiomi et al.’s report, the guest sometimes leaves the robot during
guidance [15], so it is necessary to devise a way to have the guided robot always follow
the guest.

One of the possible ways to achieve this is to exploit physical interaction with the
guest. Robots that guide a visitor through physical contact between the robot and the
visitor, such as LIGHBOT [16] or the suitcase-type robot [17], are intended to help visually
impaired people. This interaction between humans occurs in a close relationship, and
research on hand-holding human–robot interaction has been conducted, such as Hasegawa
et al.’s Mako-no-te [18]; however, its application to tour-guiding has been limited.

Therefore, this study aims to develop a personal tour guide robot that can lead the way
by pulling hands while maintaining a good distance from a person. We have developed a
robot, “ASAHI ReBorn”,’ based on the daily life support robot ASAHI [19]. ASAHI is a
multi-purpose robotic platform that has a mobile base and a small communication robot
(the robot avatar). ASAHI ReBorn’s unique feature is that its robot avatar has an extendable
arm. When it leads a guest, the guest holds the robot’s hand. The tension of the arm and
the human–robot distance are beneficial to control the robot’s velocity so that it moves at
the pace of the guest.

The contributions of the current work are as follows.

• The guide robot could hold hands with the guided person and lead them to the
final destination.

• We realized distance control of the robot to move while keeping a good distance from
the guest.

In the following sections, we explain how these contributions are achieved.

2. Related Work

Many tour guide robots have been developed so far. Development of such robots
began in the late 1990s [1,20]. The early works focused on building a robotic system
that recognizes the environment, plans the navigation path, and interacts with the guests.
RHINO [20,21] was a mobile robot for a museum tour guide that could make a map of
the museum, avoid collisions, and interact briefly with guests. It worked in the Deutsches
Museum Bonn. MINERVA [1] was a robot with similar functionalities that worked in the
Smithsonian Museum. Schraft et al. developed a tour guide robot [22] using Care-O-Bot,
which could communicate with the guests for entertainment. This robot worked in the
Museum für Kommunikation, Berlin. Urbano [23] was a tour guide mobile robot with arms
and a face with expressions, and it could interact with visitors and guide them in a museum.

After these robots, many improvements have been made; in particular, many research
studies have focused on the interaction between the robot and guests. For example, Kim
et al. developed a tour guide robot, Jinny [24], which behaved autonomously and chose
its navigation strategy according to the robot’s status. Shiomi et al. investigated how the
interaction between a robot and guests increased the guest’s impression of the museum [25].
Kuno et al. investigated the effect of the robot’s gesture on the guest’s impression [26]. They
found that the robot’s head movement could enhance the visitor’s engagement with the
robot. Díaz et al. investigated the group interaction using the humanoid robot REEM [27].
They installed the robot at the CosmoCaixa Museum and observed interactions between it
and visitor groups. Ghosh and Kuzuoka investigated how the robot’s verbal and nonverbal
behavior affected the guests’ interest in the exhibition [28]. Karreman et al. investigated
how the guests interact with the guide-tour robot FROG [29]. They carried out an operation
experiment in Royal Alcázar in Seville, Spain, and analyzed the behavior and impression
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of spontaneous and invited visitors. Rashed et al. developed a robot that estimated the
guest’s intentions from their behavior and initiated the guide [30].

In this decade, along with the development of artificial intelligence technologies, many
component technologies for this kind of robot have become easier and more accurate,
such as simultaneous localization and mapping (SLAM) [31], path planning [32], speech
recognition [33], speech synthesis [34], face recognition [35], gesture generation [36], and
dialogue management [37]. These developments make the development of such robots
relatively easy compared with the situation a decade ago.

Because the technologies have matured, the research focus has changed to establishing
relationships between robots and visitors. Gehle et al. investigated how to determine the
timing for a robot to establish interaction with a visitor [38]. Del Duchetto et al. developed
a tour guide robot, Lindsay, which worked in a museum and guided the visitors [39]. They
investigated the visitors’ engagement with the tour guide robot. Iio et al. developed a
museum guide robot that identified individual guest, called their name, and made friendly
interactions [7]. Vásquez et al. developed a tour guide robot [40] that expresses emotion
using facial expressions. They investigated how the use of facial expressions affects the
visitor’s impression of the robot.

As explained above, recent research on tour guide robots mainly focuses on the
interaction between the robot and visitors. Multimodal information such as speech, face,
and gesture is used for communication channels, and their effect is investigated. However,
none of these works of literature assume that the robot and visitor have physical contact.

When two persons walk hand-in-hand, it is known that their walking pace synchro-
nizes [41,42]. This fact suggests that a robot and a guest could mutually control the walking
pace if they held hands. Hasegawa et al. developed a mobile robot, Mako-no-te [18], which
moves with a user hand-in-hand. Similarly, Kochigami et al. [43] developed a method to
control a robot moving hand-in-hand with a child. They used the humanoid robot Pepper
(https://www.aldebaran.com/en/pepper, accessed on 30 March 2024) as a platform and
succeeded in controlling the robot using the pulling force of the hand. From a psychologi-
cal aspect, it is known that walking hand-in-hand improves the user’s impression of the
robot [44]. Therefore, applying the “hand-in-hand” movement to a tour guide robot can
be possible. Nakane et al. developed a robot guidance system that holds the guest’s hand
while guiding [45].

Our work aims to let the guest decide how to look around the facility by communi-
cating with the robot by holding its hand. During a tour, guests may take their time to
see certain exhibits or skip others; however, a tour guide with a steady pace does not give
guests that freedom. Thus, we designed a robot with an extendable hand, and the guest
held the hand while being guided. The proposed method enables the tour guide robot
to match the guest’s pace by communicating with the tactile information obtained from
the hand.

3. Design of the Tour Guide Robot
3.1. Requirements for the Tour Guide Robot

We defined the following two requirements to achieve the objectives.

• To accurately guide the guest along the pre-defined route from the start to the end.
• Move with the guest at the guest’s walking pace.

If the first requirement is not achieved, the robot may deviate from the guide route,
which may cause passing by the PoIs or collide with walls or other objects in a narrow space
such as a corridor. Therefore, we need a method to move along a given path accurately. In
addition, the robot must guide the guest to the destination along the path. To do that, the
robot must interact with the guest so that they are within a certain distance.

Even if only the first requirement is achieved, the robot will continue to lead the guest
at a constant speed when the guest stops in the vicinity of an exhibit of interest to take
his/her time to look at it. As Bönsch et al. pointed out [46], the robot needs to lead the
guided tour according to the pace of the guest, which is the second requirement.

https://www.aldebaran.com/en/pepper
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3.2. Design Concept

Next, we describe the design concept of the tour guide robot that satisfies the above
requirements. Regarding the first requirement, the robot must move accurately along the
guide route. The robot can stop when turning and rotate on the spot to minimize errors
with the route to minimize the error from the route. However, according to Reinhardt
et al. [47], a person following a robot does not like the robot to make small turns. Therefore,
the robot needs to move along the route smoothly and quickly. We proposed the Robot
Side method [48] to achieve these requirements.

In addition, it is not guaranteed that the guest will always follow the robot if the robot
only leads the way. One way to ensure this is to physically restrain the guest, such as letting
the guest hold the robot’s arm. However, restraining the guest with a rigid arm can be
dangerous, as the guest can be swung around when the robot turns. Moreover, if the guest
is restrained tightly, the guest must strictly follow the robot’s movement, which violates
the second requirement. Therefore, we installed an extendable arm for the robot, and the
guest held the hand to move with the robot.

To satisfy the second requirement, the robot must grasp the guest’s pace and adjust its
velocity accordingly. For example, if the guest stops near an exhibit to look at something
interesting, the robot may also stop and wait. To achieve this, we focused on the distance
between the guest and the robot. When the guest moves slowly, the distance increases; the
distance decreases when the guest follows the robot. Therefore, we implement the “pacing
control” [49], a speed control method that maintains pacing by adjusting the robot’s speed.

We developed a tour guide robot to satisfy the two requirements. Figure 1 shows an
overview of the robot and its behavior. This robot follows the guide route using the Robot
Side method and guides the guest by interacting them using an extendable string arm. The
pacing control method adjusts the robot’s speed according to the guest’s pace.

Figure 1. The tour guide robot “ASAHI ReBorn”. This robot moves along the guide route (waypoints)
using the Robot Side method (Figure 2) while the guest holds the robot’s hand. The robot controls its
velocity according to the distance to the guest.
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(a) S1 (b) S2 (c) S3

Figure 2. Path following using the Robot Side method. S1, S2, and S3 denote the three states of the
method. (a) When off-path, the robot quickly returns by targeting a point on a virtual circle. (b) When
the robot approaches the path, it avoids overshooting by moving the target to the other side of the
circle and then moving it forward. (c) When the robot is near the path, it maintains a stable course
and attitude angle alongside the path.

3.3. The Robot Side Method

We exploit the Robot Side method [48] that enables a robot to follow a given route
accurately with a small overshoot. As shown in Figure 2, the Robot Side method has three
states determined by the positional relationship between the robot and the path. The robot
follows the waypoints on the route path. Instead of simply following the waypoints, the
Robot Side method assumes a virtual target on a circle around the waypoint. The position
of the virtual target depends on the current state. Then, the robot moves toward the virtual
target instead of the waypoint to realize a faster path following. Figure 2a shows a situation
where the robot and the path are far apart, and the robot quickly moves to the path by
setting the virtual target. Figure 2b shows the robot approaching the path. The virtual
target is lowered vertically and then moved in a circular arc to correct the robot’s attitude
angle. Figure 2c shows the robot tracking near the path, and the virtual target is fixed on
the path for stable tracking.

After a virtual target is set, the robot controls the velocity to move toward this virtual
target. The translational velocity is an arbitrary positive value. The angular velocity is the
value shown in Equation (1), and we control the angular velocity so that θvt gets small. This
study used the constant values Kθ = 0.2 and Kθ̇ = 0.01. dt is the tread width.

ωpd =
2
(
Kθθvt + Kθ̇ θ̇vt

)
dt

(1)

The Robot Side method performs better (with a small fluctuation from the guide route)
than Pure Pursuit, another path-following method [48].

3.4. Robot Avatar with Extendable Hand

To constrain the distance between the robot and the guest, we devised an idea where
the guest holds the robot’s hand while being guided. Holding one’s hand is an inter-
action seen in close relationships between people. Hasegawa and Okada developed
Mako-no-te [18], a robot with an arm that moves with a human side-by-side while the
human holds the hand of the robot. Holding a robot’s hand is also considered an extension
of the guiding function, such as when the guest pulls the robot’s hand to convey his/her
intention to stop.

We need to consider the range of motion and safety of the robot’s hand mechanism.
Specifically, the guest must be able to continue holding the robot’s hand even if the distance
to the robot changes. Moreover, the arm should be safe and not harm the guest or other
objects in the environment. Therefore, in this research, we develop an “extendable hand”
that attaches to the arm part of the robot. The extendable hand is a mechanism in which a
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hand (a ball of styrene foam) attached to the end of a string is wound by a pulley, and a
person grips the robot’s hand part.

It is also important for the robot to communicate with the guest through voice and
gestures, such as explaining the facilities, instead of silently pulling the guest’s hand.
Therefore, we consider incorporating this extendable hand inside the Robot Avatar [50],
a communication robot developed by this research group. The amount of rotation of the
pulley enables the robot to know the length of the arm (string) being pulled so that it can
interact with the guest by pulling back in response to the amount of pull.

Specifically, as shown in Figure 3a, the left arm of the robot avatar is an extendable and
retractable hand. As shown in Figure 3b, the arm (string) is wound around a pulley attached
to the shaft of a motor unit (DC motor: RE25, gear head: GP26A, encoder: HEDL5540
(Maxon International Ltd., Sachseln, Switzerland)). When a person pulls this hand through
the guide, the arm pulls back with force fa corresponding to the amount da pulled, as
shown in Figure 4. fa is given by Equation (2), where K f is the stiffness; in this study, we
used K f = 5.77. The maximum pull force is 3.0 [N], and the minimum pull force is 0 [N].

fa = K f da (2)

(a) (b)

Figure 3. The mechanism of a robot avatar with an extendable arm. The arm’s string is wound
around a pulley attached to a motor unit. (a) Overall view. (b) Close view.

Figure 4. The tension fa and the pulling distance da. The tension is proportional to the distance, i.e.,
fa = K f da.
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3.5. Controlling Human-Robot Distance by the Robot’s Speed

Fujiwara et al. focused on the distance dh between the guest and the robot. They
developed “pacing control” [49], in which the robot waits for the guided subject to approach
by decreasing its speed when the distance is large and moving faster by increasing its speed
when the distance is small. Figure 5 shows the robot’s moving direction and distance.
Specifically, the robot moves at a velocity proportional to the difference between the
maximum allowable distance Dmax and dh.

vr = Kp(Dmax − dh) (3)

Figure 5. The robot’s translational speed vr and the human–robot distance dh. vr is controlled so that
dh becomes a pre-defined distance Dmax, i.e., vr = Kp(Dmax − dh).

In this study, the maximum length of the outstretched hand Dmax is set to 1.35 [m],
and the constant Kp is set to 0.86. The distance dh is calculated by the LRF-based person
detection method [51]. As explained in Appendix A, this control is stable as long as Kp > 0.

The handrail-moving robot developed by Fujiwara et al. considered only a straight
path on the handrail, so only the straight-line component of the robot was considered, as in
Equation (3). However, in this research, since the robot guides in a planar environment, it
is necessary to consider the turning component as well, depending on the distance from
the person. Therefore, this research considered increasing or decreasing the maximum
magnitude of the robot’s angular velocity ωr that can be output according to the increase
or decrease of the robot’s translation velocity vr. Equation (4) is set up so that if the current
output vr is the maximum value Vmax, the angular velocity can also be output up to the
maximum value Ωmax. If the translational velocity is 0, the angular velocity is also 0. In the
later experiment, we used Vmax = 0.45 [m/s] and Ωmax = 100 [deg/s].

ωr = sign(ωpd)min
(
|ωpd|,

vrΩmax

Vmax

)
(4)

4. Implementation of the Robot “ASAHI ReBorn”

In this section, we describe the implementation of the tour guide robot, which we
named “ASAHI ReBorn”.

4.1. The System

Figure 6 shows the block diagram of the robot system. As shown in the figure, the
control processes for moving base (the upper blocks) and that for the arm (the lower blocks)
work independently. The Robot Side block determines the angular velocity ωpd, and the
Human Detection block measures the distance to the human dh and the position of the
human ph. Then, the pacing control block receives ωpd and dh, and determines vr and ωr
according to Equations (3) and (4). The human position ph is used to control the robot avatar
to face the guest. The gamepad is used to manually control the robot in case of emergency.
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Figure 6. The block diagram of the system. The control processes for moving the base (the upper
blocks) and the arm (the lower blocks) work independently.

4.2. The Hardware

This section describes the development of the hardware. First, we need a mechanism
to move in a real environment. Therefore, we will develop the robot based on ASAHI [52],
a daily life support robot developed by our research group. Next, we need a robot avatar
(Section 3.4) that connects hands with the guest. We installed the robot avatar so that it
faces the guest, based on the result by Shiomi et al. [15] that a robot can attract the guest’s
interest by facing the guest. The head height of the robot avatar is the same as that of the
handrail-moving robot [49].

Figure 7 shows the appearance of ASAHI ReBorn, a tour guide robot with a robot
avatar mounted on ASAHI, and how ASAHI ReBorn guides the user. Figure 7a shows the
appearance of ASAHI ReBorn viewed from the front (direction of travel). Figure 7b is a
view from the rear (the direction where the guest is located), and Figure 7c shows ASAHI
ReBorn leading a guided tour while pulling the hand of the guest.

(a) Front (b) Back (c) Guiding

Figure 7. The tour guide robot ASAHI ReBorn. It has two robot avatars at the front and back of the
body (a,b). It also has four LRFs, where LRF2 is used for navigation, and LRF4 is used for measuring
the distance to the guest (LRF1 and LRF3 are not used in the experiments in this paper). As shown in
(c), the guest pulls the hand (string) of the robot avatar mounted on the back while being guided.

ASAHI ReBorn is based on a Pioneer 3DX (Adept Technology, Inc., Amherst, NH,
USA), an opposing two-wheeled mobile robot with a maximum translational velocity of
0.75 [m/s], a maximum angular velocity of 100 [deg/s], an acceleration of 0.30 [m/s2],
and an angular acceleration of 96 [deg/s2]. This study set the maximum translational
velocity to 0.45 [m/s]. The robot dimensions are 0.43× 0.81× 1.45 [m] (WDH), the tread
width is 0.35 [m], and the mass is 29 [kg]. The PC controlling ASAHI ReBorn is DAIV
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19115N-CLR (Mouse Computer, Tokyo, Japan; CPU: Intel(R) CoreTM i7-9750H CPU @
2.60 GHz, Memory: 32.0 GB, OS: Windows 10). ASAHI ReBorn is equipped with four
two-dimensional LRFs (Laser Range Finders). The front LRFs (LRF1-3) are UTM-30LX
(Hokuyo Automatic Co. Ltd., Osaka, Japan; range: 30 [m], 270 [deg]), which are used
for self-position estimation by ROS (Robot Operation System) amcl (Adaptive Monte
Carlo Localization) (https://wiki.ros.org/amcl, accessed on 30 March, 2024) and detection
of obstacles/opponents in the direction of travel. The rear LRF is the URG-04LX-UG01
(Hokuyo Automatic Co. Ltd., Osaka, Japan; range: 4 [m], 240 [deg]), which is used to detect
the guest.

4.3. The Software

In the implementation, we focused on integrating the ROS node with the Windows
11 software. This mechanism enabled us to effectively use our existing Windows software
assets. We used ROS melodic [53] 1.14.13 to control the body of ASAHI, including the
Robot Side method. We also used Linux (Ubuntu 18.04.08 LTS) using VMware Workstation
16 Pro (16.2.4) on Windows 11 OS for the interaction part of the robot avatar. The processes
of the two operating systems are interconnected using inet sockets via a WiFi router
(WMR-433W2-WH, Buffalo Inc., Nagoya, Japan). The system configuration is shown in
Figure 8. A Windows Server manages the robot avatar, sending information to the ROS
server from three nodes processed in parallel: the “Detect Human” node (LRF detects
the guest), the “Futaba Controller” node (controls the robot avatar’s posture), and the
“Stretchy Arm” node (controls the hand’s extension force). Besides, ROS handles these
nodes in parallel: the “Path Following” node (path following), “Joy” node (manual control
command reception), “ROS Aria” node (control of Pioneer 3DX), “Velocity Filter” node
(speed control including switching between autonomous movement and manual control),
“Amcl” node (self-position estimation using amcl), and the “Laser Filter” node (filtering of
LRF-acquired points (https://wiki.ros.org/laser_filters, accessed on 31 March 2024). The
path following is performed by referring to a map (environmental map created in advance
by gmapping (https://wiki.ros.org/gmapping, accessed on 31 March 2024) and manually
placed waypoints).

Figure 8. System configuration of ASAHI ReBorn. The figure’s ovals denote ROS modules. The robot
avatar and arm are controlled on the Windows server, which communicates to the ROS server on
Ubuntu on VMWare. The SLAM task and the mobile base control work on Ubuntu.

The system shown in Figure 8 is controlled by the flow shown in Figure 9. The yellow
lines represent the data flow. First, after the guidance starts, each node runs in parallel. The
Windows server controls the avatar’s posture so that it faces the guest. Detect Human node

https://wiki.ros.org/amcl
https://wiki.ros.org/laser_filters
https://wiki.ros.org/gmapping
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detects a person at a pre-defined initial position, and the detection continues to update the
guest’s position. Next, the nodes’ processing at ROS is as follows. After the guidance starts,
the Path Following node makes the robot move 0.50 [m] straight ahead. After that, Amcl starts
estimating the self-position, and the estimation continues until the end of guidance.

Figure 9. The control flow of ASAHI ReBorn. Six processes (Futaba Controller, Stretchy Arm, Detect
Human, Windows Server, Path Following, and Amcl) run in parallel, exchanging data using sockets.
ph in the figure is the center coordinate of the guest measured by the LRF [51].

The Path Following loads the map and the guidance route. After that, it calculates a
virtual target according to the positional relationship between the updated self-position
and the path. The system calculates a speed command value to move toward the calculated
virtual target using the guest’s position and posture received from the Windows Server.
However, after the pacing control calculates the speed, the speed command value is
determined according to the hardware limit value. The speed command is determined by
the presence or absence of external input from the Joy; if there is an input from the Joy, the
speed is set to 0, and the system can switch to manual control.

4.4. Route Guidance Flow

Figure 10 shows the flow of the tour guidance by ASAHI ReBorn. Before the guidance
starts, ASAHI ReBorn estimates its own position. At the beginning of guidance, the guest
moves behind ASAHI ReBorn (i.e., in front of the robot avatar). The robot avatar then
detects the guest using LRF and turns toward the guest. The guest is prompted to grasp the
robot avatar’s stretching hand, and when the guest pulls on the hand, the hand is pulled
back with a force corresponding to the amount of the pull. While holding the hand, ASAHI
begins to follow the guided path. The guest follows behind the ASAHI ReBorn, and the
guidance ends when the ASAHI ReBorn reaches the target point.
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Figure 10. Control flow of tour guidance by ASAHI ReBorn. This figure shows the total behavior of
the guest (person), the robot (ASAHI) and the robot avatar.

In the current implementation, a human operator brings the guest by ASAHI ReBorn
and confirms whether they grasp the ASAHI’s hand. Moreover, when the robot guides the
guest, the operator walks with it to manually control it in case of emergency.

5. Simulation and Real Experiments
5.1. Simulation of the Distance Control with the Robot Side Method

In the previous verification of the tracking performance of the Robot Side method [48],
all the experiments were conducted under the condition of constant speed. In this section,
we verify by simulation whether the speed change by the distance control affects the
tracking performance of the Robot Side method. If the distance control does not affect the
tracking performance, we can combine it with the Robot Side without any problem.

We tested the distance control by changing the value of Kp from 0.4 to 1.6. The distance
to the guest dh was given by Equation (5). Here, the function ft(x) is either sin(x) or cos(x).
Figure 11 shows the temporal change of dh. Note that dh could be zero in this simulation,
which never happens in a real situation. We evaluated ten conditions (five parameters
and two functions) and one condition where the robot simply follows the given path at a
constant speed without leading a guest. We used Stage simulator (version 4.3.0), a simple
robot simulator for ROS (http://wiki.ros.org/stage, accessed on 30 March 2024), for the
simulation.

dh = Dmax| ft(0.2πt)| (5)

Figure 11. Temporal change of dh. Two patterns of dh, Dmax| cos(0.2πt)| and Dmax| sin(0.2πt)|,
were tested.

The experimental path was a step-like path with waypoints at 0.74 [m] intervals. The
robot’s maximum translational and angular velocities were set to 0.60 [m/s] and 100 [deg/s],

http://wiki.ros.org/stage
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respectively. Figure 12 shows examples of tracking results under each condition. The green
circles indicate the waypoints and the triangles indicate the robot’s position and orientation.
The size of the virtual robot is 0.7× 0.35× 1.12 (DWH) [m], and the radius of the virtual
circle is 1.0 [m].

Figure 13 shows the errors between the guidance path and the robot’s trajectory under
each condition, which indicates how accurately the robot followed the path. As in [48],
the error was defined as the distance between the robot and the straight line connecting
the target waypoint and the previous waypoint at each time. As shown in the Figure, the
difference between the error with distance control and that at a constant speed was at most
0.05 [m].

Based on the results, we concluded that the trajectory in Figure 12 and the errors
in Figure 13 were not affected by the presence or absence of the distance control or its
parameters. We set the parameter Kp = 0.86 to vary the speed within a distance where the
guest does not collide with the robot even if he/she extends his/her arm.

(a) Constant speed (b) Kp = 0.40

(c) Kp = 1.6

Figure 12. Example trajectories under each condition. (a) shows the trajectories of the robot without
speed control (i.e., constant vr). (b,c) are trajectories with different values of Kp.

(a) (b)

Figure 13. Mean squared error between the robot’s trajectory and the guidance path, and its stan-
dard deviation. (a) Constant speed. (b) Distance control.

5.2. Implementation and Verification of the Distance Control on ASAHI ReBorn

In this experiment, we implemented the distance control on ASAHI ReBorn to verify
whether the robot could move along a route while pulling the guided person’s hand at a
speed determined by the guest’s position obtained from the LRF.

As shown in Figure 14a, ASAHI ReBorn starts moving from a distance of 0.60 [m]
from the guided person. When the distance between the guest and ASAHI ReBorn reaches
0.97 [m], as shown in Figure 14b, the subject starts moving at his/her speed. We marked
every 0.37 [m] on the trajectory to control the walking speed of the guest. The guests
walked at a constant speed by stepping on the floor markers in time with the metronome.
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(a) When the robot starts to move (b) When the guest starts to move

Figure 14. The guide route with a bend and the positions of the robot and the guest. (a) shows the
initial positions of the guest and the robot. At first, the robot starts to move and the guest stays at the
initial position until dh becomes 0.97 [m]. (b) shows the positions when the guest starts to move.

We prepared three conditions for the guest’s walking conditions:

1. Walk at 0.20 [m/s] constantly from the start to the endpoint;
2. Walk at 0.45 [m/s] constantly from the start to the endpoint;
3. Walk at 0.45 [m/s], stop at the corner, then walk at 0.45 [m/s] again to the endpoint.

In addition, we examined two conditions on the angular velocity control: a condition
that uses Equation (4) to determine the angular velocity ωr, and that without Equation (4),
i.e., ωr = ωpd. The maximum translational velocity and angular velocity of the ASAHI
ReBorn were set to 0.45 [m/s] and 100 [deg/s], respectively.

Figure 15 shows the robot’s movement during the experiment. These figures were
created by superimposing multiple photos taken every 3 [s]. In all trials, the guests followed
ASAHI ReBorn to the final destination while holding the hand of the robot avatar mounted
on the ASAHI ReBorn. When ASAHI ReBorn did not perform angular velocity control
using Equation (4), ASAHI ReBorn rotated in place at the corner as shown in Figure 15a
under conditions 1 and 3. This behavior occurred because ASAHI ReBorn’s angular
velocity did not decrease even though its translational velocity decreased according to
Equations (1) and (3) outputs a value close to the maximum angular velocity when the
human–robot distance increased.

(a) Without angular velocity control (b) With angular velocity control
(vh = 0.20 [m/s]) (vh = 0.20 [m/s])

Figure 15. ASAHI ReBorn leads the guest using distance control. (a,b) shows the robot’s and the
guest’s movement without and with the angular velocity control, respectively. In (a), the robot turns
the corner at a right angle while it turns the corner gently in (b).

Figure 15b shows the robot’s movement when ASAHI ReBorn controls the angular
velocity according to Equation (4). When the guest moves away at the corner, ASAHI
ReBorn adjusts its angular velocity and waits for the guided person to approach before
moving and rotating. In this way, ASAHI ReBorn moved according to the pace of the guest.
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Figures 16 and 17 show examples of the evolution of the translational velocity vr, angular
velocity ωr, and distance dh. The horizontal axis shows the time transition with the start of
ASAHI ReBorn’s movement set to 0 [s]. According to Equation (3), the ideal distance is the
distance where vr = vh, the velocity of the robot vr, and that of the guest vh coincide.

Figure 16a shows that ASAHI ReBorn moves away from the guest at the initial po-
sition and accelerates up to near 0.45 [m/s], which is the maximum translational speed;
however, the distance between the guest and the robot increases because the guest moves at
0.20 [m/s]. After dh increases, it converges to the target distance. However, it becomes large
when the guest passes the corner, and the angular velocity is about 80 [deg/s], indicating
that the robot is rotating in place. On the other hand, in Figure 17a, the maximum angular
velocity is only about 60 [deg/s]. The RMS (Root-Mean-Square) error between the average
distance and the target value was 0.01 [m].

Figures 16b and 17b are the results when the guest’s speed is 0.45 [m/s]. These results
show that the angular velocity of the two conditions does not change much. This is because
the robot moved at vr ≈ 0.45 [m/s] = Vmax. According to Equation (4), the angular velocity
is only limited by the maximum angular velocity Ωmax, which is almost the same as the
control without angular velocity control. In this condition, the RMS error between the
average distance was 0.01 [m].

(a) (b) (c)

Figure 16. Velocity , angular velocity, and dh without the angular velocity control. (a) vh = 0.20 [m/s].
(b) vh = 0.45 [m/s]. (c) vh = 0.45 [m/s] and stop.

(a) (b) (c)

Figure 17. Velocity, angular velocity, and dh with the angular velocity control. (a) vh = 0.20 [m/s].
(b) vh = 0.45 [m/s]. (c) vh = 0.45 [m/s] and stop.

The above results show that the system was able to lead the way according to the
distance to the guest by controlling the angular velocity using Equation (4). In addition, the
robot could move along the guest’s pace, which satisfies one of two system requirements.

5.3. Experiments on Guided Tours around Exhibits

This experiment aims to verify whether distance control is appropriate for guiding
guests around exhibits they see for the first time. We designed this experiment so that
guests needed to spend some time at an exhibit. To achieve this, we prepared arithmetic
problems as exhibits and asked the participants to tell the answers of the problems at all
the exhibits.

Figure 18a shows the actual exhibition, a polystyrene board with a simple calculation
problem printed on it and clipped to the board. Figure 18b shows the route used in the
experiment and the location of the exhibits. We prepared four exhibits based on the average
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mental capacity [54]. Each exhibit has an arithmetic problem such as “9 + 2− 8 =?” or
“5− 7 + 6− 2 =?”. The guests were asked to solve and memorize the answers. After
reaching the final destination, the guests answered a questionnaire about their impressions
of the exhibits and the robot. The guests were given two experimental conditions: with
and without distance control. Eight students from the Osaka Institute of Technology
participated in the experiment and conducted it 16 times, once for each condition. All
participants were familiar with robotics.

Figure 19 shows that the guided participants moved after the robot while looking at
the exhibits under all conditions. In the condition with no distance control, no participants
stopped near an exhibit; however, in the condition with distance control, three out of eight
participants stopped near one of the exhibits.

(a) (b)

Figure 18. Exhibitions and the guidance path. We prepared four exhibits in a room. An exhibit has
an arithmetic problem, and we asked the participants to calculate the problem of all exhibits and
report them at the destination. (a) An example of exhibit. (b) The guidance path and exhibits.

Figure 19. The experiment of robot tour-guiding. We can confirm that the robot and guest moved
slowly at each exhibit.

We asked the participants to answer a five-question questionnaire, and the participants
answered the questions on a seven-point Likert scale. The items in the questionnaire were
as follows (the names in [ ] are the labels shown in the figures):

Q1: It was easy to keep up with the robot. (1 = absolutely no, 7 = absolutely yes)
[Q1_Easy_keepup];

Q2: I felt like I was operating the robot myself. (1 = absolutely no, 7 = absolutely yes)
[Q2_Operating];
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Q3: I could see the exhibit of my own volition. (1 = absolutely no, 7 = absolutely yes)
[Q3_Volition];

Q4: Subjective distance to the robot (1 = too far, 7 = too near) [Q4_Distance];
Q5: Subjective speed of the robot (1 = too slow, 7 = too fast) [Q5_Speed].

In addition, we measured the following two values in the experiment:

• The time that the guided person’s face was facing the direction of the exhibits. It
was measured using a web camera with a gimbal mechanism attached to the robot
(Feiyu pocket, 120◦ angle of view) and OpenPose 1.7.0 (https://github.com/CMU-
Perceptual-Computing-Lab/openpose, accessed on 30 March 2024), the human pose
detection software.

• The time the participant’s movement speed decreased near an exhibit. We considered
the movement slow when vh < 0.20 [m/s].

Figure 20 shows the average of the questionnaire. The error bars of the figure show the
standard error. These results suggest that the impressions were not affected by the distance
control method. Figure 21 shows the difference in the duration of staying near an exhibit.
Figure 21a is the duration of gazing at an exhibit, and Figure 21b is that of moving slowly
near an exhibit. Both results suggest that the participants took time near an exhibit when
the distance control method was used.

Figure 20. The mean values of the questionnaire. The error bars show the standard error. The
labels “Keep.” and “Cons.” mean the experimental conditions with and without the distance
control, respectively.

https://github.com/CMU-Perceptual-Computing-Lab/openpose
https://github.com/CMU-Perceptual-Computing-Lab/openpose
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(a) (b)

Figure 21. The mean values of gazing and slowly-moving time. The error bars show the standard
error. The labels “Keep.” and “Cons.” mean the experimental conditions with and without the
distance control, respectively. (a) The duration of gazing at an exhibit. (b) The duration of moving
slowly near an exhibit.

Since we observed differences in the participants’ behavior near the exhibits, we
investigated whether the difference in the behavior affected the participants’ impression.
Figure 22 shows the duration histogram with slow movement near an exhibit. We can
see that the participants with the distance control took more time than those without the
distance control.

We divided the participants into two groups: those who spent time near an exhibit (the
“Slow” group) and the others (the “Fast” group). We chose the eight participants (four with
distance control and four without one) who spent time as “Slow” and the others as “Fast.”
Similarly, we divided the participants into “Long gaze” and “Short gaze” groups, each
with four participants for one condition. Figure 23a shows the results of the questionnaire
grouped by the control method and Slow/Fast groups. Different from Figure 20, the group-
by-group analysis revealed that the participants in the Slow group felt the difference for
Q2_Operating. Figure 23b shows that grouped by the control method and Long/Short gaze
groups. We can see relatively large differences in Q1_Easy_keepup, Q2_Operating, and
Q3_Volition of the Long gaze group.

Figure 22. The histogram of the duration with duration of gaze at an exhibit.
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(a) (b)

Figure 23. The mean values of the questionnaire, summarized group by group. The error bars show
the standard error. (a) Summarized by Slow and Fast groups. (b) Summarized by Long and Short
gaze groups.

6. Discussion

Ethical issues exist with using service robots in a public space such as a museum. We
can consider several issues on using robots [55]; in our case, the main concern is an issue of
privacy. Since the robot can record the guests’ behavior using the camera, it has a similar
issue to surveillance cameras installed in public places [56]. However, our robot does not
necessarily use a camera because it uses LRFs to measure guests. Thus, our robot can avoid
the controversial use of cameras in public places.

The limitation of this study is that it assumes one-on-one guidance, so it is not possible
to move at the pace of each guided person when there are several guided persons, as shown
in Figure 24. This picture was taken on 14 May 2022 at the Osaka Institute of Technology
Umeda Campus, with permission of the tour group. However, the person behind the
representative could not be detected due to LRF occlusion.

Figure 24. Guiding multiple guests using ASAHI ReBorn. The robot could move with the pace of
the head, but it could not wait for other guests behind the head.

There are a few other limitations. First, the operator needs to help with the robot,
such as finding the guest and moving back to the initial position after the guidance. When
the guest comes in front of the robot avatar, the robot itself speaks to the guest to pull the
robot’s hand. If the guest does not pull the robot’s hand at that time, the operator instructs
the guest to do so. Moreover, if the robot is about to run into a person or other obstacles,
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the operator stops the robot using the gamepad. Similarly, if the robot loses its position, the
operator takes it to the initial place using the gamepad.

Second, we did not implement the function to avoid obstacles and other persons to
the robot. We must implement the pedestrian avoidance method [52] to realize this. Finally,
the robot cannot choose the guide route dynamically according to the situation.

The various functions described above must be implemented for this robot to operate
autonomously and perform guidance tasks.

7. Conclusions

This research developed a personal tour guide robot that leads a guest by pulling
hands while keeping distance. The robot, ASAHI ReBorn, was developed by implementing
the Robot Side method for following a guide route, an extendable hand as a mechanism
for connecting a person and hand, and a distance control for maintaining pace with
the guest. The robot was confirmed through experiments from both quantitative and
subjective perspectives.

The contributions of this research are as follows.

• The guide robot could hold hands with the guided person and lead them to the final
destination.

• We realized distance control of the robot to move while keeping a good distance from
the guest.

The second contribution can be concluded from the results shown in Figure 17, in
which dh converges to the “ideal distance”.

The proposed robot will have the following social and industrial impacts. First, it
is expected to reduce the workload of people guiding visitors at various facilities (e.g.,
universities, museums, and aquariums). This will allow human guides to spend more
time with visitors and provide more detailed explanations of, for example, the content of
exhibits in the facility. The ideas of our robot, i.e., the robot and human can hold hands and
move at the human’s pace, will increase the enjoyment of activities that involve movement,
such as gait rehabilitation and walking together, not limited to guiding. Including outdoor
use, there is a great demand for the task of giving directions. We believe that the system
can be applied to assist visually impaired people by pulling their hands to guide them, for
example, in place of guide dogs. Finally, the simple hand-holding mechanism made the
robot easy to build and inexpensive.

Another possible application of this research is the rehabilitation of walking by leading
a person while pulling his/her hand.
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Appendix A

We show that the control method shown in Equation (3) is stable. Let xr and xh be
the positions of the robot and the guest, respectively. Since vr = ẋr and dh = xr − xh,
Equation (3) can be rewritten as

ẋr = Kp(Dmax − (xr − xh)). (A1)

Then, we can write the state equation as follows:

ẋr = −Kpxr + Kp(1 Dmax)

(
xh
1

)
(A2)

Here, xr is the state variable and (xh, 1)T is the input vector. Since the coefficient of xr
at the right hand of the equation is −Kp, its eigenvalue (i.e., −Kp itself) is negative when
Kp > 0. Thus, this system is stable [57].
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