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Abstract: Visual transformers (ViTs) are widely used in various visual tasks, such as fine-grained
visual classification (FGVC). However, the self-attention mechanism, which is the core module of
visual transformers, leads to quadratic computational and memory complexity. The sparse-attention
and local-attention approaches currently used by most researchers are not suitable for FGVC tasks.
These tasks require dense feature extraction and global dependency modeling. To address this
challenge, we propose a dual-dependency attention transformer model. It decouples global token
interactions into two paths. The first is a position-dependency attention pathway based on the
intersection of two types of grouped attention. The second is a semantic dependency attention
pathway based on dynamic central aggregation. This approach enhances the high-quality semantic
modeling of discriminative cues while reducing the computational cost to linear computational
complexity. In addition, we develop discriminative enhancement strategies. These strategies increase
the sensitivity of high-confidence discriminative cue tracking with a knowledge-based representation
approach. Experiments on three datasets, NABIRDS, CUB, and DOGS, show that the method
is suitable for fine-grained image classification. It finds a balance between computational cost
and performance.

Keywords: deep learning; fine-grained visual classification; vision transformer

1. Introduction

Fine-grained visual classification (FGVC) focuses on distinguishing different sub-
classes within the same metaclass, which is a fundamental task in computer vision and
multimedia. Refs. [1–5] describe the related research progress that directly impacts the
extension of a wide range of downstream task applications, such as image generation [6],
fine-grained retrieval [7], and comparative learning [8]. In addition, FGVC methods are
widely used in industrial and commercial applications such as biological protection [9,10],
intelligent merchandising [11–13], and intelligent transportation [14,15].

In contrast to coarse-grained classification, the extraction of discriminative information
for fine-grained classification requires attention to subtle gaps in features and the modeling
of complex relationships between discriminative cues. Figure 1 illustrates that FGVC
has a distinct characteristic of small interclass similarity and large intraclass variability
due to the impact of the imaging environment, including the object’s pose, light changes,
and viewpoint rotation; thus, fine-grained classification is challenging to achieve.

Previous studies [16–18] used different combinations of location and category la-
bels, but the specificity of FGVC is the threshold of expertise in data labeling. As a
result, some studies adopted a weakly supervised approach [19–22] by adding a man-
ually designed module to realize the ability of model region selection, but this usually
involves a more complex training process. In later studies [19–22], an attentional learning

Sensors 2024, 24, 2337. https://doi.org/10.3390/s24072337 https://www.mdpi.com/journal/sensors

https://doi.org/10.3390/s24072337
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/sensors
https://www.mdpi.com
https://orcid.org/0000-0002-8394-1644
https://doi.org/10.3390/s24072337
https://www.mdpi.com/journal/sensors
https://www.mdpi.com/article/10.3390/s24072337?type=check_update&version=2


Sensors 2024, 24, 2337 2 of 23

mechanism was used to adaptively learn highly responsive representations for important
features, allowing end-to-end training. The success of Vision Transformer in most visual
tasks has led to research into fine-grained visual classification, where the methods [23–28]
involve the use of a powerful self-attention mechanism to guide the localization of impor-
tant feature regions, combining the expression of backbone features with refined learning
of local features to outperform previous methods. However, the computational cost of
the self-attention mechanism used by the model is positively correlated with the square
of the image resolution. There is a lack of self-attention mechanisms with linear com-
putational complexity that can be used to directly replace the original version without
targeted pre-training.

Figure 1. The images in the CUB-200-2011 dataset show that images surrounded by the same
dashed box represent the same category, and it is intuitively clear that achieving fine-grained visual
classification is challenging.

Analyzing the central role of ViT-based methods in fine-grained visual classification is
crucial. The ability to model long-range dependencies on feature tokens is an important
foundation. It allows models to identify key feature regions and establish discrimina-
tive feature extraction strategies. However, the interaction of global tokens significantly
increases computational complexity. Unfortunately, attention methods with linear compu-
tational complexity, such as sparse attention and windowed attention, are not suitable for
fine-grained visual tasks. While they are suitable for coarse-grained visual tasks, they do
not meet the feature learning requirements of fine-grained challenges. These methods result
in a lack of detailed features, leading to incomplete discriminative cues. In addition, they
cut off the learning of dependencies between discriminative cues, leading to a deterioration
in discriminative ability.

To address the above issues, we introduce the Dual-Dependency Attention Trans-
former (DDA-Trans), which transforms the original global token interaction into a dual-
pathway interaction. It combines local dense attention and global sparse attention in the
position dependency pathway and exploits the self-renewal and information propaga-
tion of center tokens with data-specific aggregation in the semantic dependency pathway.
Through this dual-dependency modeling, the model reduces redundant interactions and
improves the quality of feature representation. It also strengthens the ability to identify
cues associated with high-confidence categories, with improvement achieved through
knowledge-based discriminative ability enhancement learning.

Our model starts by segmenting input image features, combined with position en-
coding, into non-overlapping patches and then transforming these patches into a linear
token sequence. To model the connection between features and their aggregation centers,
we use a feature center aggregation (CTA) learning module, which allows it to capture
variations in data distribution and ensures the data specificity of center token generation. In
our backbone network, we replace the initial attention mechanism with dual-dependency
attention (DDA). The position-dependency attention (PDA) pathway of DDA employs
window splitting and in-window interaction for global tokens. This is achieved by cross-
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using two window-splitting methods: local dense attention (LDA) windows and global
sparse attention (GSA) windows. In the semantic-dependency attention pathway (SDA),
the clustering process of the center token acts as a mediator for information exchange
between global tokens. The information transfer direction involves the center token ex-
tracting global tokens for self-renewal and the global tokens extracting the center token for
self-interaction. The global interaction is based on the decoupling of global features in the
semantic space by the aggregation of the center token, which realizes the dependency mod-
eling between tokens with similar semantic information. In addition, our model employs
the Discriminative Ability Enhancement (DAE) module to supplement the knowledge of
high-confidence categories of cls tokens. This is achieved through knowledge modeling for
the classification target, which strengthens the discriminative feature extraction capability
of the model. Combined with progressive knowledge guidance, the model outputs the final
discrimination, striking a balance between computational efficiency and detailed feature
extraction in fine-grained visual classification tasks.

Our contribution can be summarized as follows:

• We propose a dual-dependency attention mechanism with a linearly positive cor-
relation of computational complexity, which can be realized instead of the original
attention to be directly fine-tuned in FGVC without the need for pre-training for the
new attention.

• We propose a knowledge-based discriminant ability enhancement method to improve
the sensitivity to the corresponding cues of high-response categories.

• We validate the models on multiple datasets and perform interpretable analyses of the
model learning mechanisms using the visualization results.

2. Related Work
2.1. CNN-Based Model for FGVC

In 1989, LeCun et al. [29] proposed CNNs that achieved excellent results in some
computer vision tasks, after which a large number of classical models such as AlexNet [30]
and GoogleNet [31] were also proposed, extending the application of CNN models to more
visual downstream tasks, such as fine-grained visual classification. The models map image
features to category confidence to complete classification via deep convolutional neural
networks and fully connected networks. The application research in FGVC can be divided
into two categories.

2.1.1. Component Localization Method

This method usually achieves fine-grained feature extraction by localizing important
discriminative features. Huang et al. [32] proposed to improve the discriminative ability
using foreground target localization labels added to the training of the model. Liu et al. [33]
designed a weakly supervised cross-part convolutional neural network for localizing multi-
region features and learning cross-part features. Yang et al. [34] used a combination of
coarse and fine class prediction to localize the area with the help of coarse classification
and then used fine classification for discrimination. Ge et al. [35] proposed combining
Mask R-CNN networks for the segmentation of locally important regions, and He et al. [36]
used deep reinforcement learning methods to train strategy models, which are usually
accompanied by complex network structures, for regional feature screening.

2.1.2. Attention Screening Method

Instead of manually designed region localization, this approach focuses on adaptive
discriminative feature capture through attention learning. Zheng et al. [37] achieved
component discrimination by applying attention to the feature channel. Ding et al. [20]
used the response differences of the attention map to realize the determination of critical
regions for foreground targets. Zhuang et al. [38] proposed a cross-attention–guided model
for contrast learning on paired images to enhance the capture ability of the model for
discriminative cues. Zhao et al. [3] used the attention mechanism to achieve high-quality
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feature characterization of images combining multi-scale and multi-granularity features.
Luo et al. [39] designed attention modeling between different images and between different
network layers to improve the robustness of multi-scale feature learning.

2.2. ViT-Based Model for FGVC

Transformer [40,41] has achieved remarkable success in the field of natural language
due to its powerful learning ability through self-attention mechanisms, and in light of
this exceptional performance, researchers have projected their interest in studying its
application in the field of computer vision. Dosovitskiy et al. proposed that ViT [42]
shows strong performance in a variety of basic computer vision tasks, such as image
classification, target detection, and image segmentation, where the model uses the main
structure of Transformer while segmenting the image features into patches of tokens with
linear sequences and encoding the absolute positional relationships between the tokens. ViT
enables the modeling of global feature dependencies, making it powerful for fine-grained
feature extraction and discriminative cue construction.

Most ViT-based models [43] inherit the local region paradigm; He et al. [44] removed
noise interference by suppressing the expression of image background features in dis-
crimination using attention maps, while Xu et al. [24] and Wang et al. [45] focused on
using attention to filter cross-layer features, combining the weights of the feature layer
and the attention head for fusion learning in the final layer. Sun et al. [25] used simple
graph networks for fusion and refinement of highly responsive cross-layer tokens and
enhanced model robustness with contrast learning. Liu et al. [46] proposed to combine
the suppression of the highest response token for secondary learning of image features to
enhance the richness of the refined feature extraction. Hu et al. [28] used a dual-backbone
network to process global features and localized area refinement features separately, and
Zhu et al. [27] proposed dual–cross-attentional learning focusing on the interaction between
global and local features and cross-learning between pairs of images, where the local region
is selected according to the global backbone guidance.

2.3. Vision Transformer Acceleration

Despite the tremendous impact of ViT in computer vision, the computational cost
grows quadratically with the image size, which is challenging for applications in down-
stream tasks. Most recent studies have tended to assume a priori that image features are
sparse and localized to create an inductive bias in the design of the model structure.

Some ways to learn using sparse attention are as follows: Wang et al. [47] introduced a
feature pyramid structure using convolution to reduce the spatial dimension and perform
feature downsampling. Zeng et al. [48] proposed to transform the generation of tokens
into a dynamic merger by incrementally aggregating them. Yang et al. [49] used localized
attention with the introduction of convolution in the low-level feature stage and focused on
multi-scale contextual features in the high-level feature stage. Another approach focused
on limiting the spatial range of attention learning. Liu et al. [50] realized the interaction
between different window tokens by combining moving windows with window attention,
and Yang et al. [51] used sampling of multiple steps as the key and value of tokens for
localized attention to achieve acquisition of attention learning at multiple scales. Finally,
Tu et al. [52] used a combination of local block attention and dilated global attention that
allows global–local spatial interactions at arbitrary input resolutions.

While these approaches retain the ability to allow each token to focus indirectly on
global image tokens, the semantic description of low-fidelity tokens leads to a lack of
fine-grained feature representations and inefficient modeling of dependencies between key
discriminative cues. Our approach learns feature space dependencies while focusing on
modeling semantic information related to the subject elements of the image and achieves
adaptive grouping of dependencies on key discriminative semantic information according
to the aggregation center in the feature semantic space, which can be used to meet the need
for high-quality feature tokens.
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3. Method

We propose DDA-Trans for fine-grained visual classification, and the whole structure
is shown in Figure 2.
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Figure 2. Overall structure of the model. The global token input center aggregation module (CTA)
obtains the center tokens, combines and feeds them into the backbone network with dual-dependency
attention (DDA), and connects the cls tokens of each layer to the discriminative ability enhancement
module (DAE).

3.1. Original Vision Transformer

ViT processes a 2D image into a 1D sequence, similar to the string format commonly
used in NLP, and then feeds it to an encoder stacked by transformer layers, with the core
structure within the transformer layers being the self-attention mechanism, which allows
the model to realize global feature dependency modeling with data specificity.

The computational process of the self-attention mechanism can be described as map-
ping features into query vectors, key vectors, and value vectors, obtaining global attention
by computing the dot product between query vectors and key vectors, considering the
attention weights after scaling and normalization as weighted weights of the value vectors,
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and computing the weighted results to obtain the new feature representation. Specifi-
cally, Query, Q ∈ RN×D, Key, K ∈ RN×D, and Value, V ∈ RN×D are obtained by feature
mapping of input X ∈ RN×D, and the mapping matrices are Wq ∈ RD×D, Wk ∈ RD×D,
and Wv ∈ RD×D, where c is the number of channels in the feature and N is the number of
tokens obtained in the original image. For any query vector q ∈ R1×D, it is necessary to in-
teract with all key vectors; then, the complete self-attention computation can be represented
as follows:

Atten(Q, K, V) = So f tmax(
QKT
√

D
)V (1)

where
√

D is a scaling factor.
Based on self-attention, feature channels are assigned to multiple heads within separate

self-attention computations for multi-head self-attention (MSA). The feedforward network
(FFN) has two fully connected layers with residual connections. A transformer encoder
block can be constructed using the MSA layer and the FFN layer. The forward propagation
of the k-th layer is calculated as follows:

z∗k = LN(MSA(zk−1) + zk−1) (2)

zk = LN(FFN(z∗k ) + z∗k ) (3)

where LN(·) indicates the Layer Normalization operation [53], k = 1, 2, 3 . . . L, and L is the
number of layers.

3.2. Center Token Aggregation Module

The guiding role of the center feature in dual-dependency attention (DDA) is crucial
for determining the semantic window construction of the semantic-dependency attention
pathway (SDA). The effective play of DDA in each layer of the model largely depends on
the ability of the center token feature to capture the key information. Due to the specificity
of data distribution in fine-grained visual classification, the aggregation method of the
center token needs to be dynamically adjusted according to the specificity of the data.
Therefore, traditional static weighting methods may not be applicable in this case, and the
model needs to explore more flexible aggregation strategies. This is to enable the model to
adapt to the dynamic nature of fine-grained data and to fully exploit the information of the
key features.

To address the above problems, we design the central aggregation (CTA) approach
shown in Figure 3 to pay full attention to global features as a prerequisite, transform the com-
monly used static aggregation approach into self-directed dynamic aggregation, and learn
the mapping from feature description to aggregation weights. The efficient aggregation
approach guarantees that the center token realizes the complete inheritance of semantic
representations of foreground targets and background details, avoiding discrimination-
irrelevant semantic dependencies in the subsequent attention learning.

Specifically, we obtain the feature token XP ∈ RN×D with positional embedding,
where N is the number of patch tokens, feed it into the fully connected network to obtain
the token weights, and use the normalized weights to weight the global token to obtain the
center token; the mapping process can be expressed as follows:

X
′
P = ACT(LN(XP)W1) (4)

XS = ACT(X
′
PW2) (5)

where ACT is the GELU, W1 ∈ RD× D
4 and W2 ∈ RD

4 × m are the learnable parameter, m
is the hyperparameter as center token number, LN(·) indicates the Layer Normalization
operation [53], and XS ∈ RN×m is the token weight. It can then be obtained as follows:

XC = So f tmax(XT
S )XP (6)
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where XT
S denotes the transpose of XS and XC ∈ Rm×D is the center token.

DWConv(FFN)

(a)

FFN

Aggregation

Dynamic
weights

(b)

Figure 3. Center aggregation module structure diagram. The figure shows the difference between
our adaptive dynamic aggregation (b) and commonly used static aggregation methods (a).

3.3. Dual-Dependency Attention

The original self-attention mechanism allows each token to interact with all tokens to
form a global token dependency and to address its huge computational cost. We decouple
it into a dual-dependency learning in position space (PDA) and semantic space (SDA),
which achieves an alternative to the original method with a linear positive correlation
computational cost. In Figure 4, a comparison of our novel attention with the original
method can be found.

In the position space pathway (PDA), we design two types of grouping token interac-
tions, namely, local dense attention (LDA) and global sparse attention (GSA), and these
interactions are shown in Figure 5. In LDA, tokens are grouped according to their relative
positions in space by windowing, and each token only needs to interact with all tokens
within its window. In GSA, all tokens within each window are grouped again so that
each new group contains tokens from each window, and the scope of token interactions
is restricted to the group. We design to allow these two types of attention to stack up in
the backbone network, making the model perform global token interactions within two
neighboring layers.

Specifically, we obtain the feature map X ∈ RN×D and determine the number g of

tokens within each group, its shape transforms to the same X ∈ Rg× N
g ×D when the feature

map is fed into local dense interactions and global sparse interactions in the location-
space pathway. In addition, to enhance the information interaction between intragroup
tokens and global tokens, the keys and values of cls tokens and center tokens are shared

within each group; therefore, we obtain Query, QP ∈ Rg× N
g ×D, Key, KP ∈ Rg×O×D, and

Value, VP ∈ Rg×O×D, where O = N
g + m + 1, and the positional dependency attention is

calculated as follows:

AttenP(QP, KP, VP) = So f tmax(
QPKT

P√
D

)VP (7)
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Figure 4. The figure illustrates our dual-dependency learning transformer layer structure. In con-
trast to the original vision transformer layer, we decompose the attention module into a positional
spatial attention pathway and a semantic spatial attention pathway, whose computational cost is
linearly related to the number of tokens; (a) Original vision transformer layer; (b) Dual-dependency
transformer layer.

Global Sparse
Attention

Local Dense
Attention

Figure 5. Schematic of token interactions for position space attention pathways. Local dense attention
and global sparse attention cross out in the position space pathways at each layer of the backbone
network. Tokens with the same color are grouped into the same groups for interaction.

It is worth noting that although LDA and GSA are consistent in the computational
process, they differ significantly in the windowing strategy of feature tokens. Specifically,
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in the LDA, the feature space is directly divided equally according to a predetermined
number of windows, such that feature tokens belonging to the same window are spatially
adjacent. This partitioning facilitates the capture of subtle feature changes in the local region,
which is conducive to increasing the sensitivity to local structures. In contrast, the GSA
uses a more globalized window partitioning strategy that achieves global feature fusion by
uniformly distributing the tokens within each local window to each global window. This
strategy allows each global window to absorb information from different local regions,
enhancing the ability to understand the global structure and contextual information.

In the semantic space pathway (SDA), global tokens interact semantically by extract-
ing information from the center token, and the center token updates itself by extracting
information from the global tokens. The center token serves as a medium for information
propagation, allowing each token to interact with the global token with linear compu-
tational complexity. It is worth noting that this dependency modeling is based on the
cross-attention relationship between the center token and the global token, which means
that the method of information propagation depends on the distribution of the center token
in the semantic space of the entire image features. In other words, our proposed semantic
space attention can be viewed as an overlapping partition of the image semantic space
based on the center token, and the dependency modeling of the semantic information in
the partitioned subspace guarantees a high-quality feature representation of the semantics
of the image object. Furthermore, the demonstration of the visualization results for the
model principle supports this assertion.

Specifically, we use cross-attention learning of center tokens with global tokens to
achieve semantically relevant interactions of global tokens and clustering updates of center
tokens, with the structure shown in Figure 6. We take the global tokens X ∈ RN×D and the
center tokens XC ∈ Rm×D; after feature mapping, we obtain QS ∈ RN×D, KS ∈ RN×D, and
VS ∈ RN×D and QC ∈ Rm×D, KC ∈ Rm×D, and VC ∈ Rm×D, and the semantic-dependency
attention is calculated as follows:

AttenS(QS, KC, VC) = So f tmax(
QSKT

C√
D

)VC (8)

AttenC(QC, KS, VS) = So f tmax(
QCKT

S√
D

)VS (9)

It is interesting to note that in the SDA, we do not perform center token interaction
(CI). The purpose of this design is to ensure that the center token can serve as the core
of the information transfer, preserving as much as possible the discreteness of interest of
each semantic window. This discreteness is crucial because it ensures that the semantic
information of the subject instances in the global image feature can be learned in its entirety.
By maintaining the independence of the central token, the model gains an enhanced
ability to recognize critical details in the image by effectively freeing it from unnecessary
information obfuscation.

Otherwise, the generation of the cls token has not changed; we take X ∈ RN×D and
Xcls ∈ R1×D to form Qcls ∈ R1×D, K ∈ RN×D, V ∈ RN×D, Kcls ∈ R1×D, and Vcls ∈ R1×D,
and the new cls token is calculated as follows:

Kall = concat(K, Kcls) (10)

Vall = concat(V, Vcls) (11)

Ycls = So f tmax(
QclsKT

all√
D

)Vall (12)

where Ycls ∈ R1×D is the output of the cls token in the dual-dependency attention.
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Figure 6. Diagram showing the structure of the semantic-dependency attention pathway. Cross-
attention between global tokens and central tokens can be implemented with linear computational
complexity for interactions between global tokens.

After the dual-dependency attention, we obtain two feature representations for the
global tokens, and each token needs to be evaluated for its weight in both pathways.
Specifically, in the semantic-dependency attention pathway, we consider that the significant
tendency of patch tokens to pay attention to all center tokens indicates that their semantic
information is more relevant to the image subject, so we compute the variance of the atten-
tional weights of each patch token for all center tokens and map it to [0.5, 1.5] and expand
the dimension of the weight vector as W ∈ RN×D; the fusion is then calculated as follows:

Y = AttenP + AttenS ⊗ W × α (13)

YC = XC + AttenC × β (14)

where ⊗ implies element-wise multiplication, α and β are two learnable parameters that
are used as scaling factors, and Y ∈ RN×D and YC ∈ Rm×D are the output of global tokens
and center tokens in the dual-dependency attention.

3.4. Complexity Analysis for Dual-Dependency Attention

In the field of fine-grained image classification, the Vision Transformer has been
studied due to its computational cost, which is quadratically positively correlated with the
resolution of the input image; however, there is a lack of substitutes that can be used for the
linear complexity attention of the FGVC without the need for targeted pre-training. In the
following, we compare the computational complexity of our dual-dependency attention
with the standard global self-attention.

For the global self-attention, query mapping, key mapping, value mapping, self-
attentive learning, and output mapping are required for the input feature map X ∈ RN×D,
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where N is the number of patch tokens and cls tokens; the global self-attention can be
expressed as follows:

Q = query(X) K = key(X) V = value(X) (15)

A = So f tmax(
QKT
√

D
)V (16)

O = output(A) (17)

where the corresponding computational complexity can be expressed as follows:

O(GSA) = 2N2D + 4ND2 (18)

where it is obvious that the original global attention approach has a significant computa-
tional cost.

For our dual-dependency attention, the method is the same as the original method
regarding query mapping, key mapping, value mapping, and output mapping, so we
mainly analyze the attention calculation process.

In the position space–dependency attention pathway, attention is computed with the

feature map X ∈ Rg× N
g ×D as follows:

Apda = So f tmax(
QPKT

P√
D

)VP (19)

where the corresponding computational complexity can be expressed as follows:

O(pda) = 2gND + 2mND (20)

In the semantic space–dependency attention pathway, attention is computed with the
feature map X ∈ RN×D and XC ∈ Rm×D as follows:

Asdas = So f tmax(
QSKT

C√
D

)VC (21)

Asdac = So f tmax(
QCKT

S√
D

)VS (22)

where the corresponding computational complexity can be expressed as follows:

O(sda) = 2mND + 2mND = 4mND (23)

Thus, the computational complexity of our dual-dependency attention can be ex-
pressed as follows:

O(DDA) = O(pda) +O(sda) + 4ND2 (24)

O(DDA) = 2gND + 6mND + 4ND2 (25)

It is clear that the computational cost of our proposed dual-dependency attention has
only a linear positive correlation with the input image resolution and that g and m are
much smaller than N, implying significant computational reductions.

3.5. Discriminative Ability Enhancement Module

The detailed structure of the module is shown in Figure 7. The discriminative accuracy
of the model depends on the sensitivity of the fine-grained feature extraction strategy to
the discriminatively relevant refinement information in the feature space. Based on our
dual-attention–dependent high-fidelity feature representation, our proposed discriminative
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ability enhancement module implements guidance for the tendency change in the fine-
grained feature extraction strategy in the backbone network by taking advantage of the
knowledge-based modeling of classification recognition cues.

Observation of the classification results of the model shows that in most misclassifica-
tion cases, the confidence level of the correct category is usually only slightly lower than
the highest confidence level, suggesting that these misclassification cases are caused by
insufficient extraction of relevant discriminative features for a small number of categories.
Therefore, we decided to strengthen the ability of the model to capture discriminative cues
for high-confidence classes.

Specifically, we designed serial-connected knowledge enhancement learning to con-
nect with each layer in the backbone network and augment the cls token output from each
layer with discriminative knowledge. The model suppresses high-confidence class repre-
sentations of knowledge tokens to guarantee the richness of fine-grained feature extraction
for cls tokens and transfer and fuse the knowledge representation of the cls tokens. In single
knowledge enhancement learning, we take the knowledge token XK ∈ Rk×D and the cls
token Xcls ∈ R1×D, where k is the number of classes, and the knowledge representation
s ∈ R1×K corresponding to the cls token can be computed in the following:

s = So f tmax(
XclsXT

K√
D

) (26)
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Figure 7. Diagram showing the structure of semantic-dependency attention pathway. Cross-attention
between global tokens and central tokens can be implemented with linear computational complexity
for interactions between global tokens.

Based on the sorting of the knowledge representation according to the confidence
value, we obtain the mask Ms ∈ R1×K corresponding to the top t classes and the mask
Mn ∈ R1×K corresponding to the other classes, and the output is computed as follows:

Xcls = Xcls + MsXK × γ (27)

XK = Ms ⊗ XK × ϵ + Mn ⊗ XK (28)

where ⊗ implies element-wise multiplication with broadcasting and γ and ϵ are two
learnable parameters that are used as scaling factors. It accurately assesses the deflection
of the model discrimination results by the knowledge enhancement module and absorbs
the multi-level fine-grained features to exploit the learning richness of the model features.
The knowledge representation s of each layer of the cls tokens is spliced into S ∈ RL×K,
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where L is the number of backbone layers, and the final discrimination P ∈ R1×K of the
model is obtained by employing the learnable knowledge integration method, which is
calculated as follows:

P = W4 ACT(W3S) (29)

where ACT is the GELU, W3 ∈ RL×L and W2 ∈ R1×L are the learnable parameter, and P is
the output of the model.

4. Experiments

In this section, we describe our experiments and discuss the results. We first show
three datasets with the experimental setup, and then we show the specific experimental
results for each of our datasets separately and compare them with state-of-the-art methods
as well as detailed ablation experiments on the structure of our network, which delve
into the specific effects of each component. In addition, we show the visualization results
used for the interpretability analysis of the model, which intuitively illustrates how the
model works.

4.1. Datasets

Three benchmark datasets are used in our experiments, namely, CUB-200-2011 [54],
Stanford Dogs [55], and NABirds [56]. According to the content of the datasets, CUB-
200-2011 and NABirds are fine-grained datasets for bird classification, and Stanford Dogs
contains images of dogs from all over the world. In terms of dataset size, CUB-200-2011
and Stanford Dogs are medium-sized datasets, while NABirds is a large dataset. Detailed
information on these datasets is given in Table 1. The images in these three datasets are
divided into two groups that are the training set and the test set, and the two groups
of images in each dataset contain a similar number of images with detailed annotations
of component position coordinates and bounding boxes, but it is worth noting that our
approach uses only class labels.

Table 1. Three standard fine-grained visual classification datasets are used in our experiments.

Dataset Class Train Test

CUB-200-2011 [54] 200 5994 5794
Stanford Dogs [55] 120 12,000 8580

NABirds [56] 555 23,929 24,633

To quantitatively evaluate the effectiveness of our method, the classification accuracy
is obtained and calculated as follows:

Accuracy =
TP

TP + FP
(30)

where TP indicates true-positive test results, which are positive and correct, and FP indicates
false-positive test results, which are negative but have been misinterpreted as positive.

4.2. Implementation Details

ViT-B-16 pre-trained on ImageNet21K is used as the backbone network, the input
image size is 448 × 448, we use data augmentation including random cropping and hor-
izontal flipping during training, and only center cropping is used in testing. The model
was trained using a stochastic gradient descent (SGD) optimizer with a batch size of 32
and a momentum of 0.9 for all datasets. The learning rate was initially set to 2 × 10−2,
and the scheduling applied the cosine decay function to the optimizer. The model was
trained for 50 epochs, and the DAE module was not used for the first 10 epochs, as the basic
formation of the class discriminative knowledge modeling is required for the module to
achieve discrimination improvement. In addition, our model was implemented in PyTorch
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on Nvidia GeForce RTX 3090 GPUs, and the evaluation metric for all experiments was
top-1 accuracy.

4.3. Ablation Experiments and Analysis

To verify that each component of our dual-dependency learning transformer effectively
improves the classification precision for fine-grained images, we performed ablation studies
and analyses. In order to verify the validity of all the improvement schemes in our model,
ablation experiments were performed on several modules of the model, and the results are
shown in Table 2. The!indicates that the module is used and the# indicates that it is not
used, which applies to all Table.

Table 2. Ablation experiments on the impact of each part of our model on performance.

CTA PDA SDA DAE CUB-200-2011 Stanford Dogs NABirds

# ! # # 89.4 89.9 88.5
! # ! # 90.6 91.0 89.7
! ! ! # 91.2 91.8 90.3
# ! # ! 90.1 90.4 89.1
! # ! ! 91.1 91.6 90.2
! ! ! ! 91.7 92.4 90.8

The modules involve center token aggregation (CTA), position-dependency attention
(PDA), semantic-dependency attention (SDA), and discriminative ability enhancement
(DAE). Observing the experimental results, we can intuitively find that our dual pathway
attention learning method is complementary to performance enhancement, and the cooper-
ation between the two will always achieve higher performance than either of them alone;
moreover, our novel semantic-dependency attention pathway based on dynamic aggrega-
tion always plays the most important role in the feature modeling process; in addition, our
discriminative ability enhancement module makes a significant contribution to improving
the classification accuracy of the model.

Since our approach involves the choice of the hyperparameter m the number of center
tokens, g the number of tokens in a group, and t the number of high-confidence classes
selected, we experimentally obtain the effect on the classification performance, which
is summarised in Table 3. It is worth noting that although a larger number of in-group
tokens may provide a performance gain, we balance the improved performance against the
computational cost required, making m = 16, g = 48, t = 8 our choice. It is worth noting
that we obtain the initial choice of each hyperparameter m = 16, g = 48, t = 8 after the
search and check whether there is any mutual influence between hyperparameters through
control variables, respectively, and the experiment shows that they do not interfere with
each other. Finally, the model employs m = 16, g = 48, t = 8.

Table 3. Ablation experiments on the impact of the hyperparameter on the CUB-200-2011 dataset.

Value of m Acc (%) Value of g Acc (%) Value of t Acc (%)

8 91.3 24 91.4 4 91.5
12 91.5 48 91.7 6 91.6
16 91.7 96 91.7 8 91.7
20 91.6 192 91.8 10 91.5

In order to verify whether our proposed dynamic aggregation method (CTA) for center
token aggregation generation is superior to the traditional static aggregation method (TSA),
the experimental results are shown in Table 4. As a result, it is clear that regardless of the
dataset, the dynamic feature-based adaptive aggregation approach always provides a more
data-specific center token initialization for the semantic-dependency attention pathway to
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facilitate the iterative updating of the center tokens and the semantic-dependency modeling
of the global tokens.

Table 4. Ablation experiments on the impact of the center token aggregation method on model
performance.

TSA CTA CUB-200-2011 Stanford Dogs NABirds

! # 91.1 91.7 89.9
# ! 91.7 92.4 90.8

In our position-dependency attention pathway, the two types of grouped attention,
local dense attention (LDA) and global sparse attention (GSA), are present in the backbone
network layer in a cross-construction situation, for which the ablation experiments are
recorded in Table 5. Although they have the same amount of computation, the cross-
construction of the two grouping attention is clearly more favorable to the indirect interac-
tion of global tokens, which can yield a performance gain.

Table 5. Ablation experiments on the impact of the attention method for the position-dependency
pathway on model performance.

LDA GSA LDA and GSA CUB-200-2011 Stanford Dogs NABirds

! # # 91.6 92.2 90.7
# ! # 91.5 92.1 90.6
# # ! 91.7 92.4 90.8

In addition, in our semantic-dependency attention pathway, we did not perform
any interaction learning between center tokens. The relevance interaction learning in the
semantic space requires that the clustering centers can capture a complete representation
of the global semantics, while a certain degree of independence between the centers is
required to ensure the effective modeling of the semantic dependencies. The experimental
results in Table 6 support this viewpoint, and the model can achieve better performance
without the center token interactions.

Table 6. Ablation experiments on the significance of center token interaction in the semantic-
dependency pathway on model performance.

Center Token Interaction CUB-200-2011 Stanford Dogs NABirds

! 91.3 91.8 90.2
# 91.7 92.4 90.8

4.4. Comparison to Other SOTA Methods

For the sake of fairness, we eliminate the overlapping split token generation method
and the various training labels except for the class labels for all ViT-based models.

4.4.1. Experiments on the CUB-200-2011 Dataset

Comparison of the SOTA methods at this stage, as shown in Table 7. Our proposed
DDA-Trans model achieves an improvement of 1.1% over the best-performing CNN-based
model CAL [57] and 0.9% over the ViT [42], showing that our method still has strong
performance while achieving a large reduction in computational cost. However, compared
to the state-of-the-art ViT-based method IELT [24], which uses ViT as the backbone network
while adding a transformer layer, our method has only a performance gap of 0.1% with
fewer parameters and computational cost, which shows that our linear computational
complexity of attention does not limit the ability of fine-grained feature extraction and also
proves that our attention mechanism is a highly efficient and low-cost method for FGVC.



Sensors 2024, 24, 2337 16 of 23

Table 7. Comparison experiments with other state-of-the-art methods on the CUB-200-2011 dataset.

Method Backbone Input Resolution Acc (%)

FDL [58] DenseNet-161 448 × 448 89.1
CSC-Net [59] RestNet-50 224 × 224 89.2
DP-Net [60] RestNet-50 448 × 448 89.3
MCEN [61] RestNet-50 448 × 448 89.3

SCAPNet [62] RestNet-50 224 × 224 89.5
GaRD [63] RestNet-50 448 × 448 89.6
PMG [64] RestNet-50 550 × 550 89.6

API-Net [38] DenseNet-161 512 × 512 90.0
CPM [35] GoogleNet over 800 90.4
CAL [57] RestNet-101 448 × 448 90.6

ViT [42] ViT-B_16 448 × 448 90.8
TransIFC [65] ViT-B_16 448 × 448 91.0
TransFG [44] ViT-B_16 448 × 448 91.1
TPSKG [46] ViT-B_16 448 × 448 91.3

RAMS-Trans [28] ViT-B_16 448 × 448 91.3
FFVT [45] ViT-B_16 448 × 448 91.4
DCAL [27] ViT-B_16 448 × 448 91.4

SIM-Trans [25] ViT-B_16 448 × 448 91.5
AFTrans [26] ViT-B_16 448 × 448 91.5

IELT [24] ViT-B_16 448 × 448 91.8

ours ViT-B_16 448 × 448 91.7

4.4.2. Experiments on the Stanford Dogs Dataset

The state-of-the-art methods at this stage are organized in Table 8. We can see that
our model obtains 1.7% and 1.0% improvements compared to the state-of-the-art CNN-
based model PRIS [66] and ViT [42], respectively, which are higher than the results for
CUB-200-2011, indicating that our method does not fail due to the increase in the amount of
data. However, compared to the state-of-the-art ViT-based method TPSKG [46], which uses
dual backbone network forward propagation during the training process, resulting in a
significant increase in computational complexity during the training phase, our method has
only a performance gap of 0.1% with less computational complexity and achieves the same
performance as the RAMS-Trans [28] method, which uses dual backbone networks for both
training and inference. Clearly, the effectiveness of our method is once again confirmed.

4.4.3. Experiments on the NABirds Dataset

According to Table 9 comparing the state-of-the-art methods, we can see that our
model obtains 2.2% boosting compared to the state-of-the-art CNN-based model MGE-
CNN [67] and 0.9% boosting compared to the ViT [42], which indicates that our method
does not lose model capacity due to the reduction in computational cost. Compared to the
state-of-the-art ViT-based method IELT [24], our model achieves the same performance with
less computational cost and fewer parameters, indicating that our attention mechanism can
be fully realized as a replacement for the original attention mechanism for FGVC tasks.

4.4.4. Comparison of Computational Complexity

In contrast to the ViT model in Table 10 on one Nvidia GeForce RTX 3090 GPU, our
approach is associated with a significant reduction in computation and training time.
The table shows the number of parameters for both methods, the amount of computation
to process an image, and the memory footprint and training time for ViT using batch = 8
and DDA-Trans using batch = 32 with FP32. It is worth noting that for our DDA-Trans
model, the vast majority of the computation occurs in the query mappings, key mappings,
value mappings, output mappings, and linear transformations in each layer of the FFN
network and that the amount of computation in our linear attention is only 0.5 G. Our
research focuses on solving the problem of the computational cost of attention computation,
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which is quadratically related to the image resolution, and it is clear that our approach is
successful in solving this problem.

Table 8. Comparison experiments with other state-of-the-art methods on the Stanford Dogs dataset.

Method Backbone Input Resolution Acc (%)

NTS-Net [68] RestNet-50 448 × 448 87.5
CIN [69] RestNet-101 448 × 448 87.6

FBSD [70] RestNet-50 448 × 448 88.1
CAL [57] RestNet-101 448 × 448 88.7

Cross-X [39] RestNet-50 448 × 448 88.9
MRDMN [71] RestNet-50 448 × 448 89.1
API-Net [38] DenseNet-161 512 × 512 90.3
MSHQP [72] RestNet-50 448 × 448 90.4

PRIS [66] RestNet-101 448 × 448 90.7

ViT [42] ViT-B_16 448 × 448 91.4
TransFG [44] ViT-B_16 448 × 448 91.4

FFVT [45] ViT-B_16 448 × 448 91.5
AFTrans [26] ViT-B_16 448 × 448 91.6

IELT [24] ViT-B_16 448 × 448 91.8
RAMS-Trans [28] ViT-B_16 224 × 224 92.4

TPSKG [46] ViT-B_16 448 × 448 92.5

ours ViT-B_16 448 × 448 92.4

Table 9. Comparison experiments with other state-of-the-art methods on the NABirds dataset.

Method Backbone Input Resolution Acc (%)

SCAPNet [62] RestNet-50 224 × 224 82.8
Cross-X [39] RestNet-50 448 × 448 86.4
HGNet [73] RestNet-50 448 × 448 86.4
DSTL [74] Inception-v3 560 × 560 87.9
PAIRS [75] RestNet-50 448 × 448 87.9
GaRD [63] RestNet-50 448 × 448 88.0

API-Net [38] DenseNet-161 512 × 512 88.1
PRIS [66] RestNet-101 448 × 448 88.4

CS-Part [76] RestNet-50 448 × 448 88.5
MGE-CNN [67] SENet-154 448 × 448 88.6

ViT [42] ViT-B_16 448 × 448 89.9
TransFG [44] ViT-B_16 448 × 448 89.9
TPSKG [46] ViT-B_16 448 × 448 90.1

IELT [24] ViT-B_16 448 × 448 90.8

ours ViT-B_16 448 × 448 90.8

Table 10. Comparison of model computational complexity on the CUB-200-2011 dataset.

Method Layer Params Flops Batch Memory Time Accuracy (%)

ViT 12 86.4 M 77.8 G 8 22.3 GB 9.5 h 90.8
ours 11 79.1 M 55.8 G 32 20.9 GB 2 h 91.7

4.5. Visualization

We visualize the information interaction principle based on the center token in the
model semantic-dependency pathway of one layer, as shown in Figure 8. We can see that
all the center tokens capture the semantic information of foreground targets in the image
with their own characteristics and complementarities and, at the same time, achieve the
importance of distinguishing the difference between background noise and foreground
targets for discriminative needs. In addition, the center tokens do not pay the same attention
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to the semantic information, namely, some focus on the whole outline, some choose to
focus on some components, and some search for details, but all of them are successful in
building the interaction paths of the tokens in the similar semantic space and modeling the
semantic dependencies.

Figure 8. Visualization results of intralayer semantic-dependency attention. The left side of the
figure is the original image, and each of the remaining two adjacent images is a group representing
that they use the same central tokens, where the left image in each group represents the iteratively
updated attention map of the center tokens, and the right image in each group represents the extracted
attention map of the global tokens with respect to the center tokens, and all groups of images represent
the information propagation visualization of all the center tokens within a given layer of the model
within the semantic-dependency attention pathway.

In addition, we visualize center tokens in the backbone network refining the capture
of semantically relevant tokens in iterative updates as shown in Figure 9. We can find that
the center token has the ability to capture semantic clustering core tokens in the shallow
network and then iteratively updates and grows the capture ability to semantically similar
region tokens as the network forward propagation process continues to achieve complete
dependency modeling of discriminative semantic tokens of foreground targets in the deep
network; additionally, the visualization results fully demonstrate the working principle of
the center token in the semantic-dependency attention pathway of the backbone network.
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Figure 9. Visualization results for the distribution of center tokens capturing within the backbone
network. The original image is shown on the left side of the figure, and the results of visualizing the
updated attention weights of the selected center tokens in forward propagation are shown on the
right side of the figure, where from left to right represents the network from shallow to deep.

5. Conclusions

In this study, we propose a novel dual-dependency attention mechanism that de-
composes the interaction modeling of global tokens into position-dependency grouped
attention and semantic-dependency central attention and for the first time achieves linear
computational complexity attention that can be directly used to replace the original atten-
tion mechanism for the FGVC task without the need for specific pre-training. Moreover,
we design a knowledge-based discriminative ability enhancement module to improve the
sensitivity of the model to high-confidence class-related discriminative cues. Combined
with the above innovations, our approach successfully achieves a significant reduction
in computational cost while demonstrating performance that rivals current state-of-the-
art methods.

In the future, we will explore how to build more efficient fine-grained feature learn-
ing strategies and seek to promote this attention approach to a wider range of down-
stream tasks.

Author Contributions: Conceptualization, S.C.; Formal analysis, S.C.; Investigation, S.C.; Method-
ology, S.C.; Resources, B.H.; Software, S.C.; Supervision, B.H.; Validation, S.C.; Visualization, S.C.;
Writing—original draft, S.C.; Writing—review & editing, B.H. All authors have read and agreed to
the published version of the manuscript.



Sensors 2024, 24, 2337 20 of 23

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data are contained within the article.

Conflicts of Interest: The funders had no role in the design of the study; in the collection, analyses,
or interpretation of data; in the writing of the manuscript; or in the decision to publish the results.

References
1. Han, K.; Guo, J.; Zhang, C.; Zhu, M. Attribute-aware attention model for fine-grained representation learning. In Proceedings of

the 26th ACM International Conference on Multimedia, Seoul, Republic of Korea, 22–26 October 2018; pp. 2040–2048.
2. He, X.; Peng, Y. Only learn one sample: Fine-grained visual categorization with one sample training. In Proceedings of the 26th

ACM International Conference on Multimedia, Seoul, Republic of Korea, 22–26 October 2018; pp. 1372–1380.
3. Zhao, B.; Wu, X.; Feng, J.; Peng, Q.; Yan, S. Diversified visual attention networks for fine-grained object classification. IEEE Trans.

Multimed. 2017, 19, 1245–1256. [CrossRef]
4. Araújo, V.M.; Britto, A.S., Jr.; Oliveira, L.S.; Koerich, A.L. Two-view fine-grained classification of plant species. Neurocomputing

2021, 467, 427–441. [CrossRef]
5. Li, J.; Zhu, L.; Huang, Z.; Lu, K.; Zhao, J. I read, i saw, i tell: Texts assisted fine-grained visual classification. In Proceedings of the

26th ACM International Conference on Multimedia, Seoul, Republic of Korea, 22–26 October 2018; pp. 663–671.
6. Bao, J.; Chen, D.; Wen, F.; Li, H.; Hua, G. CVAE-GAN: Fine-grained image generation through asymmetric training. In

Proceedings of the IEEE International Conference on Computer Vision, Venice, Italy, 22–29 October 2017; pp. 2745–2754.
7. Pang, K.; Yang, Y.; Hospedales, T.M.; Xiang, T.; Song, Y.Z. Solving mixed-modal jigsaw puzzle for fine-grained sketch-based

image retrieval. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, Virtual, 13–19 June
2020; pp. 10347–10355.

8. Cole, E.; Yang, X.; Wilber, K.; Mac Aodha, O.; Belongie, S. When does contrastive visual representation learning work? In
Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, New Orleans, LA, USA, 19–24 June 2022;
pp. 14755–14764.

9. Van Horn, G.; Mac Aodha, O.; Song, Y.; Cui, Y.; Sun, C.; Shepard, A.; Adam, H.; Perona, P.; Belongie, S. The inaturalist species
classification and detection dataset. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition,
Salt Lake City, UT, USA, 18–22 June 2018; pp. 8769–8778.

10. Van Horn, G.; Cole, E.; Beery, S.; Wilber, K.; Belongie, S.; MacAodha, O. Benchmarking representation learning for natural world
image collections. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, Virtual, 20–25 June
2021; pp. 12884–12893.

11. Wei, X.-S.; Cui, Q.; Yang, L.; Wang, P.; Liu, L. Rpc: A large-scale retail product checkout dataset. arXiv 2019, arXiv:1901.07249.
12. Jia, M.; Shi, M.; Sirotenko, M.; Cui, Y.; Cardie, C.; Hariharan, B.; Adam, H.; Belongie, S. Fashionpedia: Ontology, segmentation,

and an attribute localization dataset. In Proceedings of the Computer Vision—ECCV 2020: 16th European Conference, Glasgow,
UK, 23–28 August 2020; pp. 316–332.

13. Karlinsky, L.; Shtok, J.; Tzur, Y.; Tzadok, A. Fine-grained recognition of thousands of object categories with single-example
training. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Honolulu, HI, USA, 21–26 July
2017; pp. 4113–4122.

14. Khan, S.D.; Ullah, H. A survey of advances in vision-based vehicle re-identification. Comput. Vis. Image Underst. 2019, 182, 50–63.
[CrossRef]

15. Yin, J.; Wu, A.; Zheng, W.-S. Fine-grained person re-identification. Int. J. Comput. Vis. 2020, 128, 1654–1672. [CrossRef]
16. Berg, T.; Belhumeur, P.N. Poof: Part-based one-vs.-one features for fine-grained categorization, face verification, and attribute

estimation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Portland, OR, USA, 23–28 June
2013; pp. 955–962.

17. Branson, S.; Horn, G.V.; Belongie, S.; Perona, P. Bird species categorization using pose normalized deep convolutional nets. arXiv
2014, arXiv:1406.2952.

18. Zhang, N.; Donahue, J.; Girshick, R.; Darrell, T. Part-based r-cnns for fine-grained category detection. In Proceedings of the
Computer Vision—ECCV 2014: 13th European Conference, Zurich, Switzerland, 6–12 September 2014; pp. 834–849.

19. Chen, Y.; Bai, Y.; Zhang, W.; Mei, T. Destruction and construction learning for fine-grained image recognition. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern Recognition, Long Beach, CA, USA, 15–20 June 2019; pp. 5157–5166.

20. Ding, Y.; Zhou, Y.; Zhu, Y.; Ye, Q.; Jiao, J. Selective sparse sampling for fine-grained image recognition. In Proceedings of the
IEEE/CVF International Conference on Computer Vision, Seoul, Republic of Korea, 27 October–2 November 2019; pp. 6599–6608.

21. Peng, Y.; He, X.; Zhao, J. Object-part attention model for fine-grained image classification. IEEE Trans. Image Process. 2017, 27,
1487–1500. [CrossRef] [PubMed]

22. Zhou, M.; Bai, Y.; Zhang, W.; Zhao, T.; Mei, T. Look-into-object: Self-supervised structure modeling for object recognition. In
Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, Virtual, 13–19 June 2020; pp. 11774–11783.

http://doi.org/10.1109/TMM.2017.2648498
http://dx.doi.org/10.1016/j.neucom.2021.10.015
http://dx.doi.org/10.1016/j.cviu.2019.03.001
http://dx.doi.org/10.1007/s11263-019-01259-0
http://dx.doi.org/10.1109/TIP.2017.2774041
http://www.ncbi.nlm.nih.gov/pubmed/29990123


Sensors 2024, 24, 2337 21 of 23

23. Liu, X.; Wu, T.; Guo, G. Adaptive sparse vit: Towards learnable adaptive token pruning by fully exploiting self-attention. arXiv
2022, arXiv:2209.13802.

24. Xu, Q.; Wang, J.; Jiang, B.; Luo, B. Fine-grained visual classification via internal ensemble learning transformer. IEEE Trans.
Multimed. 2023, 25, 9015–9028. [CrossRef]

25. Sun, H.; He, X.; Peng, Y. Sim-trans: Structure information modeling transformer for fine-grained visual categorization. In
Proceedings of the 30th ACM International Conference on Multimedia, New York, NY, USA, 10–14 October 2022; pp. 5853–5861.

26. Zhang, Y.; Cao, J.; Zhang, L.; Liu, X.; Wang, Z.; Ling, F.; Chen, W. A free lunch from vit: Adaptive attention multi-scale fusion
transformer for fine-grained visual recognition. In Proceedings of the ICASSP 2022—2022 IEEE International Conference on
Acoustics, Speech and Signal Processing (ICASSP), Singapore, 22–27 May 2022; pp. 3234–3238.

27. Zhu, H.; Ke, W.; Li, D.; Liu, J.; Tian, L.; Shan, Y. Dual cross-attention learning for fine-grained visual categorization and object
re-identification. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, New Orleans, LA,
USA, 19–24 June 2022; pp. 4692–4702.

28. Hu, Y.; Jin, X.; Zhang, Y.; Hong, H.; Zhang, J.; He, Y.; Xue, H. Rams-trans: Recurrent attention multi-scale transformer for
fine-grained image recognition. In Proceedings of the 29th ACM International Conference on Multimedia, New York, NY, USA,
20–24 October 2021; pp. 4239–4248.

29. LeCun, Y.; Boser, B.; Denker, J.S.; Henderson, D.; Howard, R.E.; Hubbard, W.; Jackel, L.D. Backpropagation applied to handwritten
zip code recognition. Neural Comput. 1989, 1, 541–551. [CrossRef]

30. Krizhevsky, A.; Sutskever, I.; Hinton, G.E. Imagenet classification with deep convolutional neural networks. In Proceedings of
the Twenty-Sixth Annual Conference on Neural Information Processing Systems (NIPS), Lake Tahoe, NV, USA, 3–8 December
2012; Volume 25.

31. Szegedy, C.; Liu, W.; Jia, Y.; Sermanet, P.; Reed, S.; Anguelov, D.; Erhan, D.; Vanhoucke, V.; Rabinovich, A. Going deeper with
convolutions. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Boston, MA, USA, 7–12 June
2015; pp. 1–9.

32. Huang, S.; Xu, Z.; Tao, D.; Zhang, Y. Part-Stacked CNN for Fine-Grained Visual Categorization. arXiv 2015, arXiv:1512.08086.
33. Liu, M.; Zhang, C.; Bai, H.; Zhang, R.; Zhao, Y. Cross-part learning for fine-grained image classification. IEEE Trans. Image Process.

2021, 31, 748–758. [CrossRef]
34. Yang, S.; Liu, S.; Yang, C.; Wang, C. Re-rank Coarse Classification with Local Region Enhanced Features for Fine-Grained Image

Recognition. arXiv 2021, arXiv:2102.09875.
35. Ge, W.; Lin, X.; Yu, Y. Weakly supervised complementary parts models for fine-grained image classification from the bottom up.

In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, Long Beach, CA, USA, 15–20 June
2019; pp. 3034–3043.

36. He, X.; Peng, Y.; Zhao, J. Which and how many regions to gaze: Focus discriminative regions for fine-grained visual categorization.
Int. J. Comput. Vis. 2019, 127, 1235–1255. [CrossRef]

37. Zheng, H.; Fu, J.; Mei, T.; Luo, J. Learning multi-attention convolutional neural network for fine-grained image recognition. In
Proceedings of the IEEE International Conference on Computer Vision, Venice, Italy, 22–29 October 2017; pp. 5209–5217.

38. Zhuang, P.; Wang, Y.; Qiao, Y. Learning attentive pairwise interaction for fine-grained classification. In Proceedings of the AAAI
Conference on Artificial Intelligence, New York, NY, USA, 7–12 February 2020; Volume 34, pp. 13130–13137.

39. Luo, W.; Yang, X.; Mo, X.; Lu, Y.; Davis, L.; Li, J.; Yang, J.; Lim, S.-N. Cross-x learning for fine-grained visual categorization. In
Proceedings of the IEEE/CVF International Conference on Computer Vision, Seoul, Republic of Korea, 27 October–2 November
2019; pp. 8242–8251.

40. Devlin, J.; Chang, M.-W.; Lee, K.; Toutanova, K. Bert: Pre-training of deep bidirectional transformers for language understanding.
arXiv 2018, arXiv:1810.04805.

41. Vaswani, A.; Shazeer, N.; Parmar, N.; Uszkoreit, J.; Jones, L.; Gomez, A.N.; Kaiser, Ł.; Polosukhin, I. Attention is all you need. In
Proceedings of the 31st Conference on Neural Information Processing Systems (NIPS 2017), Long Beach, CA, USA, 4–9 December
2017; Volume 30.

42. Dosovitskiy, A.; Beyer, L.; Kolesnikov, A.; Weissenborn, D.; Zhai, X.; Unterthiner, T.; Dehghani, M.; Minderer, M.; Heigold, G.;
Gelly, S.; et al. An image is worth 16 × 16 words: Transformers for image recognition at scale. arXiv 2020, arXiv:2010.11929.

43. He, X.; Peng, Y.; Zhao, J. Fast fine-grained image classification via weakly supervised discriminative localization. IEEE Trans.
Circuits Syst. Video Technol. 2018, 29, 1394–1407. [CrossRef]

44. He, J.; Chen, J.-N.; Liu, S.; Kortylewski, A.; Yang, C.; Bai, Y.; Wang, C. Transfg: A transformer architecture for fine-grained
recognition. In Proceedings of the AAAI Conference on Artificial Intelligence, Virtual, 22 February–1 March 2022; Volume 36,
pp. 852–860.

45. Wang, J.; Yu, X.; Gao, Y. Feature fusion vision transformer for fine-grained visual categorization. arXiv 2021, arXiv:2107.02341.
46. Liu, X.; Wang, L.; Han, X. Transformer with peak suppression and knowledge guidance for fine-grained image recognition.

Neurocomputing 2022, 492, 137–149. [CrossRef]
47. Wang, W.; Xie, E.; Li, X.; Fan, D.P.; Song, K.; Liang, D.; Lu, T.; Luo, P.; Shao, L. Pyramid vision transformer: A versatile backbone

for dense prediction without convolutions. In Proceedings of the IEEE/CVF International Conference on Computer Vision,
Montreal, QC, Canada, 10–17 October 2021; pp. 568–578.

http://dx.doi.org/10.1109/TMM.2023.3244340
http://dx.doi.org/10.1162/neco.1989.1.4.541
http://dx.doi.org/10.1109/TIP.2021.3135477
http://dx.doi.org/10.1007/s11263-019-01176-2
http://dx.doi.org/10.1109/TCSVT.2018.2834480
http://dx.doi.org/10.1016/j.neucom.2022.04.037


Sensors 2024, 24, 2337 22 of 23

48. Zeng, W.; Jin, S.; Liu, W.; Qian, C.; Luo, P.; Ouyang, W.; Wang, X. Not all tokens are equal: Human-centric visual analysis
via token clustering transformer. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition,
New Orleans, LA, USA, 19–24 June 2022; pp. 11101–11111.

49. Yang, C.; Wang, Y.; Zhang, J.; Zhang, H.; Wei, Z.; Lin, Z.; Yuille, A. Lite vision transformer with enhanced self-attention. In
Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, New Orleans, LA, USA, 19–24 June
2022; pp. 11998–12008.

50. Liu, Z.; Lin, Y.; Cao, Y.; Hu, H.; Wei, Y.; Zhang, Z.; Lin, S.; Guo, B. Swin transformer: Hierarchical vision transformer using shifted
windows. In Proceedings of the IEEE/CVF International Conference on Computer Vision, Montreal, QC, Canada, 10–17 October
2021; pp. 10012–10022.

51. Yang, J.; Li, C.; Zhang, P.; Dai, X.; Xiao, B.; Yuan, L.; Gao, J. Focal self-attention for local-global interactions in vision transformers.
arXiv 2021, arXiv:2107.00641.

52. Tu, Z.; Talebi, H.; Zhang, H.; Yang, F.; Milanfar, P.; Bovik, A.; Li, Y. Maxvit: Multi-axis vision transformer. In Proceedings of the
European Conference on Computer Vision, Tel Aviv, Israel, 24–28 October 2022; pp. 459–479.

53. Ba, J.L.; Kiros, J.R.; Hinton, G.E. Layer normalization. arXiv 2016, arXiv:1607.06450.
54. Wah, C.; Branson, S.; Welinder, P.; Perona, P.; Belongie, S. The caltech-ucsd birds-200-2011 dataset. 2011. Available online:

https://paperswithcode.com/dataset/cub-200-2011 (accessed on 17 January 2024).
55. Khosla, A.; Jayadevaprakash, N.; Yao, B.; Li, F.-F. Novel dataset for fine-grained image categorization: Stanford dogs. In

Proceedings of the CVPR Workshop on Fine-Grained Visual Categorization (FGVC), Colorado Springs, CO, USA, 20–25 June
2011; Volume 2.

56. Van Horn, G.; Branson, S.; Farrell, R.; Haber, S.; Barry, J.; Ipeirotis, P.; Perona, P.; Belongie, S. Building a bird recognition app and
large scale dataset with citizen scientists: The fine print in fine-grained dataset collection. In Proceedings of the IEEE Conference
on Computer Vision and Pattern Recognition, Boston, MA, USA, 7–12 June 2015; pp. 595–604.

57. Rao, Y.; Chen, G.; Lu, J.; Zhou, J. Counterfactual attention learning for fine-grained visual categorization and re-identification.
In Proceedings of the IEEE/CVF International Conference on Computer Vision, Montreal, QC, Canada, 10–17 October 2021;
pp. 1025–1034.

58. Liu, C.; Xie, H.; Zha, Z.-J.; Ma, L.; Yu, L.; Zhang, Y. Filtration and distillation: Enhancing region attention for fine-grained visual
categorization. In Proceedings of the AAAI Conference on Artificial Intelligence, New York, NY, USA, 7–12 February 2020;
Volume 34, pp. 11555–11562.

59. Wang, S.; Wang, Z.; Li, H.; Ouyang, W. Category-specific semantic coherency learning for fine-grained image recognition. In
Proceedings of the 28th ACM International Conference on Multimedia, New York, NY, USA, 12–16 October 2020; pp. 174–183.

60. Wang, S.; Li, H.; Wang, Z.; Ouyang, W. Dynamic position-aware network for fine-grained image recognition. In Proceedings of
the AAAI Conference on Artificial Intelligence, Virtual, 9–12 February 2021; Volume 35, pp. 2791–2799.

61. Li, G.; Wang, Y.; Zhu, F. Multi-branch channel-wise enhancement network for fine-grained visual recognition. In Proceedings of
the 29th ACM International Conference on Multimedia, New York, NY, USA, 20–24 October 2021; pp. 5273–5280.

62. Liu, H.; Li, J.; Li, D.; See, J.; Lin, W. Learning scale-consistent attention part network for fine-grained image recognition. IEEE
Trans. Multimed. 2021, 24, 2902–2913. [CrossRef]

63. Zhao, Y.; Yan, K.; Huang, F.; Li, J. Graph-based high-order relation discovery for fine-grained recognition. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition, Virtual, 20–25 June 2021; pp. 15079–15088.

64. Du, R.; Chang, D.; Bhunia, A.K.; Xie, J.; Ma, Z.; Song, Y.-Z.; Guo, J. Fine-grained visual classification via progressive multi-
granularity training of jigsaw patches. In Proceedings of the Computer Vision—ECCV 2020: 16th European Conference, Glasgow,
UK, 23–28 August 2020; pp. 153–168.

65. Liu, H.; Zhang, C.; Deng, Y.; Xie, B.; Liu, T.; Zhang, Z.; Li, Y.-F. Transifc: Invariant cues-aware feature concentration learning for
efficient fine-grained bird image classification. IEEE Trans. Multimed. 2023, 1–14. [CrossRef]

66. Du, R.; Xie, J.; Ma, Z.; Chang, D.; Song, Y.-Z.; Guo, J. Progressive learning of category-consistent multi-granularity features for
fine-grained visual classification. IEEE Trans. Pattern Anal. Mach. Intell. 2021, 44, 9521–9535. [CrossRef] [PubMed]

67. Zhang, L.; Huang, S.; Liu, W.; Tao, D. Learning a mixture of granularity-specific experts for fine-grained categorization. In
Proceedings of the IEEE/CVF International Conference on Computer Vision, Seoul, Republic of Korea, 27 October–2 November
2019; pp. 8331–8340.

68. Yang, Z.; Luo, T.; Wang, D.; Hu, Z.; Gao, J.; Wang, L. Learning to navigate for fine-grained classification. In Proceedings of the
European Conference on Computer Vision (ECCV), Munich, Germany, 8–14 September 2018; pp. 420–435.

69. Gao, Y.; Han, X.; Wang, X.; Huang, W.; Scott, M. Channel interaction networks for fine-grained image categorization. In Proceed-
ings of the AAAI Conference on Artificial Intelligence, New York, NY, USA, 7–12 February 2020; Volume 34, pp. 10818–10825.

70. Song, J.; Yang, R. Feature boosting, suppression, and diversification for fine-grained visual classification. In Proceedings of the
2021 International Joint Conference on Neural Networks (IJCNN), Virtual, 18–22 July 2021; pp. 1–8.

71. Xu, K.; Lai, R.; Gu, L.; Li, Y. Multiresolution discriminative mixup network for fine-grained visual categorization. IEEE Trans.
Neural Netw. Learn. Syst. 2021, 34, 3488–3500. [CrossRef]

72. Tan, M.; Yuan, F.; Yu, J.; Wang, G.; Gu, X. Fine-grained image classification via multi-scale selective hierarchical biquadratic
pooling. ACM Trans. Multimed. Comput. Commun. Appl. (TOMM) 2022, 18, 1–23. [CrossRef]

https://paperswithcode.com/dataset/cub-200-2011
http://dx.doi.org/10.1109/TMM.2021.3090274
http://dx.doi.org/10.1109/TMM.2023.3238548
http://dx.doi.org/10.1109/TPAMI.2021.3126668
http://www.ncbi.nlm.nih.gov/pubmed/34752385
http://dx.doi.org/10.1109/TNNLS.2021.3112768
http://dx.doi.org/10.1145/3492221


Sensors 2024, 24, 2337 23 of 23

73. Chen, Y.; Song, J.; Song, M. Hierarchical gate network for fine-grained visual recognition. Neurocomputing 2022, 470, 170–181.
[CrossRef]

74. Cui, Y.; Song, Y.; Sun, C.; Howard, A.; Belongie, S. Large scale fine-grained categorization and domain-specific transfer learning.
In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Salt Lake City, UT, USA, 18–22 June 2018;
pp. 4109–4118.

75. Guo, P.; Farrell, R. Aligned to the object, not to the image: A unified pose-aligned representation for fine-grained recognition. In
Proceedings of the 2019 IEEE Winter Conference on Applications of Computer Vision (WACV), Waikoloa Village, HI, USA, 7–11
January 2019; pp. 1876–1885.

76. Korsch, D.; Bodesheim, P.; Denzler, J. Classification-specific parts for improving fine-grained visual categorization. In Proceedings
of the Pattern Recognition: 41st DAGM German Conference, DAGM GCPR 2019, Dortmund, Germany, 10–13 September 2019;
pp. 62–75.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

http://dx.doi.org/10.1016/j.neucom.2021.10.096

	Introduction
	Related Work
	CNN-Based Model for FGVC
	Component Localization Method
	Attention Screening Method

	ViT-Based Model for FGVC
	Vision Transformer Acceleration

	Method
	Original Vision Transformer
	Center Token Aggregation Module
	Dual-Dependency Attention
	Complexity Analysis for Dual-Dependency Attention
	Discriminative Ability Enhancement Module

	Experiments
	Datasets
	Implementation Details
	Ablation Experiments and Analysis
	Comparison to Other SOTA Methods
	Experiments on the CUB-200-2011 Dataset
	Experiments on the Stanford Dogs Dataset
	Experiments on the NABirds Dataset
	Comparison of Computational Complexity

	Visualization

	Conclusions
	References

