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Abstract: Public transportation is a crucial component of urban transportation systems, and improv-
ing passenger sharing rates can help alleviate traffic congestion. To enhance the punctuality and
supply–demand balance of dedicated buses, we propose a hierarchical multi-objective optimiza-
tion model to optimize bus guidance speeds and bus operation schedules. Firstly, we present an
intelligent decision-making method for bus driving speed based on the mathematical description
of bus operation states and the application of the Lagrange multiplier method, which improves the
overall punctuality rate of the bus line. Secondly, we propose an optimization method for bus opera-
tion schedules that respond to passenger needs by optimizing departure time intervals and station
schedules for supply–demand balance. The experiments were conducted in Future Science City,
Beijing, China. The results show that the bus line’s punctuality rate has increased to 90.53%, while
the retention rate for platform passengers and the intersection stop rate have decreased by 36.22%
and 60.93%, respectively. These findings verify the effectiveness and practicality of the proposed
hierarchical multi-objective optimization model.

Keywords: intelligent transportation system; hierarchical multi-objective optimization; driving speed
decision-making; dedicated bus; Lagrangian multiplier method

1. Introduction

Due to the rapid increase in traffic demands, traffic congestion has become a major
problem worldwide. To combat this issue, various methods have been proposed, with
bus priority being considered the most effective method. This has led to transit-oriented
development (TOD) [1] being adopted as a fundamental strategy by many countries,
resulting in significant progress over decades of development. Millions of kilometers of
dedicated bus lanes have been constructed, and the urban bus dedicated lane network
is taking shape. These achievements have reduced the impact of non-special vehicles on
public transport and have significantly improved the service level of dedicated buses.

The problems related to dedicated bus lanes are also widely studied, attracting thou-
sands of scholars worldwide. Some innovative ideas have been proposed to optimize
and improve the service level of dedicated bus lanes, such as reducing per capita delays,
decreasing parking rates, and increasing bus operation speeds. However, focusing solely
on punctuality as a single target cannot adequately reflect the reliability and stability of
buses. Combining this understanding with the literature [2–4], we find that multi-objective
optimization can overcome the limitations of single-objective optimization. However, the
multi-objective weighted processing method often compromises punctuality performance
due to the consideration of other objectives. Moreover, there is a lack of studies that con-
sider the overall punctuality service level and the supply and demand service level of
the entire bus line. To address this gap, this paper proposes a hierarchical multi-objective

Sensors 2023, 23, 4552. https://doi.org/10.3390/s23094552 https://www.mdpi.com/journal/sensors

https://doi.org/10.3390/s23094552
https://doi.org/10.3390/s23094552
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/sensors
https://www.mdpi.com
https://orcid.org/0000-0001-5841-0035
https://orcid.org/0000-0003-2886-6968
https://orcid.org/0000-0002-9260-4041
https://doi.org/10.3390/s23094552
https://www.mdpi.com/journal/sensors
https://www.mdpi.com/article/10.3390/s23094552?type=check_update&version=2


Sensors 2023, 23, 4552 2 of 18

optimization model. The first layer focuses on optimizing the bus guidance speed to
meet punctuality requirements. The objective is to achieve the highest comprehensive
punctuality rate for the entire bus line. Considering the constraints posed by multiple
stations and intersections, the Lagrange multiplier method was employed to determine the
optimal line guidance speed. The second layer deals with the optimization of bus schedule
scheduling to achieve a supply and demand balance. This layer establishes a supply and
demand balance model by continuously monitoring the number of passengers waiting at
the platform and the number of passengers on the bus. Finally, we obtained the optimal
departure time interval using the genetic algorithm. This article’s algorithm optimizes
bus operations at multiple levels, including punctuality rate and passenger service level,
by monitoring road traffic and bus operation status and utilizing data-edge computing
methods. It is important to note that reliable infrastructure investment is a prerequisite for
implementing this algorithm. The optimized approach increases the proportion of public
transportation trips, enhances the efficiency and reliability of trunk bus transportation, and
ensures the successful implementation and application of public transportation priority
policies. In summary, the main contributions of this paper include:

(1) Existing research on dedicated buses often separates the optimization of the punc-
tuality service level and the supply–demand balance. However, there is a lack of correlation
and collaboration between these two goals. To address this issue, a hierarchical multi-
objective optimization model has been proposed to optimize the punctuality service level
and achieve a balance between supply and demand for dedicated buses.

(2) Many existing studies employ weighted processing to tackle the multi-objective
optimization problem. However, this approach can potentially result in the main objective
being influenced by other objectives. To overcome this limitation, a hierarchical multi-
objective speed decision-making method utilizing the Lagrangian multiplier method is
proposed. This method prioritizes ensuring the comprehensive punctuality rate of the
entire bus line and subsequently optimizes stop times at intersections while achieving a
balanced distribution of guidance speeds.

(3) The traditional method of optimizing bus operating schedules, which solely relies
on travel time, fails to consider the crucial aspect of balancing passenger demand with bus
capacity. To address this issue, a bus operation schedule optimization method has been
proposed to achieve a balanced relationship between bus capacity and passengers waiting
at stations. This approach helps overcome inconsistencies between bus schedule settings
and passenger travel demand.

The structure of this paper is as follows: Section 2 introduces the current transit
priority control strategy. Section 3 outlines the assumptions and research framework used
in the article. Section 4 details the research method of bus speed optimization, including
mathematical descriptions of the bus operation, the multi-objective speed-decision-making
model, and the Lagrange multiplier method for speed optimization. Section 5 explains
the research method of bus schedule optimization, including bus departure intervals and
station schedule optimization. Section 6 presents the testing results. Finally, Section 7
provides the basic conclusions and discusses the possibility of future research.

2. Literature Review

This part introduces the current transit priority control strategy, which mainly covers
three parts: transit signal priority, speed guidance optimization, and schedule optimization.
Then we summarize the current research status. Figure 1 provides an overview of the
research interests and methodologies of select scholars.
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Figure 1. Summary of relevant research [2–22].

2.1. Transit Signal Priority

In order to reduce the waiting time of buses at signal-controlled intersections and en-
hance bus operating efficiency, several scholars have conducted research on transit priority
control, starting with intersection signal priority. Tarikul developed a dynamic priority
control system that balances signal control demands and transit priority, aiming to reduce
the average person delay at intersections [5]. Qiao proposed an optimization model for
transit signal priority at a signalized intersection based on the phase clearance reliability
index, with the objective of minimizing average person delay [6]. Truong presented an ad-
vanced transit signal priority (ATSP) control model that considers the arrival distributions
of buses at downstream intersections when providing priority at upstream intersections,
resulting in an approximate 10% improvement in bus line efficiency [7]. Li reduced the
average person delay and improved the traffic efficiency of the trunk line by implementing
a signal priority control method based on coordinating green waves [8].

Scholars have also studied transit priority from the perspective of pre-signal settings,
considering that it may reduce the operating efficiency of social vehicles. He aimed to
reduce the average person’s delay by prioritizing bus signals through adaptive control
and pre-signal settings [9]. Liang analyzed the queuing situations at bus intersections
using the distributed wave theory and designed a pre-signal control algorithm for transit
priority based on queuing length to achieve non-stop traffic at intersections [10]. Bie
developed a coordinated control algorithm between the main signal and pre-signal of
bus intersections based on the pre-signal of transit priority, thereby reducing the impact
of transit priority phases on social vehicle efficiency [23]. While these studies reduced
bus delays at intersections to some extent, they failed to improve the reliability of bus
punctuality, making it difficult to further enhance the punctuality service level of buses.

2.2. Bus Speed Guidance

With the advancement of vehicle–road cooperative technology, real-time speed guid-
ance for bus vehicles has become possible. This development has prompted scholars to
explore improvements in bus service levels through the lens of speed guidance. Khaled
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achieved further reductions in bus delays by implementing a strategy of early braking at
red lights and extending green lights based on speed guidance while incorporating transit
signal priority [24]. Shu solved direct bus and left turn bus priority control using speed
guidance under the premise of transit signal priority, improving bus traffic efficiency at
intersections [11]. Chiara determined different speed guidance strategies by analyzing
the priority of bus formation and independent buses, reducing average person delay [12].
Deng proposed a dynamic real-time speed guidance model to mitigate operation delays of
bus lines caused by signalized intersections and uneven road conditions [13].

Scholars also studied speed guidance from the perspective of improving bus punc-
tuality since it enhances the bus operation reliability. Takashi developed an inter-station
control strategy that coordinates speed guidance and signal control based on punctuality
demands for bus arrivals, leading to improved reliability of bus arrivals [14]. Yan proposed
a real-time bus speed control strategy to minimize the mean absolute error of bus headway
due to unstable bus arrival times, significantly enhancing the punctuality reliability of bus
arrivals [15]. Zhang analyzed bus trajectory data and implemented guidelines to achieve
a balanced distribution of bus headway, thereby improving bus operation reliability [16].
While these studies have made improvements in enhancing the reliability of bus opera-
tions, optimizing speed guidance solely based on a single road section may lead to local
optimization but poor overall conditions.

2.3. Bus Schedule Optimization

The key to improving bus punctuality and operational efficiency involves setting
the bus schedule, prompting scholars to focus on its optimization. Li developed a public
transport scheduling model for a microsystem that aims to minimize passenger waiting
time while maximizing the number of passengers per bus. This is achieved by optimizing
departure intervals and utilizing both traditional and rapid buses simultaneously [17].
Gkiotsalitis constructed an optimization model for bus travel schedules based on passenger
demand and travel time expectations [18]. Shang proposed an evaluation model that takes
into account both passenger satisfaction and traffic efficiency. This model was used to
optimize and adjust the bus operating schedule, and its effectiveness was demonstrated
through a case study conducted in Beijing [25]. Banerjee used a school bus as an example
and proposed a scheduling model aimed at optimizing the operational efficiency of bus
schedules [19]. Teng established a multi-objective optimization model to balance departure
headway, reduce the number of vehicles used, and lower electric bills. This model opti-
mized bus operation schedules under multiple constraints, including limits on the range
of departure intervals, the number of available vehicles, and bus endurance mileage at
different periods [20]. To optimize the bus schedule, Liu constructed a super-efficient DEA
model based on indicators of passenger waiting time and congestion [21]. Ma proposed a
dynamic schedule optimization scheme based on the correlation of passenger time demand
and travel time between stations, utilizing bus GPS data and IC card data [26]. Zhang devel-
oped an optimal design model to minimize passenger transfer waiting time, considering the
importance of transfer stations and different travel time utility values for passengers with
different travel purposes, optimizing the bus schedule using genetic algorithms [22]. While
these studies improved bus operation efficiency and passenger satisfaction to some extent,
they rarely optimized and adjusted bus capacity allocation and schedule schemes from
the perspective of passenger travel demand, making it challenging to optimize passenger
platform retention.

2.4. Summary

Existing research has made progress in optimizing bus service levels at various levels,
yielding some favorable outcomes. However, most punctuality controls focus on optimizing
a single section, which overlooks the optimization of bus punctuality across the entire
line. As a result, there is a risk of local optimization with overall poor performance,
affecting bus punctuality service levels. Furthermore, existing research often neglects the
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correlation between passenger travel demand and bus capacity allocation, which can lead
to a mismatch between supply and demand, thereby affecting the quality of bus service.

3. Outline of Research Framework
3.1. Assumptions

(1) All signal-controlled intersections along the route lack a bus signal priority strategy,
and bus vehicles are not granted signal priority at intersections;

(2) All bus stations on the route are designed as single-line bus stations, and there are
no instances where multiple lines share a single bus station;

(3) There is a signal-controlled intersection between every two bus stations on the line;
(4) All passengers on the bus are required to swipe their cards at the front door when

boarding and at the rear door when disembarking.
Assumption (1) aims to enhance the algorithm’s general applicability in this paper by

considering that the majority of dedicated bus lanes do not implement a bus signal priority
strategy. Assumption (2) primarily seeks to minimize the impact of multiple bus lines
overlapping in the analysis of this method. Assumption (3) aims to establish a standardized
bus operation environment and minimize the influence of variations in the bus operation
environment on the method proposed in this paper. Assumption (4) aims to standardize
the information collection method for passengers boarding and alighting from the bus,
ensuring consistent data quality.

3.2. Research Framework

In order to improve the punctuality service level and supply–demand service level
of dedicated buses, we analyzed the signal data, bus data, and passenger flow data,
leading to the construction of a hierarchical multi-objective optimization model. From the
perspective of bus operating reliability and comfort, the first layer of the multi-objective
optimization model for intelligent decision-making of bus speed was developed. This
layer primarily encompasses a mathematical description of bus operation, a multi-objective
speed-decision-making model, and the Lagrange multiplier method for speed optimization.
By considering multiple target constraints, such as the reliability of bus arrivals, non-stop
operations at intersections, and smooth speed distribution, the punctuality service level
of public transport has been improved. According to passenger travel needs and bus
capacity allocation, the second layer of the multi-objective optimization model for the bus
supply and demand balance was constructed. This layer mainly includes bus departure
interval optimization and station schedule optimization. From the balanced analysis of the
passenger stasis of the platform and the passenger capacity of the bus, in this paper, we
realize the optimization of the bus departure time interval. Moreover, we optimize the bus
station schedule by combining it with an analysis of the driving characteristics between the
bus stations.

The collection of traffic data is not the primary focus of this paper. Therefore, existing
methods were employed to gather multi-source traffic data, including intersection signal
control data, bus dwell, and travel data, as well as passenger station waiting, boarding, and
alighting data.

Figure 2 presents the research framework of this paper. As shown in Figure 2, the
hierarchical multi-objective optimization mainly includes a speed optimization layer and a
schedule optimization layer. The speed optimization layer selects the best bus guidance
speed in multi-objective and multi-constrained states; the schedule optimization layer is
mainly conducted through schedule adjustments to achieve a balance between passenger
travel demand and bus operation configuration.
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Figure 2. Research framework.

4. Optimization of Bus Speed

Figure 3 shows the schematic diagram of bus speed guidance. We can see that when
considering only the constraints of the bus passing through intersection 1 (without stopping
and arriving at platform 2 on time), both scheme 1 and scheme 2 can fulfill the requirements.
However, scheme 2 will pause at intersection 2 due to the influence of the dwell time at
platform 2, resulting in the bus being unable to arrive at platform 3 on time. Scheme 1 can
satisfy the requirements of arriving at both platform 2 and platform 3 on time. It shows that
the improvement in the bus punctuality service level should consider not only the scene
constraints between bus stations but also the speed guidance constraints from the perspective
of route optimization. To this end, this paper studies the optimal bus speed guidance strategy
from the perspective of route optimization. Moreover, tgs, tge is the green light start/end
time, T is the bus schedule arrival time, and Vmax is the max speed of the road section.

Figure 3. Schematic diagram of bus speed guidance.

Considering that the majority of existing scheduled operation plans are based on
minute intervals, this paper defines buses arriving within one minute of the scheduled
platform time as punctual. For instance, if the scheduled arrival time is 8:05, buses arriving
at the station between 8:05 and 8:06 are considered punctual.
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From analyzing Figure 3, it can be seen that the buses are mainly affected by bus dwell
time and signal timing. As a result, bus speed guidance can be achieved by considering the
analysis of bus dwell time and the current state of intersection signals. Since there have
been many research studies [27–30] conducted by scholars worldwide on the prediction of
bus dwell time, we adopted the research method outlined in reference [28] to obtain the
predicted value ti

pre of the bus dwell time of platform i.

4.1. Mathematical Description of Bus Operation

The main objective of this section is to obtain the corresponding state of the bus during
all stages of operation, which primarily includes the stages of bus dwell, road operation, and
intersection waiting.

When the bus leaves the i-th platform, the departure time can be defined as tis;
moreover, when the departure time is determined, the moment tia when the vehicle arrives
at the intersection is mainly affected by the speed of the off-station bus, so we can construct
a set V1i

c of vehicle speeds that satisfy vehicles passing through intersections without
stopping. Moreover, if V1i

c = ∅, it means that the bus needs to wait for a red light at the
intersection. At this time, the stopping–waiting time of the vehicle at the intersection is
tc
iwait = gi

start − tia.
Considering the requirement for the bus to arrive punctually, when the vehicle drives

away from the intersection, we need to determine a driving speed in front of the station
to ensure that the vehicle arrives on time. Thus, we can construct a set V2i

c of vehicle
speeds that satisfy vehicles arriving at the station on time. Moreover, if V2i

c = ∅, it
means that the bus cannot arrive on time. Therefore, the error of the arrival time is
∆ti

a = min(|Ti − tia|, |Ti + 60− tia|).
The bus station departure time is mainly determined by the dwell time at the bus

station and the arrival time of the bus, and we know that the bus arrival time is determined
by the state of the bus at the upstream intersection. The dwell time mainly includes the
predicted value ti

pre and the forecast error compensation value ∆ti
dwell so we can obtain the

mathematical description of the bus operation.

tia = t1a +
i−1
∑

j=1

[
f
(

v1j
c , v2j

c

)
+ tj

lost

]
ti
lost = ti

pre + ∆ti
dwell + tc

iwait

f
(

v1j
c , v2j

c

)
=

s1
j

v1j
c
+

s2
j

v2j
c

(1)

t1a is the arrival time of the bus at the first station, ti
lost is the dwell loss time of the

bus, s1
i , s2

i is the distance between the i-th intersection and the upstream and downstream
platform sections.

4.2. Multi-Objective Speed-Decision-Making Model

Optimizing a single objective does not guarantee an overall improvement in the level
of public transport services. To address this, this paper presents a hierarchical multi-
objective optimization model. The model includes the following objectives: achieving
the highest comprehensive punctuality rate for the bus lines as the first-level objective,
minimizing the intersection stopping rate as the second-level objective, and achieving the
most balanced distribution of guidance speed as the third-level objective.

First, this paper uses the error of the arrival time to analyze the punctuality of the
entire line; the discriminant function of punctual arrival can be determined as follows: M =

i
∑

x=1
mx

mi = |
⌈

∆ti
a

∆tmax

⌉
− 1|

(2)
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The number of punctual bus arrivals of the entire route is M, 0 ≤ M ≤ N, the number
of bus stations in the line is N, and Deltatmax is the historical maximum error. We use
the round-up function to obtain the punctual arrival state mi of the bus; if mi = 0, it is
non-punctual; if mi = 1, it is punctual.

The traditional bus punctuality index considers only whether the arrival time falls
within the specified constraint range, without considering the magnitude of the non-
punctual arrival error and its distribution state. As a result, it becomes challenging to
comprehensively evaluate and optimize bus punctuality control with accuracy. For this
reason, this paper selects the variance of the arrival error D(∆ta), the average value of the
arrival error ∆ta, and the proportion of the number of non-punctual arrivals (N −M)

/
N

as the index factors of the comprehensive punctuality rate and the sigmoid function is used
to normalize the three as follows:

σ1 = 2
[
sigmoid(D(∆ta))− 1

2

]
= 1−e−D(∆ta)

1+e−D(∆ta)

σ2 = 2
[
sigmoid

(
∆ta
)
− 1

2

]
= 1−e−∆ta

1+e−∆ta

σ3 = 1+e−1

1−e−1 × 1−e−(N−M)/N

1+e−(N−M)/N

(3)

σ1, σ2, σ3 ∈ [0, 1], when D(∆ta) = 0, σ1 = 0; when D(∆ta) = ∞, σ1 = 1; when ∆ta = 0,
σ2 = 0; when ∆ta = ∞, σ2 = 1; when M = N, σ3 = 0; when M = 0, σ3 = 1. Based on (4)
and (5), it can be observed that they correlate with V =

(
V1(i−1)

c , V2(i−1)
c

)
.

The optimization objective for the comprehensive punctuality rate of bus lines is
defined as (4). It is evident that there is a constraint that the guidance speed must satisfy at
this time: 

J1 = min(φ1σ1 + φ2σ2 + φ3σ3) = min(H(V))

δ1(V) = tia − Ti

0 ≤ δ1(V) ≤ 60

(4)

This article analyzes the bus stop times at intersections during the bus operation.
The stop times, denoted as K, are directly linked to the set of guidance speeds

(
V1i

c , V2i
c
)
.

Therefore, it is possible to establish a judgment model of the bus state in combination with
the execution state of the intersection signal control.

K = G
(

V1(i−1)
c , V2(i−1)

c

)
=

i
∑

j=1
k j

ki =
⌈

tc
iwait
Ci

⌉ (5)

We use the round-up function to obtain the bus stop state ki at the intersection; if
ki = 0, it means that there is no stop at the intersection; if ki = 1, it means a stop is required
at the intersection.

Therefore, we can determine the objective of minimizing the stop times at intersections
along the entire bus route, as well as the constraints that the guiding speed must meet:

J2 = min(K) = min(G(V))

δ2(V) = ti
ge − tia − ti

pre − ∆ti
dwell −

s1
i

V1i
c

0 ≤ δ2(V) ≤ gi

(6)

Each road section is associated with a specific guidance speed, and the guidance
speeds vary along the entire bus route. However, if there is a significant difference in
guidance speeds between road sections, it can lead to a poor driving experience or increase
the risk of traffic accidents. To ensure a balanced distribution of bus speeds, it is essential
to optimize and analyze the discrepancies in guidance speeds across each road section.



Sensors 2023, 23, 4552 9 of 18

We can determine the guide speeds of the route based on the above analysis; we obtain
the balanced distribution speed control scheme by the variance calculation.

J3 = min(D(V)) = min
(

D
(

V1(j−1)
c , V2(j−1)

c

))
(7)

4.3. Lagrange Multiplier Method for Speed Optimization

According to (4), (6) and (7), the solution to the optimal speed guidance is essentially
a multi-objective hierarchical optimization problem with inequality constraints. The first-
level objective is to achieve a comprehensive punctuality rate that ensures the bus arrives on
time. The second-level objective is to minimize stop times at intersections, optimizing the
overall bus operation service level while still meeting the requirement of timely arrivals at
stations. The third-level objective focuses on achieving a balance in guide speeds, reducing
speed discrepancies among road sections, and enhancing bus operation stability while
maintaining punctual arrivals and non-stop intersections. Combined with the research in
the literature [31–33], this paper adopts the Lagrangian multiplier method (Algorithm 1) to
solve the problem in a hierarchical manner.

Algorithm 1 Lagrangian multiplier method.
Input I: Guide speed of each section V
Output I: Optimization results Vf inal
1: According to (4), determine the first-level optimization goals and constraints:

J1 = min(H(V))
s.t.0 ≤ δ1(V) ≤ Ti

zhun
0 ≤ V ≤ Vmax

2: Determine the Lagrangian multiplier:

L1(V, λ1, λ2) = H(V) + λ1
[
δ1(V)− Ti

zhun + η1
2]

+λ2
[
V −Vmax + η2

2]
λ1, λ2 are Lagrange multipliers, and the new η1, η2 are relaxation variables. The purpose is
to change the inequality constraint into the equality constraint after relaxation; note that
η1, η2 ≥ 0.
3: Solve the speed combination VL1:

∂L1

∂V
= 0,

∂L1

∂λ1
= 0,

∂L1

∂λ2
= 0,

∂L1

∂η1
= 0,

∂L1

∂η2
= 0

4: According to (6) and (7), the third-level optimization goal can be regarded as a constraint
of the second-level optimization goal, so we can determine the second-level optimization
goal and constraints:  J2 = min(G(VL1))

J3 = min(D(VL1))
s.t.0 ≤ δ2(VL1) ≤ gi

5: Determine the Lagrangian multiplier:

L2(VL1, λ3) = G(VL1) + λ3D(VL1) + λ4

[
δ2(VL1)− gi + η3

2
]

λ3, λ4 are Lagrange multipliers, and the new η3 is relaxation variable. The purpose is
to change the inequality constraint into the equality constraint after relaxation, note that
η3 ≥ 0.
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Algorithm 1 Cont.
6: Solve the speed combination Vf inal :

∂L2

∂VL1
= 0,

∂L2

∂λ3
= 0,

∂L2

∂λ4
= 0,

∂L2

∂η3
= 0

end

5. Optimization of Bus Schedule

The setting of the bus schedule involves coordinating the balance of bus service levels
and bus operating costs [34,35]. Bus schedules not only affect the punctuality of bus arrivals
but also influence the passenger capacity of bus lines. Thus, it is crucial to set bus schedules
scientifically. However, existing bus operation schedules are often based on empirical
methods and involve subjective factors. This can lead to issues such as underutilized bus
capacity and empty runs caused by excessive departure frequency, as well as overcrowded
buses and platforms resulting from low departure frequency. These problems lead to
resource wastage and a decline in travel service levels. Therefore, this paper optimizes
bus operation schedules by considering the optimization of departure time intervals and
station schedules.

5.1. Bus Departure Intervals Optimization

The primary reason for the retention of passengers who are waiting at the platform
is the mismatch between the free load of the bus and the number of passengers who are
waiting. Considering that there is an upper limit of Qmax in the maximum passenger load
of the bus, the optimization of the passenger flow mainly depends on the analysis of the
number of people waiting. By setting a passenger flow detector at the bus station and using
1 min as the statistical interval, the number of passengers arriving at platform i is qi(t),
and the number of passengers waiting at the platform between the two bus stations can be
obtained as follows:

Qi
wait =

∫ tp

0
qi(t)dt (8)

ti
p is the departure time interval between the front and rear buses.

It can be found from (8) that the bus departure interval is the main factor affecting the
number of passengers waiting at the platform. Moreover, the number of passengers on the
bus Qi

bus can be obtained by analyzing the data on the vehicle’s loading and unloading on
the previous platforms. The bus’s maximum passenger capacity Qmax and the predicted
number of people departing at the next bus station can be combined to determine the bus
remaining capacity Qi

yu and the number of passengers that the vehicle can board at the next
platform qi+1

up . Moreover, if qi+1
up ≥ Qi+1

wait, it means that all passengers who are waiting Qi
wait

can embark. Otherwise, it means that the passengers who are waiting cannot all embark,
and some passengers will stay on the platform, i.e., Qi

zhi = Qi+1
wait − qi+1

up .
Thus, it can be seen that the route parameters of the buses at the N-th bus stations are:

Qzhi
(
tp
)
=

N
∑

i=1

[
max

(
0, Qi+1

wait − qi+1
up

)]
Qyu

(
tp
)
=

N
∑

i=1

[
Qmax −

(
i−1
∑

i=1
Qi

up −
i−1
∑

i=1
Qi

o f f

)] (9)

Therefore, from (9), we can see that the bus departure time interval is directly related to
the number of people retained on the platform and the free load of the bus line. Moreover,
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the ideal state is Qzhi = 0, Qyu = 0; therefore, the optimization function for the departure
interval can be constructed as:

Y1 = min
[
α1ζ1

(
tp
)
+ α2ζ2

(
tp
)]

ζ1
(
tp
)
= 2

[
sigmoid(Qzhi)− 1

2

]
= 1−e−Qzhi

1+e−Qzhi

ζ2
(
tp
)
=

Qyu
NQmax

(10)

α1, α2 are the weight coefficients. The optimal departure time interval can be obtained by
the genetic algorithm. Moreover, when Qzhi = 0, ζ1 = 0; when Qzhi = ∞, ζ1 = 1; when
Qyu = 0, ζ2 = 0; when Qzhi = NQmax, ζ2 = 1.

We use the genetic algorithm to obtain the optimal bus departure time interval, which
is introduced in Algorithm 2. It is important to note that in the actual application process,
based on the findings of reference [36], which indicates that premature convergence may
occur if the prominence of the population continues to increase or remains unchanged, we
added population entropy to judge whether there was premature convergence.

Algorithm 2 Genetic algorithm.
Input I: Qzhi, Qyu, α1, α2
Output I: Optimal target values Y1min, tpbest
1: α1, α2 need to be defined independently for optimization purposes, and Qzhi, Qyu can be
obtained from (9). Moreover, the parameter constraints are Qzhi ≥ 0, 0 ≤ Qyu ≤ Qmax
2: Determine the encoding method and use the real number encoding method.
3: Determine the individual evaluation method; the fitness function is (10).
4: Design a genetic operator, where the selection operation uses a proportional selection
operator, the crossover operation uses a single point crossover operator, and the mutation
operation uses a basic bit mutation operator.
5: Determine the operating parameters of genetic algorithm M = 180, population size
G = 100, iteration number Pe = 0.65, crossover probability, and mutation probability
Pm = 0.85.
end

5.2. Station Schedule Optimization

The travel time of the entire bus line is determined by the difference in the arrival time
between the first and last bus. According to (1), the travel time Ttra of the bus after speed
guidance optimization can be obtained:

Ttra =
i−1

∑
j=1

(
s1

j

v1j
c
+

s2
j

v2j
c
+ tj

pre + ∆ti
dwell + tc

jwait

)
(11)

From reference [33], we know there is a certain correlation between the bus dwell
time and the number of passengers on and off the bus. Therefore, with the decrease in the
number of people waiting for the bus, the bus parking time will be optimized to a certain
extent, i.e., the value of tj

pre + ∆ti
dwell . This reduction affects the speed guidance of bus

sections overall, even under the condition of punctual arrivals based on the original station
schedules. As a result, the traffic efficiency of buses is impacted. Therefore, it becomes
necessary to optimize the station schedule of bus lines.

In order to ensure that the overall bus line speed trend is stable, the average line speed
was selected to reflect the overall trend; the optimized average line speed should not be
lower than the speed before optimization. Therefore, its critical state can be determined to
be Vf inal = Vusual . Vusual , Vf inal are the line average speeds before and after optimization.
At this time, according to (12), it is evident that the adjustment amount of the station
schedule is influenced by two factors: the optimal amount ∆Tiρ

dwell of dwell time for each
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shift at each station and the optimal amount ∆Tiρ
wait of waiting time at each intersection;

thus, the specific value can be obtained according to the analysis of historical data, ∆Tiρ
dwell = tiρ

dwell(old) − tiρ
dwell(new)

∆Tiρ
wait = tcρ

iwait(old) − tcρ

iwait(new)

(12)

tiρ
dwell(old), tiρ

dwell(new)
are the average station dwell times before and after optimization

for the ρ shift of platform i, tcρ

iwait(old), tcρ

iwait(new)
are the average intersection times before

and after optimization for the ρ shift of platform i.
The station schedule is based on a minimum unit of measurement of minutes. Thus,

the station schedule time Tρ
i(new)

of the ρ shift of vehicles at platform i is adjusted to:


Tρ

i(new)
= Tρ

i(old) − ∆T

∆T =
∆Tiρ

dwell+∆Tiρ
wait

|∆Tiρ
dwell+∆Tiρ

wait |

⌊
|∆Tiρ

dwell+∆Tiρ
wait |

30

⌋
(13)

∆T is the adjustment amount of the schedule; when the value of |∆Tiρ
dwell + ∆Tiρ

wait|
is less than 30 s, the schedule will not be adjusted. If it is greater than 30 s and less than
60 s, the schedule will be adjusted by 1 min. If it is greater than 60 s and less than 90 s, the
schedule will be adjusted by 2 min, and so on.

6. Evaluation
6.1. Introduction of Testing Scenario

To test the effectiveness and practicality of the proposed method, an experimental site
was selected, namely the bus line in the north and south districts of a science city in Beijing.
This bus line has a total length of approximately 4.5 km and consists of 9 bus stations and
8 signal-controlled intersections. The distribution of these stations and intersections is
presented in Table 1.

Table 1. Distribution of platforms and intersections.

NO. Starting Point Terminal Distance (m)

1 Platform 1 Intersection 1 260
2 Intersection 1 Platform 2 207
3 Platform 2 Intersection 2 280
4 Intersection 2 Platform 3 195
5 Platform 3 Intersection 3 167
6 Intersection 3 Platform 4 230
7 Platform 4 Intersection 4 170
8 Intersection 4 Platform 5 837
9 Platform 5 Intersection 5 203
10 Intersection 5 Platform 6 236
11 Platform 6 Intersection 6 120
12 Intersection 6 Platform 7 355
13 Platform 7 Intersection 7 295
14 Intersection 7 Platform 8 168
15 Platform 8 Intersection 8 108
16 Intersection 8 Platform 9 678

The operation time of the bus line is from 6:30–19:00, which is divided into three
periods: morning peak (6:30–9:00), flat peak (9:00–16:30), and evening peak (16:30–19:00);
in the morning and evening peaks, the departure time interval is 15 min, in the flat peak,
the departure time interval is 30 min. Each platform is equipped with passenger flow
detection equipment to monitor the arrival of passengers at the platform in real time. Each
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intersection signal controller is equipped with a vehicle–road collaborative information
interaction device, which can realize the real-time interaction between the intersection
signal timing information and the vehicle driving status information.

The vehicles were equipped with card-swiping equipment, speed guidance equipment,
and communication devices. These technologies enable real-time interaction with the
control center and allow for the collection of passengers’ card data and GPS track data.
Moreover, the terminal could push the speed guidance information in real time, which
could better carry out the application and implementation of the method in this paper.
Moreover, a speed priority coordination-control system of dedicated bus lanes based on
passenger demand was developed. The control system structure is shown in Figure 4,
which displays the running statuses of bus vehicles in real-time, and provides a strategic
assessment and optimization of the speed guidance in a timely manner.

Figure 4. Control system structure.

6.2. Test Scheme Design

Using the bus departures from the north district to the south district as an example,
the departures in the morning peak period include 10 shifts (from the 1st shift to the 10th
shift); in the flat peak period, there are 15 shifts (from the 11th shift to the 25th shift); in
the evening peak period, there are 11 shifts (from the 26th shift to the 36th shift). The total
number of shifts in a day is 36. As illustrated in Figure 5, the bus departure time intervals
during the morning and evening peak periods are set at 15 min, while in the off-peak
period, the interval is extended to 30 min.

In the optimization process of the bus comprehensive punctuality rate, this paper
considers the three indicators of punctual arrival times, the balance of station arrivals, and
the mean error of station arrivals to be equally important. Therefore, the weighting factors
are set as φ1 = φ2 = φ3 = 1/3 in (4) is set. In the process of optimizing the bus departure
time interval, this paper assigns equal importance to the influence of station passenger
flow retention and bus line capacity. Therefore, the weighting factors α1 = α2 = 0.5 in
(10), combined with the maximum safe load of the bus vehicle (75 people), the maximum
passenger flow of Qmax = 75.
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Figure 5. Adjustment after station schedule optimization.

The duration of the test period is 90 working days, with the first 30 working days
serving as the baseline test for the state of the bus lines before optimization. The subsequent
30 working days involve testing the implementation of the speed guidance strategy under
the existing schedule state. The last 30 working days focus on testing the state of the bus
lines after the optimization of the bus line schedule.

6.3. Analysis of Test Results

Under stable demand and considering the average speed of the road sections, we
conducted an optimization of the bus operation schedule by analyzing the arrival and
retention of the platform passenger flow over a period of 60 working days. Figure 5 shows
that the station schedule was adjusted for multiple shifts throughout the entire day after
the optimization process.

By comparing the bus schedules before and after optimization, it can be observed that
the travel time during the morning and evening peak periods has reduced from 28 min
to 20 min after optimization. Similarly, the travel time during the flat peak period has
decreased from 20 min to 12 min. This indicates that the optimization of the timetable has
led to an improvement in the efficiency of bus operations. Additionally, the comparative
analysis of schedule optimization and route passenger flow retention is depicted in Figure 6.
It can be observed that the optimized departure time interval overcomes the limitations of
the original fixed-interval operation schedule, which struggled to accommodate dynamic
passenger ride demand. It can increase the departure frequency and reduce the departure
interval when the passenger flow demand is high, and appropriately reduce the departure
frequency and extend the departure interval when the passenger flow demand is low.
Based on an analysis of the bus operation data from 30 working days after the schedule
optimization, it was found that the optimization of the bus operation schedule further
reduced the passenger flow retention of the bus lines. This led to a 36.22% reduction in the
average passenger flow retention of the lines. Additionally, the passenger flow in each shift
tended to be stable, further enhancing the service level of bus supply and demand.

In order to quantitatively evaluate the control effect of the dedicated bus coordination-
control system at each station and road section in each time period, we collected information
on the arrival time, travel time, stop times, and bus carrying capacity at each station for each
shift. These data were collected under the demand of bus operation schedule optimization
and the control objective of punctual arrival. We conducted a quantitative analysis to
compare the effects of the method before and after implementation by comparing bus line
travel times, intersection stop times, punctual arrival rates, and other indicators.
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Figure 6. Comparative analysis of schedule optimization and route passenger flow retention.

There was a significant fluctuation in the average travel time of each shift before the
system optimization, as shown in Figure 7. The average error between the travel time of
each shift and the set travel time of the same period schedule was as high as 4.40 min. This
large error limited the improvement of the operation effect and efficiency. However, after
adopting the method of this paper, the average error between the set travel time and the
travel time of each shift was 0.08 min, which basically meets the schedule-setting time
requirement. After the schedule optimization, the morning and evening peak average
travel times were 20.45 min and 11.64 min, respectively, which improved by 27.63% and
61.29%, respectively, before schedule optimization; moreover, the efficiency of the line
traffic improved. At the same time, the stop times at the intersections of the line were also
optimized, decreasing from the previous 3.99 times per shift to 1.23 times per shift. This
represents a reduction of 40.81% and 60.93% compared to before the schedule optimization.
This optimization has significantly improved the operation status of the bus line and
enhanced the level of service.

Figure 7. Optimization effect analysis of travel time and stop times at intersections. In the graph, the
blue line represents the stop times, and the black line represents travel time.

The analysis results of the average arrival punctuality rate of each shift are shown
in Figure 8. It can be observed that the average arrival punctuality rate of each shift
after the speed-guided optimization has reached 83.32%, which can effectively meet the
demand for punctual operation control of buses. After the bus schedule optimization, the
average arrival punctuality rate of each shift has improved to 90.53%, thereby addressing
the low arrival punctuality rate of the original system and reducing the differences between
morning and evening peak hours and flat peak hours. Furthermore, after the speed
guidance, the average cumulative arrival error of lines in each bus shift decreased from
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58.21 s to 20.15 s, indicating a 65.38% improvement in optimization. This enhancement
significantly enhances the arrival punctuality service level of buses. With the optimization
and adjustment of the bus schedule, the indicator further decreases to 13.25 s, reducing the
waiting time of passengers on the platform and ensuring a higher level of punctual service
for buses.

Figure 8. Analysis of the average arrival punctuality rate of each shift.

7. Conclusions

In order to optimize punctuality and the supply–demand service level of dedicated
bus lanes, this paper proposes a hierarchical multi-objective optimization model with two
layers: speed optimization and schedule optimization. The speed optimization layer in-
volves mathematical modeling of bus operations, a multi-objective speed-decision-making
model, and the Lagrange multiplier method for speed optimization. The schedule op-
timization layer involves optimizing bus departure intervals and station schedules. By
optimizing these layers, the goals of operational reliability, comfort, and supply–demand
balance were achieved. Practical scenario tests show that the proposed method is effective
at improving punctuality and the supply–demand balances. This article presents a funda-
mental and comprehensive optimization framework to tackle the challenges of weak overall
effectiveness in arterial bus priority, considering multiple factors and constraints, and pro-
viding a theoretical innovative algorithm for public transportation control. The framework
guarantees the punctuality rate and passenger service level of buses and can be further
combined with signal priority strategies at intersections, vehicle-to-vehicle communication
technology, vehicle–road coordination technology, and collaborative scheduling among
vehicles in subsequent research and applications. Its universality ensures adaptability in
diverse scenarios and provides reliable support for scholars, managers, and policymakers.

Author Contributions: C.S. proposed the original idea, designed the study, performed the exper-
iments, and wrote the initial manuscript. F.Z. contributed to the refinement of the idea, designed
the experiments, and analyzed the results. X.L. created Figures 2 and 3, contributed to the related
work section, refined the experiment design, and assisted with the analysis and writing through
constructive discussions. Y.X. was involved in the theoretical analysis of the idea, algorithm design,
experiment setup, manuscript preparation discussions, and proofreading of the final manuscript. T.J.
contributed to the conception of the study and refined the writing and organization of the manuscript.
All authors have read and agreed to the published version of the manuscript.



Sensors 2023, 23, 4552 17 of 18

Funding: This work was supported in part by Ludong University Talent Project (20220024), the
National Key Research and Development Program of China (2021YFB1715700), the Development
Program of Guangdong Province (2020B0909050001), the CAS STS Dongguan Project (2020160020013),
and the R&D Program of Beijing Municipal Education Commission (KM202111417003).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Informed consent was obtained from all subjects involved in the study.

Data Availability Statement: The data that support the findings of this study are available from the
corresponding author, [Fenghua Zhu], upon reasonable request.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations
The following abbreviations are used in this manuscript:

TOD transit-oriented development
ATSP advanced transit signal priority
GPS global positioning system

References
1. Ibraeva, A.; Correia, G.H.d.; Silva, C.; Antunes, A.P. Transit-oriented development: A review of research achievements and

challenges. Transp. Res. Part A Policy Pract. 2020, 132, 110–130. [CrossRef]
2. Xi, J.H.; Zhu, F.H.; Ye, P.J.; Lv, Y.S.; Tang, H.N.; Wang, F.Y. Hierarchical Mixed Deep Reinforcement Learning to Balance Vehicle

Supply and Demand. IEEE Trans. Intell. Transp. Syst. 2022, 23, 21861–21872. [CrossRef]
3. Zhang, W.; Zhu, F.H.; Lv, Y.S.; Tan, C.; Liu, W.; Zhange, X.; Wang, F.Y. An adaptive graph learning algorithm for traffic prediction

based on spatiotemporal neural networks. Transp. Res. Part C Emerg. Technol. 2022, 139, 1–17. [CrossRef]
4. Zhu, F.H.; Lv, Y.S.; Chen, Y.Y.; Chen, S.C.; Wang, X.; Xiong, G.; Wang, F.Y. Parallel Transportation Systems: Toward IoT-Enabled

Smart Urban Traffic Control and Management. IEEE Trans. Intell. Transp. Syst. 2020, 21, 4063–4071. [CrossRef]
5. Islam, T.; Vu, H.L.; Hoang, N.H.; Cricenti, A. A linear bus rapid transit with transit signal priority formulation. Transp. Res. Part E

Logist. Transp. Rev. 2018, 114, 163–184. [CrossRef]
6. Qiao, W.X.; Wang, D. A Transit Signal Priority Optimizing Model Based on Reliability. J. Transp. Syst. Eng. Inf. Technol. 2017, 17,

54–59.
7. Truong, L.T.; Currie, G.; Wallace, M.; Gruyter, C.D.; An, K. Coordinated Transit Signal Priority Model Considering Stochastic Bus

Arrival Time. IEEE Trans. Intell. Transp. Syst. 2019, 20, 1269–1277. [CrossRef]
8. Li, J.L.; Liu, Y.G. Bus Priority Signal Control Considering Delays of Passengers and Pedestrians of Adjacent Intersections. J. Adv.

Transp. 2020, 2020, 3935795 . [CrossRef]
9. He, H.T.; Guler, S.I.; Menendez, M. Adaptive control algorithm to provide bus priority with a pre-signal. Transp. Res. Part C 2016,

64, 28–44. [CrossRef]
10. Liang, Y.; Wu, Z.; Li, J. Shockwave-based queue length estimation method for pre-signals for bus priority. J. Transp. Eng. Part A

Syst. 2018, 144, 150–162. [CrossRef]
11. Shu, S.J.; Zhao, J.; Han, Y. Novel Design Method for Bus Approach Lanes with Bus Guidance and Priority Controls for Prioritizing

Through and Left-Turn Buses. J. Adv. Transp. 2019, 2019 , 2327876. [CrossRef]
12. Chiara, C.; Fusco, G. A Simulation-Optimization Method for Signal Synchronization with Bus Priority and Driver Speed Advisory

to Connected Vehicles. Transp. Res. Procedia 2020, 45, 890–897.
13. Deng, Y.J.; Liu, X.H.; Hu, X.B. Reduce Bus Bunching with a Real-Time Speed Control Algorithm Considering Heterogeneous

Roadway Conditions and Intersection Delays. J. Transp. Eng. Part A Syst. 2020, 146, 1–14. [CrossRef]
14. Takashi, N. Effect of periodic inflow on speed-controlled shuttle bus. Phys. Stat. Mech. Its Appl. 2017, 469, 224–231.
15. Yan, H.; Liu, R.K. Bus Speed Control Strategy and Algorithm Based on Real-time Information. J. Transp. Syst. Eng. Inf. Technol.

2018, 18, 61–68.
16. Zhang, H.; Cui, H.; Shi, B. A Data-Driven Analysis for Operational Vehicle Performance of Public Transport Network. IEEE

Access 2019, 7, 96404–96413. [CrossRef]
17. Li, J.; Hu, J.; Zhang, Y. Optimal combinations and variable departure intervals for micro bus system. Tsinghua Sci. Technol. 2017,

22, 282–292. [CrossRef]
18. Gkiotsalitis, K.; Alesiani, F. Robust timetable optimization for bus lines subject to resource and regulatory constraints. Transp. Res.

Part Logist. Transp. Rev. 2019, 128, 30–51. [CrossRef]
19. Banerjee, D.; Smilowitz, K. Incorporating equity into the school bus scheduling problem. Transp. Res. Part Logist. Transp. Rev.

2019, 131, 228–246. [CrossRef]
20. Teng, J.; Chen, T. Integrated Approach to Vehicle Scheduling and Bus Timetabling for an Electric Bus Line. J. Transp. Eng. Part A

Syst. 2020, 146, 1–10. [CrossRef]

http://doi.org/10.1016/j.tra.2019.10.018
http://dx.doi.org/10.1109/TITS.2022.3191752
http://dx.doi.org/10.1016/j.trc.2022.103659
http://dx.doi.org/10.1109/TITS.2019.2934991
http://dx.doi.org/10.1016/j.tre.2018.03.009
http://dx.doi.org/10.1109/TITS.2018.2844199
http://dx.doi.org/10.1155/2020/3935795
http://dx.doi.org/10.1016/j.trc.2016.01.009
http://dx.doi.org/10.1061/JTEPBS.0000175
http://dx.doi.org/10.1155/2019/2327876
http://dx.doi.org/10.1061/JTEPBS.0000358
http://dx.doi.org/10.1109/ACCESS.2019.2930279
http://dx.doi.org/10.23919/TST.2017.7914200
http://dx.doi.org/10.1016/j.tre.2019.05.016
http://dx.doi.org/10.1016/j.tre.2019.08.006
http://dx.doi.org/10.1061/JTEPBS.0000306


Sensors 2023, 23, 4552 18 of 18

21. Liu, Z.C.; Wu, N.Q.; Qiao, Y.; Li, Z.W. Performance Evaluation of Public Bus Transportation by Using DEA Models and Shannon
Entropy: An Example from a Company in a Large City of China. IEEE/CAA J. Autom. Sin. 2021, 8, 779–795. [CrossRef]

22. Zhang, Y.; Cao, Z.Y. Optimization Model for Public Transport Timetable with the Time Weight of Transfer Station. J. Transp. Eng.
Inf. 2020, 18, 77–82+98.

23. Bie, Y.M.; Liu, Z.Y.; Wang, H.Q. Integrating Bus Priority and Pre-signal Method at Signalized Intersection: Algorithm Development
and Evaluation. J. Transp. Eng. Part A Syst. 2020, 146, 1–11. [CrossRef]

24. Khaled, S.; Ghanim, M. Evaluation of Transit Signal Priority Implementation for Bus Transit along a Major Arterial Using
Micro-simulation. Procedia Comput. Sci. 2018, 130, 82–89.

25. Shang, H.Y.; Huang, H.J.; Wu, W.X. Bus timetabling considering passenger satisfaction: An empirical study in Beijing. Comput.
Ind. Eng. 2019, 135, 1155–1166. [CrossRef]

26. Ma, H.G.; Li, X.; Yu, H.T. Single bus line timetable optimization with big data: A case study in Beijing. Inf. Sci. 2020, 536, 53–66.
[CrossRef]

27. Rashidi, S.; Ranjitkar, P. Bus Dwell Time Modeling Using Gene Expression Programming. Comput.-Aided Civ. Infrastruct. Eng.
2015, 30, 478–489. [CrossRef]

28. Csaba, C.; Zsolt, S. Method for analysis and prediction of dwell times at stops in local bus transportation. Transport 2017, 32,
302–313.

29. Liu, D.R.; Xu, Y.C.; Wei, Q.L.; Liu, X.L. Residential Energy Scheduling for Variable Weather Solar Energy Based on Adaptive
Dynamic Programming. IEEE/CAA J. Autom. Sin. 2018, 5, 36–46. [CrossRef]

30. Mahdavilayen, M.; Paquet, V.; He, Q. Using Microsimulation to Estimate Effects of Boarding Conditions on Bus Dwell Time and
Schedule Adherence for Passengers with Mobility Limitations. J. Transp. Eng. Part A Syst. 2020, 146. 1–15. [CrossRef]

31. Nie, J.W. Tight relaxations for polynomial optimization and Lagrange multiplier expressions. Math. Program. 2019, 178, 1–37.
[CrossRef]

32. Agrawal, N.; Kumar, A.; Bajaj, V. A New Design Approach for Nearly Linear Phase Stable IIR Filter using Fractional Derivative.
IEEE/CAA J. Autom. Sin. 2020, 7, 527–538. [CrossRef]

33. Choi, H.S.; Kim, J.G.; Doostan, A.; Park, K.C. Acceleration of uncertainty propagation through Lagrange multipliers in partitioned
stochastic method. Comput. Methods Appl. Mech. Eng. 2020, 362, 1–27.

34. Wu, W.T.; Liu, R.H.; Jin, W.Z. Stochastic bus schedule coordination considering demand assignment and rerouting of passengers.
Transp. Res. Part B 2019, 121, 275–303. [CrossRef]

35. Madhusudhanan, A.K.; Na, X.X. Effect of a Traffic Speed Based Cruise Control on an Electric Vehicle Performance and an Energy
Consumption Model of an Electric Vehicle. IEEE/CAA J. Autom. Sin. 2020, 7, 386–394. [CrossRef]

36. Deng, M.; Li, C.D. Dynamic Prediction Model of Bus Dwell Time under Different Station Conditions. J. Chongqing Jiaotong Univ.
(Nat. Sci.) 2019, 38, 105–109.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

http://dx.doi.org/10.1109/JAS.2020.1003405
http://dx.doi.org/10.1061/JTEPBS.0000360
http://dx.doi.org/10.1016/j.cie.2019.01.057
http://dx.doi.org/10.1016/j.ins.2020.03.108
http://dx.doi.org/10.1111/mice.12125
http://dx.doi.org/10.1109/JAS.2017.7510739
http://dx.doi.org/10.1061/JTEPBS.0000365
http://dx.doi.org/10.1007/s10107-018-1276-2
http://dx.doi.org/10.1109/JAS.2020.1003054
http://dx.doi.org/10.1016/j.trb.2019.01.010
http://dx.doi.org/10.1109/JAS.2020.1003030

	Introduction
	Literature Review 
	Transit Signal Priority
	Bus Speed Guidance
	Bus Schedule Optimization
	Summary

	Outline of Research Framework 
	Assumptions
	Research Framework

	Optimization of Bus Speed
	Mathematical Description of Bus Operation
	Multi-Objective Speed-Decision-Making Model
	Lagrange Multiplier Method for Speed Optimization

	Optimization of Bus Schedule 
	Bus Departure Intervals Optimization
	Station Schedule Optimization

	Evaluation
	Introduction of Testing Scenario
	Test Scheme Design
	Analysis of Test Results

	Conclusions 
	References

