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One of the prominent features of the Fourth Industrial Revolution—frequently referred to as Industry 4.0—is “[that it is based on] cyber-physical production systems [and] the merging of real and virtual worlds” [1]. Furthermore, the path to achieving Industry 4.0’s goals involves the creation and implementation of advanced automation technologies, which are connected to the design of control systems in a broader sense [2]. Consequently, the present Special Issue is devoted to intelligent control systems as part of the rapidly evolving landscape of Industry 4.0 towards the next iteration known as Industry 5.0. Moreover, this Special Issue places importance on an additional crucial component, namely, digital twins. The five-dimensional model for digital twins, as introduced in [3], includes the real and the virtual entity, data storage, connections between these components, and a service layer and has demonstrated its significant potential through successful implementation in various fields in the industry. For this reason, the digital twin framework can be argued to have a considerable impact on the progress of Industry 4.0’s global rollout.



In fact, the digital twin framework streamlines the process of designing and developing intelligent control systems. By utilizing the five-dimensional model, a virtual representation of a real-life system or process is created, which consists of two fundamental components: a mathematical model or description and a tangible visual representation. The necessity for a mathematical description of the system brings us back to the fundamental concept of control systems, while the visual representation, in the most ideal situation, can also be interacted with in a manner that closely resembles real-life interaction. From this perspective, the visualization becomes endowed with more features, leading to an immersive experience for the end user, who can also meaningfully interact with it and thus achieve the desired results.



The communication and data storage components of digital twins are important as well because they facilitate the synchronization of parameters between the real-life system and its virtual counterpart. This aspect can be considered as part of the Internet-of-Things (IoT) landscape, and therefore, it is an additional area of interest for the present Special Issue. Additionally, problems related to data processing and analysis are also of interest, as these processes underpin the digital twin technology. An evident fact is that the development of intelligent control systems typically depends on an approach that utilizes data, which is true for data-driven applications in the domain of computational intelligence in general.



Let us now consider some articles already published in the present issue tackling the topics outlined above in various ways.



An important Industry 4.0 related concept called Maintenance 4.0 has been addressed in [4]. The article provides a systematic literature review and meta-analysis of Maintenance 4.0 in different application areas by analyzing 214 recent papers and assessing publication trends. The authors also identify research gaps and challenges facing the development of Maintenance 4.0 technologies. The authors recommend future research to explore specific industrial sectors and investigate topics such as sustainable maintenance systems and new business models.



Explainable Artificial Intelligence (XAI) is another crucial topic in the scope of machine learning, computational intelligence, and Industry 4.0. One of the articles published in this Special Issue addresses a specific XAI-related problem in fault detection in air handling units [5]. The study proposes a framework that utilizes the SHAP method to explain the output of an XGBoost classifier for fault detection and diagnosis tasks. The framework improves the confidence of visual perception and fault diagnosis compared to the default explanations generated by SHAP and has been validated by actual HVAC engineers through a survey.



Meanwhile, in [6], the authors explored the challenge of facilitating technology transfer between academia and industry. They proposed a framework that enables the deployment of advanced control methods that have been validated in lab settings to real-life industrial processes. The effectiveness of the proposed solution is demonstrated through its successful application in a combined heat and power plant located in Tallinn, Estonia, where Model Predictive Control was used as the advanced control algorithm. The flexible framework can accommodate any other type of advanced control algorithm, depending on the specific industrial control problem.



In [7], the challenges of implementing computer vision solutions for vehicle detection and localization in an IoT environment were examined. The focus was on deploying convolutional neural networks on edge devices with limited resources and on overcoming the challenge of compressing NN models. The authors then proposed a method that allows one to choose the most efficient CNN model compression method. The approach was then successfully verified on datasets stemming from industrial partners of the project.



The authors of [8] also explored issues related to edge computing and computer vision. In their work, they proposed the use of a novel discrete atomic compression algorithm for compressing digital images. Compared to classical approaches, such as using the ZIP compression algorithm, this method provides multiple advantages and holds great promise for edge applications, including artificial intelligence and machine learning.



In [9], the authors presented an active control system to prevent malfunctions in gasket plate heat exchangers. A noteworthy aspect of their work is the validation of the proposed approach on a real-life test bench. This aligns with this Special Issue’s theme of technology transfer, as it brings the solution one step closer to actual implementation in an industrial setting. The article also addresses the theme of intelligent control.



Continuing with the theme of control systems for Industry 4.0, the authors of [10] use the performance portrait method (PPM) to design optimal and robust proportional–integral–derivative controllers with two degrees of freedom (2DoF PID) for a double-integrator plus dead-time (DIPDT) process model. The PPM is used to verify the pilot analytical design of the parallel 2DoF PID controller and to illustrate design efficiency by analyzing the effects of different loop parameters on changing the optimal processes iteratively. The article highlights the contributions of PPM as an intelligent method for controller tuning that mimics an expert with sufficient experience to select the most appropriate solution based on a database of known solutions.



The theme of control continues in [11]. The article is not directly associated with the central concepts of Industry 4.0. Nevertheless, its contents are linked to the corresponding problem stack concerned with developing and implementing advanced control algorithms for industrial applications. In the article, the authors propose a real-time feasible implementation of a high-order H2 regulator, based on an FPGA, to stabilize electron beam arrival time in linear accelerators. The proposed digital solution is shown to cover high repetition rates as used in the ELBE system with simulation and synthesis results, verified through a dedicated FPGA testbench.



The study [12] introduces the evolutionary field theorem of search agents and proposes the Evolutionary Field Optimization with Geometric Strategies (EFO-GS) algorithm to improve the quality evolutionary searches. The study also modifies the multiplicative neuron model to develop Power-Weighted Multiplicative (PWM) neural models, which can better represent polynomial nonlinearity and operate in different modes. The application of these techniques in an electronic nose application demonstrates the potential impact of using neuroevolutionary machine learning to fulfill the goals of Industry 4.0.



The published articles in this Special Issue are highly diverse, but all of them share a common theme, which is the problems related to Industry 4.0. These issues are addressed from the perspective of advanced modeling and control problems, digital twins, and other contemporary technologies. The contributions of these authors are incredibly valuable as they allow us to fully realize the objectives of the Fourth Industrial Revolution and how to pave the way towards the next one.






Funding


The work was partly supported by the Estonian Research Council through grant PRG658.




Conflicts of Interest


The author declares no conflict of interest.




References


	



Schlaepfer, R.C.; Koch, M. Industry 4.0: Challenges and Solutions for the Digital Transformation and Use of Exponential Technologies; Deloitte Report; Deloitte: Zurich, Switzerland, 2015. [Google Scholar]

	



Lamnabhi-Lagarrigue, F.; Annaswamy, A.; Engell, S.; Isaksson, A.; Khargonekar, P.; Murray, R.M.; Nijmeijer, H.; Samad, T.; Tilbury, D.; den Hof, P.V. Systems & Control for the future of humanity, research agenda: Current and future roles, impact and grand challenges. Annu. Rev. Control 2017, 43, 1–64. [Google Scholar] [CrossRef]

	



Tao, F.; Zhang, H.; Liu, A.; Nee, A.Y.C. Digital Twin in Industry: State-of-the-Art. IEEE Trans. Ind. Inform. 2019, 15, 2405–2415. [Google Scholar] [CrossRef]

	



Werbińska-Wojciechowska, S.; Winiarska, K. Maintenance Performance in the Age of Industry 4.0: A Bibliometric Performance Analysis and a Systematic Literature Review. Sensors 2023, 23, 1409. [Google Scholar] [CrossRef] [PubMed]

	



Meas, M.; Machlev, R.; Kose, A.; Tepljakov, A.; Loo, L.; Levron, Y.; Petlenkov, E.; Belikov, J. Explainability and Transparency of Classifiers for Air-Handling Unit Faults Using Explainable Artificial Intelligence (XAI). Sensors 2022, 22, 6338. [Google Scholar] [CrossRef] [PubMed]

	



Vansovits, V.; Petlenkov, E.; Tepljakov, A.; Vassiljeva, K.; Belikov, J. Bridging the Gap in Technology Transfer for Advanced Process Control with Industrial Applications. Sensors 2022, 22, 4149. [Google Scholar] [CrossRef] [PubMed]

	



Ademola, O.A.; Leier, M.; Petlenkov, E. Evaluation of Deep Neural Network Compression Methods for Edge Devices Using Weighted Score-Based Ranking Scheme. Sensors 2021, 21, 7529. [Google Scholar] [CrossRef]

	



Makarichev, V.; Lukin, V.; Illiashenko, O.; Kharchenko, V. Digital Image Representation by Atomic Functions: The Compression and Protection of Data for Edge Computing in IoT Systems. Sensors 2022, 22, 3751. [Google Scholar] [CrossRef]

	



Martins, T.; Spengler, A.W.; Oliveira, J.L.G.; de Paiva, K.V.; Seman, L.O. Active Control System to Prevent Malfunctioning Caused by the Pressure Difference in Gasket Plate Heat Exchangers Applied in the Oil and Gas Industry. Sensors 2022, 22, 4422. [Google Scholar] [CrossRef] [PubMed]

	



Huba, M.; Vrancic, D. Performance Portrait Method: An Intelligent PID Controller Design Based on a Database of Relevant Systems Behaviors. Sensors 2022, 22, 3753. [Google Scholar] [CrossRef] [PubMed]

	



Maalberg, A.; Kuntzsch, M.; Petlenkov, E. Real-Time Regulation of Beam-Based Feedback: Implementing an FPGA Solution for a Continuous Wave Linear Accelerator. Sensors 2022, 22, 6236. [Google Scholar] [CrossRef]

	



Alagoz, B.B.; Simsek, O.I.; Ari, D.; Tepljakov, A.; Petlenkov, E.; Alimohammadi, H. An Evolutionary Field Theorem: Evolutionary Field Optimization in Training of Power-Weighted Multiplicative Neurons for Nitrogen Oxides-Sensitive Electronic Nose Applications. Sensors 2022, 22, 3836. [Google Scholar] [CrossRef] [PubMed]





Short Biography of Author




	[image: Sensors 23 04036 i001]
	Aleksei Tepljakov received the Ph.D. degree in information and communication technology from the Tallinn University of Technology, in 2015. Since November 2021, he holds a Senior Research Scientist position at the Department of Computer Systems, School of Information Technologies, Tallinn University of Technology. His main research interests include the study of cyber-physical systems: fractional-order modeling and control of complex systems and developing efficient mathematical and 3D modeling methods for virtual and augmented reality for educational and industrial applications. He is a Senior Member of the IEEE with more than 10 years of service. He has been a member of the IEEE Control Systems Society, since 2012, and the Education Society, since 2018.














	
	
Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.











© 2023 by the author. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).






nav.xhtml


  sensors-23-04036


  
    		
      sensors-23-04036
    


  




  





media/file0.png





media/file1.png
h‘

2





