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Abstract

:

With wearable sensors, the acquisition of physiological signals has become affordable and feasible in everyday life. Specifically, Photoplethysmography (PPG), being a low-cost and highly portable technology, has attracted notable interest for measuring and diagnosing cardiac activity, one of the most important physiological and autonomic indicators. In addition to the technological development, several specific signal-processing algorithms have been designed to enable reliable detection of heartbeats and cope with the lower quality of the signals. In this study, we compare three heartbeat detection algorithms: Derivative-Based Detection (DBD), Recursive Combinatorial Optimization (RCO), and Multi-Scale Peak and Trough Detection (MSPTD). In particular, we considered signals from two datasets, namely, the PPG-DALIA dataset (N = 15) and the FANTASIA dataset (N = 20) which differ in terms of signal characteristics (sampling frequency and length) and type of acquisition devices (wearable and medical-grade). The comparison is performed both in terms of heartbeat detection performance and computational workload required to execute the algorithms. Finally, we explore the applicability of these algorithms on the cardiac component obtained from functional Near InfraRed Spectroscopy signals (fNIRS).The results indicate that, while the MSPTD algorithm achieves a higher F1 score in cases that involve body movements, such as cycling (MSPTD: Mean = 74.7, SD = 14.4; DBD: Mean = 54.4, SD = 21.0; DBD + RCO: Mean = 49.5, SD = 22.9) and walking up and down the stairs (MSPTD: Mean = 62.9, SD = 12.2; DBD: Mean = 50.5, SD = 11.9; DBD + RCO: Mean = 45.0, SD = 14.0), for all other activities the three algorithms perform similarly. In terms of computational complexity, the computation time of the MSPTD algorithm appears to grow exponentially with the signal sampling frequency, thus requiring longer computation times in the case of high-sampling frequency signals, where the usage of the DBD and RCO algorithms might be preferable. All three algorithms appear to be appropriate candidates for exploring the applicability of heartbeat detection on fNIRS data.
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1. Introduction


The diffusion of wearable devices (in short: “wearables”) enables the monitoring of physiological signals in numerous real-life contexts. While the reduced restriction of body movements that wearable technology allows is one key advantage, it also presents an issue regarding the quality of the signals, i.e., Motion Artifacts (MA).



The main sensing technology employed to measure cardiac activity with wearables is based on photoplethysmography (PPG) [1]. Signals collected by means of PPG to measure the cardiac activity are called Blood Volume Pulse (BVP) signals. To deal with MA, several algorithms and technical solutions have been designed (see for instance [2,3,4] for a review). However, due to the impulsive and time-dependent nature of body movements, MA removal presents a challenging task.



Alternative approaches rely on the rejection of signals with low-signal quality [3,5]. However, in addition to reducing the available data and applicability, these approaches additionally require ensuring the reliability of the rejection algorithms.



To compare the performance of the different algorithms, datasets have also been made available. For instance, the Wearable and Clinical Signals dataset [6] includes signals from wearables and medical-grade devices, PhysioNet [7] provides datasets of cardiac signals with annotated heartbeats, the PPG-DALIA dataset includes BVP signals collected with wearables during various daily activities [8].



Based on the PPG-DALIA dataset, Charlton and colleagues [9] performed an accurate comparison of the most used algorithms for heartbeat detection on BVP signals. Specifically, they evaluated the performance of the algorithms on eight different activities, acquired from 15 subjects. Among the 15 algorithms analyzed, the Multi-Scale Peak and Trough Detection (MSPTD) algorithm [10] demonstrated the best performance, together with the Adapted Onset Detector algorithms [11].



While the study provides a valuable reference for the state-of-the-art algorithms for heartbeat detection in BVP signals, there are some critical aspects that were not included and require additional investigation. First, the review did not consider two algorithms, the Derivative-based Beat Detection (DBD) and the Recursive Combinatorial Optimization (RCO). Another study that introduced the two algorithms [12] focused mainly on the description of the algorithms and the assessment of their validity for the extraction of Heart Rate Variability indicators, not on the comparison of the heartbeat detection performance with existing algorithms.



Second, the procedure adopted in the study of Charlton and colleagues [9] included a preliminary step to reject poor-quality signals, and an assessment of the heartbeat detection performance was based only on good-quality signals. This initial assessment was needed to provide an indication of the maximal performance that can be expected; however, it is also important to investigate the performance on real-life data, where compliance with high-quality standards is not always satisfied.



Third, once the validity of an algorithm has been established, it is important to also consider the technical aspects that can affect its usability and applicability, one of the most important factors being the computational complexity. Algorithms that involve intensive computational steps might be more appropriate for research applications, while real-life contexts, such as health monitoring or biofeedback, require algorithms with reduced computation times. Since the computational complexity depends on the cardinality of input data, an assessment of the computational complexity for signal-processing algorithms needs to include an investigation of the effects of the duration and sampling frequency of the signals.



In this paper, we aim at extending the review of Charlton and colleagues [9] by: (a) comparing the DBD and RCO algorithms with the MSPTD algorithm on signals of unknown quality, from wearable and medical-grade devices; and (b) assessing their computational complexity by quantifying the execution time with increasing sampling frequencies and signal duration.



Finally, we investigate the feasibility of heartbeat detection on functional Near InfraRed Spectroscopy (fNIRS) signals. The technology used for the acquisition of fNIRS signals to study the activation of cortical brain areas is similar to that employed in PPG sensors. Similar to PPG, two light sources (with two different wavelengths) are used to illuminate the scalp, and two detectors measure the amount of transmitted light. The measurements from the two wavelengths are then used to obtain the concentrations of oxygenated and deoxygenated hemoglobin, which are associated with brain activity [13]. Notably, when the fNIRS signals are of good quality [14], it is expected that an oscillatory component derived from blood pulses in the raw signal will be observed.



If isolated from the other signal components, this cardiac component can potentially be used to perform heartbeat detection and estimate the Heart Rate. Given that fNIRS and BVP signals are very similar, we apply the heartbeat detection algorithms designed on BVP signals to detect heartbeats and on fNIRS signals. Our aim is mainly to demonstrate the feasibility and readiness of the approach, and thus motivate future investigations and validation studies.




2. DBD, RCO, and MSPTD Algorithms


We briefly review the procedures of the DBD algorithm for the estimation of beat position in BVP signals and the RCO algorithm for error detection and correction. A detailed description can be found in the original paper presenting the two algorithms [12].



2.1. The DBD Algorithm


The DBD algorithm (Figure 1 and Figure 2) estimates the position of the percussion peak in BVP signals. The algorithm is regulated by the parameter   f max   which is the expected maximal heartbeat frequency. The value of   f max   can be empirically set (e.g., to 2 Hz, corresponding to 120 beats per minute), or it can be estimated from the signal’s frequency spectrum (see Figure 1A). In the latter case, the signal is first filtered with a band pass filter (low-frequency cut: 0.67 Hz; high-frequency cut: 8.0 Hz [9]), then the peak frequency of the power spectrum (  f  p e a k   ), which is expected to represent the average heart rate, is obtained. The value of   f  m a x    is then set to   1.5  f  p e a k    .



Since we analyzed signals obtained from adults and children of various ages, the value of   f  m a x    is estimated for each signal from the analysis of the frequency spectrum.



The first step of the DBD algorithm is the application of a band-pass filter (third-order digital Infinite Impulse Response Chebyshev filter, maximum passband ripple: 0.1 dB, minimum attenuation: 40 dB, low-frequency cut:   f  l o w   ; high-frequency cut:   f  h i g h   ); the filtered signal is used to identify the candidate location of the heart pulses, by peak detection (Figure 2B). For each peak instant (  t p  ), an interval is defined (  (  t p  −  t  p r e   ,  t p  +  t  p o s t    ), which is expected to include the percussion peak, associated with the heartbeat. The instant inside this interval where the signal derivative is minimum (ideally, it should be zero) is considered the heartbeat instant (Figure 2C). Finally, the Inter-beat Intervals (IBI) signal is computed as the sequence of time intervals between the identified heartbeat instants. All parameters of the DBD algorithm can be individually optimized, based on the experimental context and type of application. However, for the sake of simplicity, in this study we opted to link all parameter values to the   f  m a x    value previously computed:    f  l o w   = 0.5  f  m a x    ,    f  h i g h   = 1.5  f  m a x    ,    t  p r e   = 0.5 /  f  m a x    ,    t  p o s t   = 0.2 /  f  m a x    .




2.2. The RCO Algorithm


Noise and MA can affect the local quality of the BVP signal and, consequently, increase the number of detection errors. Among others, two notable errors can occur: (a) a false heartbeat is detected (i.e., false positive), and (b) a true heartbeat is not detected (i.e., false negative).



False positives might affect the possibility of correctly identifying the subsequent true heartbeat. In fact, the interval between the false heartbeat and the true heartbeat might be too short, and the correct heartbeat might be instead detected as an error. Conversely, false negatives cause longer IBI values that, again, could fall outside the acceptable range, and cause the correct heartbeats to be detected as errors.



The RCO algorithm (Figure 1 and Figure 3) addresses these issues and finds a combination of detected heartbeats that optimizes the variability of the IBI values.



The first step is the identification of heartbeat detection errors, using an Adaptive Error Detection Procedure (AEDP). This is achieved by searching for IBI values that are longer or shorter than the last k valid IBI values, given a target range that is computed on the same k valid IBI values. The size k is empirically set to 3. The target range is based on the median value of the k valid values (   I   B ^   I  k  ): [  0.75   I   B ^   I  k  , 1.25   I   B ^   I  k   ]. The AEDP is applied in both forward and backward directions.



Compared to global approaches to outlier detection (e.g., based on inter-quartiles range), the AEDP allows for adapting detection of the outliers to the local variability of the heart rate, which might change considerably depending on the performed activity.



During the AEDP, new candidate heartbeats are added when an IBI interval is detected as too long, thus indicating a possible missed detection. The candidate heartbeat is selected within the long IBI interval as the instant at which the BVP signal exhibits the highest value and its derivative has the lowest value (Figure 3B). Heartbeats that are identified as false positives in both runs are rejected and those that are detected as true positives in both runs are validated. The remaining beats detected from the backward run are paired with the nearest detected beats from the forward run. For each sequence of consecutive pairs, candidate optimal IBI sequences are composed by exhaustively combining heartbeats from the forward or backward direction. The combination with the lowest standard deviation of the IBI intervals is selected as the optimal combination and the new IBI values replace the original ones (Figure 3C).




2.3. The MSPTD Algorithm


The MSPTD algorithm [10] was originally developed to find peaks in intra-cranial pressure signals, based on the “automatic multiscale-based peak detection” [15]. The first step is the computation of the Local Maxima Scalogram (LMS). The LMS is an   N × S   matrix, where N is the number of samples in the signal and S is the number of scales, which elements   l  i j    are 1 if the i-th sample is greater than the   i − j  -th and   i + j  -th samples, and are 0 otherwise. Only the first d columns of the LMS matrix are used, where d is the scale with highest number of non zero elements. Peaks are then identified as the samples for which the number of non-zero elements (row-wise) is equal to d. The procedure is iterated on consecutive overlapping portions of the signal (length: 6 s, overlap: 20%).





3. Materials and Methods


The DBD and RCO algorithms have been applied to two datasets: (a) the PPG-DALIA dataset, on which an extensive comparison of existing beat detection algorithms has been performed [9]; and (b) the FANTASIA dataset [16], which provides annotated Blood Pressure signals collected with high-sampling frequency clinical devices. The performances of the DBD and RCO algorithms are compared to the performance of the MSPTD algorithm, which resulted in one of the top-performing algorithms on wearable BVP signals [9].



Subsequently, we focused on the FANTASIA dataset to investigate the role of signal length and sampling frequency on the computational workload of the DBD + RCO, and MSPTD algorithms.



Finally, we demonstrate the feasibility of a heart rate estimation from functional NearInfrared signals, by applying the DBD + RCO and MSPTD algorithms on signals that were processed to represent the cardiac component of fNIRS data.



3.1. Datasets


The PPG-DALIA dataset [8], is one of the most important benchmark datasets for heartbeat detection algorithms on BVP signals from wearable data. It includes BVP signals and annotated heartbeat instants from 15 subjects (mean age: 30.6 years) while performing 8 types of every-day activities: sitting, walking, cycling, walking up and down stairs, having lunch, driving, working (at a desk), and playing table tennis. The signals have different durations depending on the type of activity. The BVP signals were acquired with a wearable device (E4, Empatica) with a sampling frequency of 64 Hz. The annotation of the heartbeat instants is based on the Electrocardiogram (ECG) signal collected by a RespiBAN Professional (BiosignalsPLUX, 700 Hz). The signals of the PPG-DALIA dataset are expected to include MA, especially for higher dynamic activities (e.g., playing table tennis), which allows evaluating the robustness and reliability of the algorithms to MA. Contrary to a previous study on the PPG-DALIA dataset, we did not reject bad-quality signals, thus allowing for a more transparent evaluation of the algorithm’s performance in real-world scenarios.



The FANTASIA dataset [16] is one of the few publicly available datasets that contains Blood Pressure (BP) and ECG signals collected with a high-sampling frequency, and annotated heartbeat instants. It was downloaded from PhysioNet [7] and includes data from 20 subjects divided into two age groups: 10 young subjects (mean age: 27 yr) and 10 elderly (mean age = 74 yr). The signals were acquired using a sampling frequency of 250 Hz, while the subjects were relaxed and watching the movie “Fantasia”. In addition to a higher-sampling frequency, compared to the PPG-DALIA dataset, the signals of the FANTASIA dataset are longer and are expected to include less MA, given that the subjects were asked to avoid movement during the signal acquisition experiment. The signal quality is also expected to be better than the PPG-DALIA dataset, as the signals were acquired with a medical-grade device. No signal rejection was performed on the FANTASIA signals either. For the comparison between the DBD + RCO and the MSPTD algorithms, the signals from the FANTASIA dataset were downsampled to 64 Hz, via cubic spline interpolation, to equal the sampling frequency of the PPG-DALIA dataset.



A dataset of parent–child hyperscanning fNIRS data [17] was used to evaluate the feasibility of the heart rate estimation on fNIRS data. This dataset has been used to study the synchrony between parents and children during shared video watching and play [18,19,20,21]. It was selected among others because: (a) it includes subjects from two age groups: adults and children; and (b) it collects data during two experimental conditions: while the subjects were watching some videos (thus, few MA are expected), and while the subjects were playing (more MA expected). The fNIRS signals were acquired using a NIRSport device (7.81 Hz, NIRx Medical Technologies) and processed to obtain one signal for each subject, representing the cardiac component of the fNIRS signals (see Figure 4). Specifically, signals were upsampled to 64 Hz via cubic spline interpolation; then, for each sampling instant, the values from each channel (20 channels) and wavelength (2 wavelengths: 760 nm and 850 nm) were averaged. After this step, the obtained signal is considered a BVP signal; as such, the detection of heartbeats is performed as with the signals from the PPG-DALIA and the FANTASIA datasets.



Except for those described in the previous paragraphs, no other pre-processing step was performed on the signals prior to the application of the heartbeat detection algorithms.




3.2. Analysis


This study had three aims: (a) Comparing the performances of the DBD, DBD + RCO, and MSPTD algorithms; (b) evaluating the impact of the signal-sampling frequency and duration on the computational workload; and (c) demonstrating the feasibility of local heart rate estimation from fNIRS signals.



Similarly to what was performed in [9], the comparison of the heartbeat detection results with the different algorithms is based on the reference heartbeat annotations, starting from the count of correctly detected beats (true positives), erroneously detected beats (false positives), and missed detections (false negatives). First, we corrected the offset between the detected and reference heartbeats. The reference heartbeats are typically obtained from other signals than the BVP signal used for the heartbeat detection (e.g., from the ECG); thus, the heartbeat pattern on different signals (e.g., R-peak in ECG, percussion peak in the BVP) might occur with an offset caused by blood flow dynamics, anatomical distance, or technical settings (e.g., using different and independent acquisition systems). Since the detection of true and false positives is based on the temporal distance between reference and detected heartbeats, it is critical to estimate and correct the offset to avoid external factors influencing the evaluation of the algorithm performance. The offset is estimated by bootstrapping the cross-correlation between the detected and reference heartbeat series.



First, a 30 s interval is randomly selected and used to extract the two corresponding portions from the detected and reference heartbeat series. The IBI values of the two portions are computed and interpolated (cubic spline interpolation, 100 Hz), and the cross-correlation is obtained. Since the interpolation frequency was 100 Hz, the increment between the lags was 1/100 Hz = 0.01 s, thus the resolution to determine the lag was 0.01 s. The lag corresponding to the maximum cross-correlation value is considered the offset between the detected and reference heartbeats. The procedure is performed 5000 times, each time on a different, randomly selected, portion, thus obtaining a distribution of estimated offset values: the median of such distribution is obtained and used to correct the offset between the reference and detected heartbeat series. The correction of the offset is performed subject-wise and for each heartbeat detection algorithm.



We then paired each detected heartbeat to a heartbeat from the reference series. The pairing is considered valid when the distance between the detected and reference beat is below 150 ms. The number of successfully paired beats is the number of True Positives (TP); the number of unpaired detected beats is the number of False Positives (FP); and the number of unpaired reference beats is the number of False Negatives (FN). Finally, we computed the overall Sensitivity (   S e n s  = 100   T P   T P + F N    ), Positive Predictive Value (   P P V  = 100   T P   T P + F P    ), and F1 score (   F 1  =   2 ∗  P P V  ∗  S e n s     P P V  +  S e n s     ). A One-way Analysis of Variance (ANOVA) was performed on the F1 scores to assess whether the different algorithms achieve a statistically different performance. The ANOVA is performed for each session of the PPG-DALIA dataset and on the FANTASIA dataset; post hoc pair-wise t-tests were performed on significant results. The Bonferroni correction was applied to correct the statistical significance threshold for the multiple hypotheses; specifically, since we ran 9 different tests (8 sessions of the PPG-DALIA dataset and the FANTASIA dataset), the significance threshold for the one-way ANOVA was set to   α = 0.05 / 9 = 0.006  .



To evaluate the impact of the sampling frequency and signal duration on the computational workload of the different algorithms, we referred to the FANTASIA dataset only. To estimate the computational workload, we considered the wall time required to perform the different algorithms, specifically: the DBD, the RCO, and the MSPTD. The algorithms were applied on segments of signals with five different durations (10 s, 60 s, 300 s, 900 s, and 1800 s) and three different sampling frequencies (64 Hz, 128 Hz, 250 Hz). All segments started after the first 10 s of the signal.



For the feasibility study of a local heart rate estimation based on fNIRS signals, no annotated heartbeats were available to allow for an evaluation of the algorithm’s performance and an assessment based on qualitative indications. We report general statistics of the estimated heart rate series, with a comparison of the results from the DBD + RCO and MSPTD procedures. In addition, we apply the AEDP on the forward direction and report the number of detection errors.



All computations were performed on a Lenovo ThinkCentre workstation (CPU: AMD Ryzen 5 PRO 3400G; Memory: 16 GB; OS: Ubuntu 22.04.1 LTS; Python: 3.10.8), based on the pyphysio package [22].





4. Results


We compared the detection performance of the algorithms in terms of capability to detect the true heartbeats, computational workload, and its dependence on the sampling frequency and length of the signal. Finally, we considered the results of the application of the same algorithms on the cardiac component derived from fNIRS data.



4.1. Comparison of DBD, DBD + RCO, and MSPTD


We used the three algorithms considered in this study to detect heartbeats from two datasets: PPG-DALIA (signals collected with wearable devices, low-sampling frequency, and during different activities), and FANTASIA (signals collected with medical-grade devices, high-sampling frequency, resting state). We compared the results in terms of Sensitivity (Sens), Positive Predicted Value (PPV), and F1 score (F1). The performance on the PPG-DALIA and the FANTASIA datasets is reported in Figure 5 and Figure 6, respectively; Table (Table 1) reports the statistics of the F1 score on the PPG-DALIA (by activity) and FANTASIA datasets, for the different algorithms, and the results of the one-way ANOVA tests.



The results from the one-way ANOVA tests (Table 1) showed significant performance differences between the algorithms for the cycling (F(2, 39) = 6.38, p = 0.004), and the stairs (F(2, 33) = 6.16, p = 0.005) activities only. In both cases, the MSPTD algorithm achieved a statistically better performance than DBD (cycling: t(26) = 2.98, p = 0.006; stairs: t(22) = 2.51, p = 0.020) and DBD + RCO (cycling: t(26) = 3.48, p = 0.002; stairs: t(22) = 3.32, p = 0.003), while no statistical difference was found between DBD and DBD + RCO.



Considering the mean values of the performance scores on PPG-DALIA, we observe that the performances of the DBD and DBD + RCO are superior or equal to the performance of the MSPTD in low-dynamic activities (sitting and working). In all the other activities, although the three algorithms are comparable in terms of PPV (with slightly better performances for DBD or DBD + RCO), MSPTD is superior in terms of Sensitivity, resulting also in a higher F1 score. Results on FANTASIA, which include resting-state data, confirm the findings on PPG-DALIA: the performances of the three algorithms are comparable. Additionally, we note that compared to results from the sitting activity of the PPG-DALIA, the performance is much higher.




4.2. Computational Workload


Based on the FANTASIA dataset, we compared the computation time of the three algorithms with signals of different lengths and sampling frequencies, as a measure of the computational workload (Figure 7). Given a fixed sampling frequency, the computation times of all three algorithms are positively associated with the signal lengths. For instance, at a sampling frequency of 128 Hz, the computation times of DBD, RCO, and MSPTD increase by 16.5 ms/s, 0.6 ms/s, and 28.4 ms/s, respectively. Given a fixed signal length, only the computation time of the MSPTD appears to depend on the sampling frequency, with exponential growth. We also note a drop in the computation time for the RCO algorithm, from 64 Hz to 128 Hz, which is probably associated with a reduced number of beat detection errors.




4.3. Application to fNIRS Data


The three algorithms were applied on the cardiac component signals derived from fNIRS data. No ground truth was available, so a comparison in terms of performance, as done on the PPG-DALIA and FANTASIA datasets, was not feasible. However, we qualitatively compared the results in terms of ranges of the average IBI duration, and in terms of errors detected by the AEDP (Figure 8). Except for the play session for children, the IBI duration ranges were comparable across the three algorithms, and in the physiological range. According to the AEDP, the MSPTD algorithm produced fewer detection errors. Again, the number of errors is lower for the video session, which is expected to include less MA.





5. Discussion


In this paper, we analyzed three algorithms for heartbeat detection from BVP signals. In particular, we compared the DBD and the RCO algorithms with a state-of-the-art algorithm: the MSPTD algorithm. These DBD and RCO algorithms were designed to be mostly applied on signals from wearable devices [12]. Therefore, we evaluated them on the PPG-DALIA dataset [8], composed of signals acquired with wearable devices. Most importantly, this study builds on the work of Charlton and colleagues [9], who reviewed, compared, and assessed, the performance of the most adopted heartbeat detection algorithms for BVP signals. According to their study, the MSPTD algorithm achieved the highest performance on multiple datasets. By considering the MSPTD algorithm as the reference algorithm, we intended to compare the performances of the DBD and RCO algorithms with the state-of-the-art results in the field.



However, in this study we also considered poor-quality signals, and signals from a dataset that used medical-grade devices—the FANTASIA dataset [16]. Since signals from the FANTASIA dataset were collected with a higher-sampling frequency, we could also evaluate the computational workload required to run these algorithms, and its dependence on the length and sampling frequency of the signal.



The results indicate that the performances of the three algorithms are comparable when the signals are collected during activities with limited movements (e.g., sitting, working, resting), while the MSPTD is superior in the case of activities that include high-magnitude body movements (cycling and walking up and down stairs). The superiority is mainly due to better sensitivity.



The sitting session of the PPG-DALIA dataset and the FANTASIA dataset were both collected while subjects were in a resting state; however, we observed better performance scores on the FANTASIA dataset. We postulate that this is mainly due to the higher-quality signals collected by the medical-grade device used in the FANTASIA dataset, and to the fact that resting supine, compared to sitting, was probably more effective at limiting body movements. Instead, the higher-sampling frequency used for the FANTASIA dataset should not play any role, since the signals were downsampled to 64 Hz (sampling frequency of the PPG-DALIA dataset) before the beat detection procedure.



Notably, in our analyses, the performance obtained by the MSPTD on the PPG-DALIA dataset was lower than that reported in [9]. For instance, for the sitting activity, which resulted as the one with the best performance in both studies, Charlton and collegues reported a median F1 score of 95.1, while we found a mean score of 83.6. When the subject was playing table soccer (table activity), we reported a mean F1 score of 54.3, while Charlton and colleagues reported a median F1 score of 61.0, the worst performance across all activities. Since the implementation of the MSPTD algorithm was the same in both cases, we can conclude that this difference is mainly due to the fact that in our study we omitted the data selection step, where signals of low quality or the presence of severe MA are discarded. These results confirm the importance of extending the assessment of the heartbeat detection performance on signals collected in real-world contexts; while the findings of Charlton and colleagues provide a valuable indication of the maximal performance that can be expected, our results will be useful to researchers that work with real-life applications, where the actual quality of the input data cannot be controlled.



Furthermore, we considered the computational workload required by each algorithm, estimated in terms of computation time. While for all algorithms the computation time was positively associated with the signal duration, we observed a sensitive dependence on the sampling frequency only for the MSPTD algorithm. In particular, the computation time appeared to increase exponentially with the sampling frequency.



These results suggest that the use of the DBD and DBD + RCO algorithms could be more appropriate in clinical contexts, where the subjects are expected to avoid body movements and medical-grade devices with high-sampling frequency are used to collect the signals. However, the aim of the heartbeat detection task should also be considered: the DBD and DBD + RCO algorithms could perform better when a lower number of false heartbeats is required, at the expense of a higher number of missed heartbeats. While low-sampling frequency signals are more than appropriate for the estimation of the Heart Rate, which is typically reported in beats per minute, a higher-sampling frequency would be required for the analysis of Heart Rate Variability, where the IBI intervals should be quantified with a resolution of 1 ms.



Finally, we tested the feasibility of heartbeat detection on the cardiac component obtained from fNIRS data derived from a public fNIRS dataset [17]. This approach could enable the observation of heart rate variations across the experiment, in parallel with the quantification of brain activity. Additional research that includes a rigorous assessment of the reliability of such estimates is needed, also considering the low original sampling frequency (e.g., 7.81 Hz in the dataset used in this study). In our study, we did not validate the heartbeat detection algorithms by a comparison with ground truth information, which is needed to provide researchers with an indication of the reliability of the results. However, we demonstrated that with straightforward signal-processing steps, the cardiac component can be extracted from fNIRS data and used for a heartbeat detection procedure, similar to any other BVP signal.




6. Conclusions


In this study, we compare three algorithms for heartbeat detection: the MSPTD algorithm, which, according to an extensive review by Charlton and colleagues [9], is one the most accurate algorithm reported in the literature; and the DBD and RCO algorithms, that, although introduced in a previous study [12], have never been compared on benchmark datasets with other algorithms. The comparison was based on the PPG-DALIA dataset, which included signals collected via wearable devices while the subjects were performing nine different activities, and on the FANTASIA dataset, composed of signals collected using medical-grade devices while the subjects were resting supine.



Except for the activities in the PPG-DALIA that involved high-magnitude body movements (namely: cycling and walking up and down stairs), the three algorithms achieved a similar performance across different types of activities and devices used for the signal acquisition. This confirms that the DBD and RCO algorithms are capable of achieving a heartbeat detection performance in line with the MSPTD, one of the state-of-the-art algorithms. Contrary to the reference study, which focused on high-quality signals only [9], we avoided any preferential selection of signals based on signal quality. Consequently, the obtained performance scores were lower, but also closer to the performance that can be expected in real-life applications. Finally, we also considered the computational complexity of the algorithms and found that the computational time required by the MSPTD algorithm to operate grows exponentially with the sampling frequency of the signal. These findings extend those reported by Charlton and colleagues [9], providing additional indications that researchers should consider in the selection of the most appropriate algorithm for heartbeat detection on BVP signals.



Finally, we demonstrated that from a signal-processing perspective, the investigated heartbeat detection algorithms might be appropriate to process the cardiac component of fNIRS data and obtain a local indication of the heart rate. However, additional investigations are needed to ensure the approach is reliable and robust by comparing the results with a reference ground truth, a consideration that was not included in this study.







Author Contributions


Conceptualization, methodology, software, writing—original draft preparation, A.B.; writing—review and editing, A.B. and G.E.; supervision, G.E. All authors have read and agreed to the published version of the manuscript.




Funding


This research received no external funding.




Institutional Review Board Statement


Ethical review and approval were waived for this study due to use of publicly available human data.




Informed Consent Statement


Patient consent was collected at the origin by the creators of the used datasets.




Data Availability Statement


Publicly available datasets were analyzed in this study. This data can be found here: PPG-DALIA: https://archive.ics.uci.edu/ml/datasets/PPG-DaLiA, accessed on 21 March 2023; FANTASIA: https://physionet.org/content/fantasia/1.0.0/, accessed on 21 March 2023.




Conflicts of Interest


The authors declare no conflict of interest.




References


	



Girčys, R.; Kazanavičius, E.; Maskeliūnas, R.; Damaševičius, R.; Woźniak, M. Wearable system for real-time monitoring of hemodynamic parameters: Implementation and evaluation. Biomed. Signal Process. Control 2020, 59, 101873. [Google Scholar] [CrossRef]

	



Ram, R.M.; Madhav, K.V.; Krishna, E.H.; Komalla, N.R.; Sivani, K.; Reddy, K.A. ICA-based improved DTCWT technique for MA reduction in PPG signals with restored respiratory information. IEEE Trans. Instrum. Meas. 2013, 62, 2639–2651. [Google Scholar] [CrossRef]

	



Warren, K.M.; Harvey, J.R.; Chon, K.H.; Mendelson, Y. Improving Pulse Rate Measurements during Random Motion Using a Wearable Multichannel Reflectance Photoplethysmograph. Sensors 2016, 16, 342. [Google Scholar] [CrossRef] [PubMed]

	



Yadhuraj, S.; Harsha, H. Motion Artifact Reduction in Photoplethysmographic Signals: A Review. Int. J. Innov. Res. Dev. 2013, 2, 626–640. [Google Scholar]

	



Nemati, S.; Ghassemi, M.M.; Ambai, V.; Isakadze, N.; Levantsevych, O.; Shah, A.; Clifford, G.D. Monitoring and detecting atrial fibrillation using wearable technology. In Proceedings of the 2016 IEEE 38th Annual International Conference of the Engineering in Medicine and Biology Society, Orlando, FL, USA, 16–20 August 2016; pp. 3394–3397. [Google Scholar]

	



Bizzego, A.; Gabrieli, G.; Furlanello, C.; Esposito, G. Comparison of wearable and clinical devices for acquisition of peripheral nervous system signals. Sensors 2020, 20, 6778. [Google Scholar] [CrossRef] [PubMed]

	



Goldberger, A.L.; Amaral, L.A.; Glass, L.; Hausdorff, J.M.; Ivanov, P.C.; Mark, R.G.; Mietus, J.E.; Moody, G.B.; Peng, C.K.; Stanley, H.E. Physiobank, physiotoolkit, and physionet components of a new research resource for complex physiologic signals. Circulation 2000, 101, e215–e220. [Google Scholar] [CrossRef] [PubMed]

	



Reiss, A.; Indlekofer, I.; Schmidt, P.; Van Laerhoven, K. Deep PPG: Large-scale heart rate estimation with convolutional neural networks. Sensors 2019, 19, 3079. [Google Scholar] [CrossRef] [PubMed]

	



Charlton, P.H.; Kotzen, K.; Mejía-Mejía, E.; Aston, P.J.; Budidha, K.; Mant, J.; Pettit, C.; Behar, J.A.; Kyriacou, P.A. Detecting beats in the photoplethysmogram: Benchmarking open-source algorithms. Physiol. Meas. 2022, 43, 085007. [Google Scholar] [CrossRef] [PubMed]

	



Bishop, S.M.; Ercole, A. Multi-scale peak and trough detection optimised for periodic and quasi-periodic neuroscience data. In Proceedings of the Intracranial Pressure & Neuromonitoring XVI; Springer: Berlin/Heidelberg, Germany, 2018; pp. 189–195. [Google Scholar]

	



Vest, A.N.; Da Poian, G.; Li, Q.; Liu, C.; Nemati, S.; Shah, A.J.; Clifford, G.D. An open source benchmarked toolbox for cardiovascular waveform and interval analysis. Physiol. Meas. 2018, 39, 105004. [Google Scholar] [CrossRef] [PubMed]

	



Bizzego, A.; Furlanello, C. DBD-RCO: Derivative Based Detection and Reverse Combinatorial Optimization to improve heart beat detection for wearable devices. bioRxiv 2017. [Google Scholar] [CrossRef]

	



Pinti, P.; Tachtsidis, I.; Hamilton, A.; Hirsch, J.; Aichelburg, C.; Gilbert, S.; Burgess, P.W. The present and future use of functional near-infrared spectroscopy (fNIRS) for cognitive neuroscience. Ann. N. Y. Acad. Sci. 2020, 1464, 5–29. [Google Scholar] [CrossRef] [PubMed]

	



Pollonini, L.; Olds, C.; Abaya, H.; Bortfeld, H.; Beauchamp, M.S.; Oghalai, J.S. Auditory cortex activation to natural speech and simulated cochlear implant speech measured with functional near-infrared spectroscopy. Hear. Res. 2014, 309, 84–93. [Google Scholar] [CrossRef] [PubMed]

	



Scholkmann, F.; Boss, J.; Wolf, M. An efficient algorithm for automatic peak detection in noisy periodic and quasi-periodic signals. Algorithms 2012, 5, 588–603. [Google Scholar] [CrossRef]

	



Iyengar, N.; Peng, C.; Morin, R.; Goldberger, A.L.; Lipsitz, L.A. Age-related alterations in the fractal scaling of cardiac interbeat interval dynamics. Am. J. -Physiol.-Regul. Integr. Comp. Physiol. 1996, 271, R1078–R1084. [Google Scholar] [CrossRef] [PubMed]

	



Bizzego, A.; Gabrieli, G.; Azhari, A.; Lim, M.; Esposito, G. Dataset of parent-child hyperscanning functional near-infrared spectroscopy recordings. Sci. Data 2022, 9, 625. [Google Scholar] [CrossRef] [PubMed]

	



Azhari, A.; Bizzego, A.; Balagtas, J.P.M.; Leng, K.S.H.; Esposito, G. Asymmetric prefrontal cortex activation associated with mutual gaze of mothers and children during shared play. Symmetry 2022, 14, 998. [Google Scholar] [CrossRef]

	



Azhari, A.; Bizzego, A.; Esposito, G. Parent-Child Dyads with Greater Parenting Stress Exhibit Less Synchrony in Posterior Areas and More Synchrony in Frontal Areas of the Prefrontal Cortex During Shared Play. Soc. Neurosci. 2022. [Google Scholar] [CrossRef] [PubMed]

	



Durnford, J.R.; Balagtas, J.P.M.; Azhari, A.; Lim, M.; Gabrieli, G.; Bizzego, A.; Esposito, G. Presence of parent, gender and emotional valence influences preschoolers’ PFC processing of video stimuli. Early Child Dev. Care 2022, 192, 1020–1031. [Google Scholar] [CrossRef]

	



Bizzego, A.; Azhari, A.; Esposito, G. Assessing computational methods to quantify mother-child brain synchrony in naturalistic settings based on fNIRS signals. Neuroinformatics 2021, 20, 427–436. [Google Scholar] [CrossRef] [PubMed]

	



Bizzego, A.; Battisti, A.; Gabrieli, G.; Esposito, G.; Furlanello, C. pyphysio: A physiological signal processing library for data science approaches in physiology. SoftwareX 2019, 10, 100287. [Google Scholar] [CrossRef]








[image: Sensors 23 03668 g001 550] 





Figure 1. Schematic representation of the DBD and RCO algorithms. (A) Signal filtering to remove frequency components not associated with the cardiac activity; (B) DBD algorithm. The estimation of the cardiac frequency is optional and used in this study to automatically set the parameters of the DBD algorithm. First, the candidate instants of the heart pulses are estimated on a signal that was filtered to retain only the frequencies around the cardiac frequency. The identified pulse instants are used to center an observation window where the zero of the signal derivative is identified and selected as the heartbeat instant. (C) RCO algorithm. Heartbeat detection errors are identified by the Adaptive Error Detection Procedure. Potential missed detections instants (false negatives) are used to identify the target portion for the localized peak detection and obtain candidate heartbeat instants that were missed by the DBD algorithm. The procedure is executed in forward and backward directions. The optimal heartbeat instants are then computed by an exhaustive search for the optimal combination of detected beats from both directions. 
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Figure 2. Steps of the DBD algorithm; portion of BVP signal affected by motion artifacts. (A) Original BVP signal on which the DBD algorithm is applied; (B) Identification of the candidate pulses on the filtered BVP signal; (C) Identification of the zeros (or minima) on the derivative of the BVP signal; (D) Original BVP signal with the detected heartbeats. Note the effect of the motion artifacts on the heartbeat detection results. 
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Figure 3. Steps of the RCO algorithm; portion of BVP signal affected by motion artifacts. (A) Original BVP signal with the heartbeats detected by the DBD algorithm; (B) Results of the AEDP on the forward and backward direction to identify missed peaks and detection errors; (C) Results of the RCO with heartbeats selected by the combinatorial optimization of the candidate heartbeats from the AEDP. 
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Figure 4. Extraction of the cardiac component from fNIRS data. (A) 50 s segment of fNIRS signals for the 20 channels (blue: 760 mn wavelength; orange: 850 nm); (B) the obtained signal representing the cardiac component, resulting from the band-pass filtering (0.67–8.0 Hz). 
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Figure 5. Performances of the heartbeat detection algorithms on the PPG-DALIA dataset. 
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Figure 6. Performances of the heartbeat detection algorithms on the FANTASIA dataset. 
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Figure 7. Computation times of the heartbeat detection algorithms for increasing sampling frequency and duration of the signals. 






Figure 7. Computation times of the heartbeat detection algorithms for increasing sampling frequency and duration of the signals.



[image: Sensors 23 03668 g007]







[image: Sensors 23 03668 g008 550] 





Figure 8. Results of the application of the heartbeat detection algorithms on the cardiac component signal derived from fNIRS data. (Top) distribution of the average InterBeat Interval length; (Bottom) distribution of the number of detection errors. 
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Table 1. Statistics of the F1 score for the different activities of the PPG-DALIA dataset, and on the FANTASIA dataset, for the different algorithms, and results of the one-way ANOVA to test the performance differences between the algorithms (  α = 0.006  ).
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DBD

	
DBD + RCO

	
MSPTD

	




	

	
Mean (SD)

	
Mean (SD)

	
Mean (SD)

	
One-Way ANOVA






	
PPG-DALIA Session

	

	

	

	




	
sitting

	
89.7 (7.6)

	
89.6 (7.6)

	
83.6 (11.1)

	
F(2, 42) = 2.31; p = 0.112




	
walking

	
56.8 (16.2)

	
53.6 (18.9)

	
62.9 (12.1)

	
F(2, 36) = 1.15; p = 0.328




	
cycling

	
54.4 (21.0)

	
49.5 (22.9)

	
74.7 (14.4)

	
F(2, 39) = 6.38; p = 0.004




	
stairs

	
50.5 (11.9)

	
45.0 (14.0)

	
62.9 (12.2)

	
F(2, 33) = 6.16; p = 0.005




	
lunch

	
48.4 (14.0)

	
43.0 (15.8)

	
53.7 (10.9)

	
F(2, 33) = 1.85; p = 0.173




	
driving

	
67.4 (19.4)

	
65.5 (22.4)

	
67.0 (18.0)

	
F(2, 42) = 0.04; p = 0.962




	
working

	
69.7 (18.9)

	
70.6 (18.3)

	
64.0 (14.3)

	
F(2, 39) = 0.60; p = 0.553




	
table

	
41.4 (13.8)

	
37.5 (17.0)

	
54.3 (12.8)

	
F(2, 36) = 4.70; p = 0.015




	
FANTASIA

	
99.2 (1.3)

	
99.1 (1.5)

	
99.2 (1.3)

	
F(2, 57) = 0.09; p = 0.914
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