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Abstract

:

Industrial data scarcity is one of the largest factors holding back the widespread use of machine learning in manufacturing. To overcome this problem, the concept of transfer learning was developed and has received much attention in recent industrial research. This paper focuses on the problem of time series segmentation and presents the first in-depth research on transfer learning for deep learning-based time series segmentation on the industrial use case of end-of-line pump testing. In particular, we investigate whether the performance of deep learning models can be increased by pretraining the network with data from other domains. Three different scenarios are analyzed: source and target data being closely related, source and target data being distantly related, and source and target data being non-related. The results demonstrate that transfer learning can enhance the performance of time series segmentation models with respect to accuracy and training speed. The benefit can be most clearly seen in scenarios where source and training data are closely related and the number of target training data samples is lowest. However, in the scenario of non-related datasets, cases of negative transfer learning were observed as well. Thus, the research emphasizes the potential, but also the challenges, of industrial transfer learning.
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1. Introduction


1.1. Problem Statement


The ubiquity of sensor data in modern manufacturing is creating opportunities as well as challenges for manufacturers. Since both computer-aided engineering [1] and time series-based machine learning (ML) have shown significant advancements in recent years, an increasing number of manufacturers rely on ML-based solutions to create value out of sensor data. In particular, fields like predictive maintenance [2], condition monitoring [3], and anomaly detection [4] have achieved immense progress and have become well-known terms in the academic and industrial world.



A lesser-known research area is time series segmentation (TSS), which deals with splitting up a time series into distinct non-overlapping segments. In a manufacturing setting, TSS is usually based on multivariate time series data. TSS can be utilized to detect different operational states of production machines or to recognize human actions via tracking sensors. Multivariate time series data pose special challenges for algorithms. The most successful multivariate TSS approaches proposed in recent years are based on deep learning and use a supervised learning concept (e.g., [5]). In recent work, we analyzed a TSS use case in manufacturing and proposed a novel deep learning architecture [6]. The presented network was successful in splitting up the end-of-line testing cycle data of hydraulic pumps into different testing phases based on nine sensor channels. However, results were based on a sufficiently large training dataset that was available for each pump variant. In this paper, we build on this previous work and revisit the use case with the difference that we face training data scarcity.



The biggest drawback of deep learning models is their heavy dependency on the availability of data. In particular, in many industrial environments, the collection and labeling of required data is expensive and time consuming. In turn, there are many settings where only a limited amount of training data are available. This widespread issue of data scarcity led to the emergence of research fields that aim to find approaches able to cope with a small amount of training data. Examples of corresponding approaches include few-shot learning, data augmentation, and transfer learning (TL). The concept of TL is illustrated by Figure 1. TL denotes the process of utilizing the information created when solving a task in order to solve a similar but distinct task.



In the context of deep learning, TL describes the pretraining of the layers of a network by a source dataset before transferring the learned parameters to a different model, the target model. Subsequently, the target model is retrained by the target dataset, which often comprises a small number of training samples (finetuning). As a basic idea, the information that the model learned by solving the source problem might be helpful to boost the training process of the target problem. Especially for production plants, TL constitutes a promising approach, as a high number of different product variants and models with widely varying quantities may be manufactured on the same shop floor. In particular, the data from products manufactured in high quantities might provide interesting information for similar goods with less turnover. This idea was recognized by many manufacturers, triggering a high number of publications in recent years about the successful use of TL in industrial settings (see, for example, [7,8]). Particularly in deep learning-based TSS, however, TL has received limited attention compared to its high prevalence in other areas like image recognition or condition monitoring. There is close to no research on applying TL approaches to TSS settings and on analyzing what factors increase or limit the benefits of TL. One of the very few contributions covering the topic showed promising results when applying cross-domain TL to boost medical TSS, even though the scope of the analysis concerning TL is very limited [9]. In general, no authors have ever performed a study focusing on how TL can be used to boost the performance of deep learning TSS models.




1.2. Our Contribution


With the presented problem setting and identified research gap in mind, this paper provides the following contributions:




	
We analyze the benefits of using TL for TSS in an industrial setting. The paper provides one of the very first works to even tackle the problem of TL for TSS in general.



	
We systematically analyze how pretraining with three different source datasets with varying degrees of similarity to the target dataset affects the performance of the target model after finetuning.



	
We analyze to what degree the benefit of TL depends on the amount of available samples in the target dataset.



	
The use case analyzed in the paper deals with the segmentation of operational states within the end-of-line testing cycle of hydraulic pumps. This is an innovative application of time series-based deep learning for a practical manufacturing problem.








The remainder of the paper is structured as follows: Section 2 provides an overview of related works in the area of industrial transfer learning for time series data. In Section 3, the concept of TL, the datasets used, and the experimental designs are presented. Section 4 describes the obtained experimental results and discusses them, followed by a conclusion and outlook in Section 5.





2. Literature Research


Facilitated by the general breakthrough of deep learning in many domains, the related research field of TL has recently received much attention and has advanced significantly. Different surveys were published in recent years, providing a detailed overview of the state of the art. The most extensive one focuses on the general concept of TL over all domains, including experimental results on text categorization and object detection [10]. More recently, a systematic study was published that had focused on TL in the context of time series data, discovering that the publication frequency has sharply increased since the year 2019 [11]. The study presented in [12] provides a detailed summary of TL concepts, use cases, and trends in the context of industrial automation. Another field that is highly related to TL and recently garnered significant attention is domain adaptation [13,14]. In this paper, however, we deal with a setting that exceeds the scope of domain adaptation (see Section 3.1) and, therefore, we do not cover the various frameworks from the field. Instead, we limit ourselves to reviewing relevant contributions in two areas, namely time series-based TL and deep industrial TL. We clarify that our literature review does not cover recent contributions in the field of domain adaptation.



2.1. Transfer Learning for Time Series


The concept of TL has its origin in the area of image recognition. After showing promising results there, it found its way into time series-based ML. The research field is still relatively young, with most contributions being published after 2018. However, despite the novelty of the research field, time series-based TL has already been applied in various fields like manufacturing [15], finance [16], geoscience [17], mobility [18], and medicine [19]. Successfully solved tasks include time series imaging [20], anomaly detection [21], classification [22], and forecasting [23]. A seminal work applying TL to time series classification analyzed how the pretraining of a model with different source datasets affects the classification accuracy of the target task [24]. In total, the authors tested more than 85 source datasets for pretraining and discovered that the benefit of pretraining significantly varies with the used source dataset. While a high similarity between source dataset and target dataset tended to lead to performance improvement, pretraining with dissimilar datasets did not improve or worsen the classification accuracy. Another interesting contribution demonstrates the successful application of TL to both convolutional neural networks (CNN) and long short-term memory (LSTM) architectures when performing time series classification and time series predictions [25].



Almost none of the previous works in the TL field focused on the task of TSS. While TSS problems might be less prevalent in the everyday life of companies and researchers, they still deserve attention due to their importance for fields like human action recognition [26], sleep staging [5], and operational state detection [6]. One contribution had a first look at the topic [9] and successfully showed that feature extraction process of a TSS–CNN model can be improved when pretraining the model with a large, domain-independent source dataset. However, a broad analysis focusing on TL and a detailed discussion of the implications of the results were not performed.




2.2. Deep Industrial Transfer Learning


Deep industrial transfer learning describes the concept of using formerly gained information and knowledge through deep learning to facilitate the solution of industrial problems [27]. In industrial settings, it is often not feasible (or even not possible) to accumulate a sufficiently large amount of data required for traditional deep learning approaches. The reasons for the data scarcity include the variability and high customization of processes and products [28], data protection regulations, and the high cost of data collection, storage, and labeling [29]. Industrial environments are highly volatile and dynamic. Wear, reconfigurations, and process adaptations [28] often diminish the value of historical data, leading to only a limited amount of short-term data accurately representing the correct relationship between input data and label [30]. Therefore, approaches like TL that attempt to address the issue of data scarcity have gained increasing attention in recent years.



Ref. [15] compared different TL approaches for anomaly detection based on pump vibration data. In turn, ref. [31] used already outdated data for pretraining their network to boost the prediction accuracy compared to a cold-start network. Results were verified on two industrial datasets (solar, furnace). Another approach combined both few-shot learning and TL techniques to overcome the issue of a small training set in rotatory machine fault detection; [7,8] used a huge general-domain dataset to train the feature extractor of a CNN, before finetuning the classificator with the small target dataset to diagnose gear faults. Ref. [32] analyzed whether TL can help to identify bearing defects by transferring learned features across data of different working conditions. The authors could show that their proposed TL approach increases the effectiveness of vibration-based fault detection models. Staying in the area of vibration-based bearing fault detection, another contribution provided an analysis of how and to what extent discriminative information found in varying settings (different sensor locations or working loads) can be transferred between networks [33]. In turn, ref. [34] investigated online fault detection of pumps and motor bearings and achieved high accuracy by creating a transfer convolutional neural network compared to classic models. Finally, ref. [35] was able to show that the deep TL network created with a domain adaptation module outperformed other approaches in a piston pump fault detection use case.



To the best of our knowledge, no other works have investigated the application of TL strategies to a TSS problem within an industrial setting. Almost all TL contributions from the time series domain focus on the tasks of forecasting, anomaly detection, and classification. There is a lack of research on TL strategies for TSS in general, and even more so for TSS use cases in industrial settings. The pump testing dataset we use in this paper was published in the context of one of our previous works [6]. In that work, the dataset was used for TSS experiments in which the availability of a sufficient amount of training data was ensured. In this paper, however, we deal with data scarcity and investigate whether TL can help to facilitate the learning of the model when few training samples are available. Therefore, we are the first to provide detailed results about the factors and conditions (sample size, source dataset, layer freezing) that determine the benefit of TL in the context of TSS. Potential explanations for why certain conditions favor TL are discussed as well. Our findings extend previous research about time series-based TL and provide insightful implications for practical industrial use cases.





3. Experimental Design and Data


3.1. Transfer Learning Formalization


The idea of TL fundamentally differs from the traditional ML idea. Traditional ML approaches are isolation-based, meaning that they rely on an isolated dataset for the training of a distinct model in order to solve a single task. Usually, the models lack the ability to generalize well across different tasks or data. In turn, transfer learning allows for incorporating previously learned knowledge from other tasks in order to avoid some of the common ML drawbacks. Usually, the transferable knowledge is more valuable if the domains of the different models are related. While TL is a broad field with a number of different approaches and concepts, this paper focuses on a specific TL setting in which both the source domain and the target domain have labeled data and the transfer consists of pretraining a model with a source dataset (see Figure 2).



In our work, we reuse the formalization introduced by [36]. In general, an ML problem comprises two components, the domain and the task. A domain is formed by two elements, i.e., the feature space X and the probability distribution   P ( X )  . We denote a specific domain D as   D = ( X , P ( X ) )  . A task comprises two elements, namely the label space Y and the prediction function   f ( x )   that is used to predict the label of a given instance x. The prediction function is learned by training the model via corresponding pairs of    x i  ∈ X   and    y i  ∈ Y  . Moreover, function   f ( x )   can be also interpreted as conditional probability distribution   P (  Y | X  )  . Therefore, a specific task is denoted as   T = ( Y , P ( Y | X ) )   or   T = ( Y , f ( x ) )  .



With these definitions, transfer learning can be formalized: Assume that we have a source domain   D s  , a source task  T s  , a target domain  D t  , and a target task   T t  . TL aims to enhance finding the most accurate target model  f ( x )   in   T t   by incorporating the information in   D s   and   T s   with either    D s  ≠  D t   , or    T s  ≠  T t   , or both. One subcategory of TL is domain adaptation, which is applicable for scenarios in which only the probability distributions   P ( X )   of   D s   and   D t   differ, while   T s   and   T t   are the same [37]. However, the experimental design of our paper does not include any setting in which source task   T s   and target task   T t   are equivalent. In turn, domain adaptation frameworks are not considered further.



The TL approach used in this paper is illustrated in Figure 2. It contains 5 steps:




	
Step 1 (Architecture Selection): An untrained network architecture is selected, whose hidden layer structure is assumed to solve both the source task and the target task. The input and output layers are chosen to fit the source task and source domain.



	
Step 2 (Pretraining): The network is trained with the source domain dataset on the source task. Usually, the source dataset is expected to contain a high number of samples to make the training effective.



	
Step 3 (Domain Adjustment): The pretrained network is adjusted to the target domain and target task, whereas the knowledge found in its hidden layers is preserved. To achieve this, only the input and output layers are replaced by untrained layers adapting the network to the target task and target domain.



	
Step 4 (Layer Freezing): Depending on the TL strategy, some or all hidden layers can be frozen before training for the target task. The parameters of a frozen layer are not updated in future training processes, which ensures that the knowledge learned during source domain training is preserved. As a drawback, the adaptation ability of the target domain data is limited.



	
Step 5 (Finetuning): The network is retrained on the target task with the target domain dataset. Usually, the target dataset has only a limited number of instances. The resulting model includes information from both the source domain and the target domain.








The potential advantages of TL are illustrated by Figure 3. First, we obtain a better starting point for the model training compared to a cold start. This can be observed most often when source domain and target domain are heavily related and part of the learned knowledge is directly applicable to the target task. Second, a higher slope (faster learning process) can be achieved as the result of pretraining the hidden layers. By pretraining, parameters are often set in a generally functional way and just have to be finetuned for the new task. The most important advantage for industrial use cases is the higher asymptote, meaning a higher accuracy of the final model. This can often be observed in cases where the target dataset is very small and a part of the missing information in the target dataset can be filled by knowledge learned during the source domain training. We will observe which of the three benefits can be found in the different experimental settings we describe.



In this paper, we aim to analyze how pretraining with different source datasets affects the performance of the target model. To enable a high comparability, the selected target dataset and target task stay constant across all experiments. We define three different settings:




	
Setting 1:  Target domain and source domain share the same feature space X, and target task and source task share the same label space Y. However, the domains differ in terms of probability distribution   P ( X )   of the feature space, while the tasks differ in the feature–label relationship (conditional probability   P (  Y | X  )  ).



	
Setting 2: In addition to non-identical probability distributions   P ( X )   and non-identical conditional probabilities   P (  Y | X  )  , the label space Y of the source task and the target task differs as well. Only the feature space X of both domains is identical in this setting.



	
Setting 3: All four elements (feature space X, label space Y, feature probability distribution   P ( X )  , and conditional probability   P (  Y | X  )  ) differ between source domain and target domain as well as source task and target task.









3.2. Overview of Used Datasets


In the experiments, two datasets from two different domains were used, namely (1) the Hydraulic Pump End-of-Line dataset (HPEoL) and (2) the Opportunity dataset.



	(1) 

	
Hydraulic Pump End-of-Line Dataset







The Hydraulic Pump End-of-Line dataset collection was published recently. End-of-line testing is a type of manufacturing quality assurance process that is conducted at the end of the production line. It is used to ensure that the product meets the required specifications and that it is free from defects. In hydraulic pump testing, end-of-line testing usually consists of mounting the pump at a test bench and forcing it through a predefined testing cycle to check its function. The HPEoL dataset contains the end-of-line testing cycle data of around 198 hydraulic pumps measured by hydraulic and mechanical sensors on a hydraulic test bench. The dataset includes the testing cycle data of three different hydraulic pump types:




	
Direct control pumps (DC): 120 instances distributed over three versions (V35, V36, V38) differing in size and technical specifications with 40 instances each.



	
Speed-based (mechanical) control pumps (SC): 38 instances



	
Proportional control pumps (PC): 40 instances








For all control types, each sample corresponds to a multivariate time series with nine sensors representing the testing cycle of one specific pump. All 198 time series are multi-phased, meaning that each sample can be segmented into different segments representing the different testing phases of the testing cycle. While all phases of the testing cycle have to be completed for each pump, variations in the order of the phases and repetitions of phases are common. The data were collected with a frequency of 100 Hz. One testing cycle lasts between 3 and 7 min. Each time stamp has a integer-encoded state label representing the current testing phase of the pump at the time the sensor measures were taken. Supervised time series segmentation aims now to identify the different testing phases within the testing cycle by assigning state labels to all time stamps. Note that the testing cycles of the three different pump control types vary heavily (different label space Y), while the phases of different pump versions within a control type are very similar and only differ in the exact specification of a testing phase (identical label space Y, different conditional probabilities   P (  Y | X  )  ). The number of different state labels for DC-types corresponds to 44, of PC-types to 43, and of SC-types to 44. Figure 4 depicts a hydraulic test bench.



	(2) 

	
Opportunity Dataset







The Opportunity dataset was published to examine and compare human activity recognition algorithms, including TSS. It includes sequences created by tracking a number of human subjects via body-worn, object-attached, and ambient sensors (like accelerometers or location sensors). The sequences are annotated by activity labels. It is a popular and widely used dataset in the literature (e.g., [26,38]) that has often been used for benchmarking time series-based approaches. The dataset can be structured into two parts, i.e., the ADL (Activities of Daily Life) section and the Drill section. The ADL section just follows the subjects accomplishing daily life activities (including relaxing and eating) and, in turn, often has longer time periods without a change in the activity label. In the Drill section, however, the subjects were told to perform several short activities (e.g., open doors) without any breaks in between. The activity labels, therefore, are rapidly changing, resulting in a setting that is more similar to the HPEoL dataset, in which many label switches are present within a short period of time. Figure 5 shows the location of different sensors during the data collection process.




3.3. Model Architecture


All source tasks and target tasks investigated in this paper belong to the category of supervised TSS tasks. More precisely, we target to find and train a deep learning model to enable it to predict the state labels for all timestamps of a multivariate time series. This is called dense labeling. The network architecture we use to analyze the impact of TL in this work is called PrecTime. The PrecTime architecture was introduced in 2022 in one of our previous works [6]. It is designed for multivariate TSS and was already successfully applied to the HPEoL dataset and Opportunity dataset in isolation. As the output of the network is a sequence of state label predictions (one per time stamp), it is considered a sequence-to-sequence model. The conceptual backbone of the network is illustrated in Figure 6. PrecTime is a time window-based architecture consisting of three modules, i.e., a CNN-based intra-window feature extractor, an LSTM-based inter-window context detection, and a CNN-based intra-window prediction refinement model. The concrete details about the architecture, implementation, loss functions, and hyperparameters are described in [6]. They were reused in this paper.




3.4. Experimental Setup


The experimental setup consists of three settings with varying source datasets (see Figure 7). The source datasets were chosen in a way that three varying degrees of similarity between the source dataset and the target dataset are represented in the settings. The target domains and target tasks are kept constant over all experiments to enable direct comparability. In each setting, PrecTime is newly pretrained by the source dataset before being finetuned by the target dataset. As the amount of samples used for training might seem very low for deep learning, it has to be noted that in our TSS use case, each sample consists of several thousand labeled datapoints (one label per time stamp). Thus, a far lower number of samples is required to achieve good results compared to other deep learning tasks. The three settings are explained in detail in the following section.



	
Setting 1 (Same-Asset Pretraining): Source data closely related to target data






In the first setting, both source datasets and target datasets are taken from the HPEoL dataset. For the experiment, all three subsets belonging to the DC pump type are selected, with each of the subsets representing the 40 samples of a distinct DC-pump version (V35,V36,V38). The technical design of the three pump versions differs only slightly. In turn, the testing cycles of the three pumps are very similar as well. Only detailed specifications of certain testing phases may vary. Based on the high similarity, we call this setting same-asset pretraining. Using the formalization introduced in Section 3.1, we have a setting where the feature space X and label space Y of source data and target data are identical, while the probability distribution   P ( X )   and conditional probabilities   P (  Y | X  )   slightly differ. In the experiments, each pump version (V35,V36,V38) is used once as the target dataset, while the data of the remaining two versions are merged to become the combined source dataset. For each of these three scenarios, we perform various experimental runs, in which we limit the sample number in the target training set to 1, 3, 5, and 10. This allows us to investigate how the number of samples in the target training dataset affects the benefit of pretraining considering training speed and accuracy. Furthermore, two layer freezing approaches are compared. In the first approach, all layers except the output layer were frozen (TL-fr). In the second approach, all layers were set as trainable (TL-tr). A non-pretrained model that was trained only by the target dataset is defined as the baseline (BL1). Additionally, as the feature space X and label space Y are identical, an additional baseline can be created by evaluating the model performance when merging the data of all three pump versions into one big training set (BL2). Note that this additional baseline is only available in Setting 1, as it requires equivalence of feature space and label space.



	
Setting 2 (Cross-Asset Pretraining): Source data distantly related to target data






As in Setting 1, all source datasets and target datasets are subsets of the HPEoL dataset. However, in this case, all three pump types (DC, SC, and PC) are considered. Each of the three DC pump versions (V35,V36,V38) is used as the target data, while both the SC pump subset and the PC pump subset are distinctly used as source data. The testing cycles of the different control types (DC, SC, and PC) differ heavily. However, the used test benches and sensors are identical across all types. Therefore, we have still have an identical feature space X across source data and target data in this setting. We limit the target domain training data to three instances to make the impact of TL strongly visible. The TL is performed with all layers unfrozen. A non-pretrained model is set as the baseline (BL1).



	
Setting 3 (Cross-Domain Pretraining): Source data non-related to target data






In Setting 3, it is explored whether pretraining with a non-related source dataset can boost the accuracy of the target task. As in Settings 1 and 2, the three DC pump versions are distinctly chosen as target sets. In this case, however, the pretraining is not done by HPEoL subsets, but by the Opportunity dataset (Section 3.1). The Opportunity dataset contains sensor location and movement data of human subjects and therefore covers a completely different domain compared to pump testing. As in setting two, the target domain training data are limited to three instances, and the TL is performed with all layers unfrozen. Again, the non-pretrained model BL1 is set as the baseline.




3.5. Implementation Details


The networks were trained on an NVIDIA Tesla K80 with 6 cores, 56 GB RAM, and 380 GB disk storage in the Microsoft Azure cloud. The implementation was done with Python, mainly utilizing the Tensorflow and Keras packages. For the pretraining, all available samples found in the selected source dataset were used. The target dataset was split into a training set and a validation set. The size of the target training dataset was set to a predefined limited size in each Setting (see Section 4.3). The training sample size in Setting 1 was varied in different experimental runs (1, 3, 5, 10), while the training sample size in Settings 2 and 3 was kept constant as 3. To achieve comparability, the target validation set was kept constant across all settings. It was defined to include 20 samples from the target dataset. The evaluation of the model performance was done by tracking the progress of the validation accuracy for 100 epochs. The accuracy was calculated by dividing the number of time stamps that were correctly labeled by the mode by the total number of time stamps. In pretraining, the batch size was defined as 20, while during finetuning, it was set equal to the number of training samples. Cross-entropy was chosen as the loss function to be optimized during the training process. The window size was defined to be 100 in all experiments. The preprocessing included using zero-padding to bring all instances to a fixed length (45,000 for HPEoL, 60,000 for opportunity). For the Opportunity dataset only the drill-section data were used as samples, and 113 sensors were selected as is the common practice in the literature [26]. Missing sensor values were interpolated.





4. Results and Discussion


The following section gives detailed insight into the experimental results and also discusses them.



4.1. Results for Setting 1: Same-Asset Pretraining


Table 1 provides an overview of the achieved validation accuracies in Setting 1. It can be clearly seen that the TL-fr approach (hidden layers set frozen) showed a very weak performance. Thus, the approach seems to be the wrong one for the use case of supervised TSS. In turn, we focus our analysis on TL-tr (all layers unfrozen), which showed a very strong performance in comparison. Pretraining with the source dataset from the same asset type increased the final accuracy of the network in all experiments. A clear negative correlation between the amount of available target data and the benefit of TL can be observed, meaning TL shows its greatest potential when facing target data scarcity. While the exact numbers differ in detail, the observations are consistent across all three DC pump versions. When having a target training set of size one, the accuracy difference between the unfrozen TL-tr approach and the isolated training baseline (BL1) ranged from 10% for the V38 pump to 34% for the V35 pump. On the contrary, in the experimental runs using the highest number of target training samples (10), the performance boost decreased to around 2–3%, which is helpful but far less significant. Interestingly, no clear conclusion could be drawn about the benefit of combining target data and source data into one large training set and training the network with it (BL2). While in some experimental runs, the combined training led to accuracy improvement compared to isolated target data training (BL1), in other cases it seemed to impede model performance. However, note that combining source data and training data into one big dataset (BL2) in no case showed a better performance than the TL-tr approach, emphasizing the superiority of using TL in this setting.



Figure 8a shows the training process of all three pump versions for a target training set of size 3. Clearly, we can observe that for unfrozen TL (TL-tr), not only is the final accuracy improved (higher asymptote), but also the training speed is significantly increased. Very high accuracies (>90%) are reached far earlier compared to the two baselines (BL1, BL2). The main reason for the increased training speed seems to be not a steeper slope, but a higher starting point achieved through pretraining. The extent of this observation varies across the three pumps; it is most visible in the V35 training process. The high starting points after pretraining seem to be the result of using source data and training data of high similarity. For frozen TL, it becomes obvious that freezing all hidden layers almost completely eliminates any training progress in this setting. The models end up with almost the same performance before and after finetuning (TL-fr).




4.2. Results for Setting 2: Cross-Asset Pretraining


In Setting 2 (pretraining by source data from a different asset type), the benefits of TL are diminished clearly compared to Setting 1 (see Table 2). When examining the final model performance, no clear differences (>1%) across the three pretraining scenarios can be observed for any of the three DC pump versions. Therefore, the potential TL benefit of a higher asymptote is not observed in this setting.



However, when taking a closer look at the training process in Figure 8b, we can make an insightful observation. Despite all model training processes ending on a similar performance level after 100 epochs, in the first half of the training process, the models with applied TL show a better performance compared to the models without pretraining. This difference disappears more and more in later training stages. This can be explained by the fact that the pretrained models avoid a complete cold start and the pretraining has already set parameters in a certain way that helps the target data training process to progress quicker. Despite the non-identical label space of the source data and target data, the pretrained models seem to benefit from a certain relatedness in the nature of the data (shared feature space) at the start of the training.




4.3. Results for Setting 3: Cross-Domain Pretraining


As opposed to the observed benefits of TL in Settings 1 and 2, we can observe a form of negative TL in Setting 3. As the source dataset (Opportunity) in this setting belongs to a completely different domain than the target dataset (HPEoL), pretraining does not lead to any benefit, but instead impairs the training speed of the target data (see Figure 8c). The different nature of the data prevents a meaningful pretraining that can be exploited later by the target task. However, despite the slowed training process, the final asymptote level of the pretrained network (TL5) is similar to or only slightly below that of the non-pretraining scenario (BL1) for all three pump variants. This can be explained by the fact that all layers were set to trainable. Thus, the pretrained models are able to overcome their impaired starting point caused by cross-domain pretraining over the course of the training process and fully adapt to the new domain.



Altogether, the findings provide systematic evidence for the hypothesis that the benefit of TL in TSS is (1) increasing with lack of target training data and (2) increasing the similarity between source data and target data. Table 3 summarizes the observed results. While we assume these results are to some extent transferable to other domains, further research has to be done to confirm the general validity of our finding.



While freezing layers is often recommended in the literature, in this work, it heavily aggravated the model performance in initial experiments (see TL-fr results in Setting 1) and was therefore not investigated deeper. However, checking different layer freezing strategies in a more nuanced way might be an interesting direction to go for future research.





5. Conclusions


We performed a systematic investigation of different TL scenarios and strategies for an industrial TSS problem. It was examined whether and how pretraining with close- to non-related source datasets improves the network learning performance of PrecTime, a sequence-to-sequence deep learning architecture for TSS. Focus points were the speed of the training process and the achieved validation accuracy after completing the training. The target task was specified to be the supervised segmentation of hydraulic pump testing cycles into different testing phases via the prediction of state labels. Three different source datasets were selected for pretraining (1) different versions of same pump type, (2) different pump types, and (3) different domains. It was observed that pretraining with a closely-related source dataset led to the biggest benefit (Setting 1), while pretraining with a source dataset from a different domain even aggravated the training process (Setting 3). Additionally, we could show that TL performed best in comparison to baselines in scenarios in which the target training dataset had the smallest sample size.



The main limitation of our study is the focus on a specific use case. While our results provide interesting findings, the domain-independence and general validity of the results still have to be established. Furthermore, the important topic of layer freezing was not investigated in depth. Therefore, future work could look deeper into different layer freezing strategies and aim to provide recommendations as to which layers should be frozen and which layers set to trainable. Additionally, one could check if incrementally unfreezing layers over the course of the training process leads to promising results. Possible research directions could also include performing experiments with different TSS network architectures and datasets to validate and build on the findings of this paper. It could also be examined how pretraining with multiple datasets or a general-domain dataset affects the model performance. Finally, the transfer of knowledge between labeled data and unlabeled data could be investigated in the context of TSS.
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Figure 1. Illustration of the basic concept of transfer learning. 
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Figure 2. Visualization of 5-step transfer learning approach. 
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Figure 3. Three potential benefits of transfer learning. 
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Figure 4. Hydraulic test bench with mounted pump and attached sensors (source: Bosch Rexroth AG). 
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Figure 5. Opportunity dataset: Overview of sensor positions (adapted from [39]). 
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Figure 6. PrecTime architecture backbone with three modules (based on [6]). 
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Figure 7. Overview of experimental setup with three settings. 
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Figure 8. Training process comparison for different settings, all with a target training set of size 3: (a) Setting 1: Same-asset transfer learning T1 (unfrozen) and T2 (frozen) compared to two baselines BL1 and BL2, (b) Setting 2: Cross-asset transfer learning T3 (SC pretraining) and T4 (PC pretraining) within same domain compared to baseline BL1, (c) Setting 3: Cross-domain transfer learning T5 (Opportunity pretraining) compared to baseline BL1. 
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Table 1. Validation accuracies (%) after 100 epochs in Setting 1 for BL1 (no pretraining), BL2 (combine source and target dataset), TL-fr (layers frozen), and TL-tr (layers unfrozen).
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Number of Training

Samples in Target Data

	
V35 as Target Data

V36 + V38 as Source

	
V36 as Target Data

V35 + V38 as Source

	
V38 as Target Data

V35 + V36 as Source




	
BL1

	
BL2

	
TL-fr

	
TL-tr

	
BL1

	
BL2

	
TL-fr

	
TL-tr

	
BL1

	
BL2

	
TL-fr

	
TL-tr






	
1

	
59.0

	
45.2

	
53.0

	
93.8

	
66.9

	
45.0

	
50.3

	
86.0

	
77.1

	
83.9

	
69.2

	
88.7




	
3

	
92.3

	
92.5

	
57.8

	
95.9

	
90.9

	
88.9

	
56.8

	
93.5

	
90.2

	
91.3

	
73.0

	
94.4




	
5

	
94.3

	
92.5

	
53.5

	
96.9

	
92.5

	
92.5

	
60.2

	
95.5

	
90.4

	
93.1

	
70.7

	
95.8




	
10

	
95.7

	
97.0

	
58.4

	
97.4

	
94.1

	
95.2

	
59.3

	
96.7

	
93.1

	
96.3

	
69.0

	
96.5
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Table 2. Validation accuracies (%) after 100 epochs in Setting 2 for BL1, SC-, and PC-pretraining.






Table 2. Validation accuracies (%) after 100 epochs in Setting 2 for BL1, SC-, and PC-pretraining.





	Setting
	V38 as Target Dataset
	V36 as Target Dataset
	V35 as Target Dataset





	BL1 (no pretraining)
	90.2
	91.0
	92.4



	Pretraining by SC pump dataset
	90.8
	90.5
	92.9



	Pretraining by PC pump dataset
	90.4
	90.8
	92.4
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Table 3. Summary table of observed TL effects (target training set of size 3, all layers unfrozen) in the three experimental settings (++: very positive effect, +: positive effect, 0: negligible effect, -: negative effect).
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	Setting

No.
	Setting Description
	Effect on

Asymptote
	Effect on

Training Start
	Effect on

Training Slope





	1
	Same-asset pretraining

(closely related source and target data)
	+
	++
	+ 



	 2
	Cross-asset pretraining

(distantly related source and target data)
	0
	+
	+



	3
	Cross-domain pretraining

(non-related source and target data)
	0
	0
	-
















	
	
Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.











© 2023 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).






media/file13.jpg
o [Datoset

oCpump.

Testing cyclesof

1. Pretrain:

(Three settings /7 .in network

Setting 1:
Some-Asst Preraiing
(5ame et Typ,difeentVersion)

(X
°
oa°°.n
oo
®e%

+ sameteare soce x
. ren oyttt 0 3
Condonl probaves YY)

IDatet: Testing ccie f DC-
pumps other versons)

e :

mm network

Setting 2:
Cross st pretcaiing
(same omin diferen Asset Ty

- sam et e X
e sl oY

vt oy dstion P -

Consonl proboies YD)

IDataset Testing cyele o S
and PCpumps.

Setting 3:
Crossoomainpretraiing
oifrent Domain)

+ vt e e x
e e spce Y

frnt oty st 20 308
Conionl probaies YD)

(oataset: Opportunity
dotase octon recognition)






media/file4.png
Transfer Learning Process

hidden layers

(source task)

1. Architecture Selection

. input/output layer

Choose network
architecture
(not pretrained)

=

source dataset

model pretraining

2. Pretraining

Source domain training
of base network
from scratch

pretrained
input/output layer

pretrained
hidden layer

untrained input/
output layer (adjusted
to target task)

»

3. Domain Adjustment

Replace input and
output layers for target
domain adjustment

Additional:

finetuned hidden
and input/output
layer

frozen hidden
layers

target d ataset

' model updating

-1 »

-l

LR

4. Layer Freezing

5. Finetuning

Freeze selected layers to
avoid loss of information

Retrain network with
target domain data






nav.xhtml


  sensors-23-03636


  
    		
      sensors-23-03636
    


  




  





media/file16.png
Same-Asset Tranfser Learning Results for V36

Same-Asset Transfer Learning Results for V38

Same-Asset Transfer Learning Results for V35
lo . . LR DR lo lo
. :..- . ,.v'f‘.:"“‘.'.'.'“.-.-:.:.?"". . e . .....-:":.;.'.:::::-:';._-._:_:_:_.'_.'.:.:_.:';:‘:':':': ) _..-.-..-...-:.:.::.:..;.-‘:.:”.';‘.-'..’:-:.:;‘:“.\_‘.“..‘
081 :° . 0.8 1 . ...‘;-.-.‘ L 0.8
-~ L] - ..o' .;,-‘ - i tganibsitesuiphnignitgsniiteanidust
9 . 9 . N 9
E 5 . -. 7 il % LR . " e . oo o E : " E
(a) < £ < R < =
c e c . o* c - .
S e S I S :
S04 = 8041 - 8041
G : G : 3 :
> . *** BLI: No pretraining > 5 *** BL1: No pretraining > : *** BL1: No pretraining
02 _: **+ BL2: Combine Source and Target Data 024 “** BL2: Combine Source and Target Data 02 g “ " BL2: Combine Source and Target Data
. ««+  TL1: Pretraining by V36+V38 (TR-tr) B *** TLI1: Pretraining by V36+V38 (TR-tr) " ***  TL1: Pretraining by V35+V36 (TR-tr)
. === TL2: Pretraining by V36+V38 (TR-fr) ==+ TL2: Pretraining by V36+V38 (TR-fr) ***  TL2: Pretraining by V35+V36 (TR-fr)
00— . r . . T 0.0 = r T - T r 0.0 r r r . '
0 20 80 100 0 20 80 100 0 20 80 100
Epochs) Epochs) Epochs)
Lo Cross-Asset Transfer Learning Results for V35 1o Cross-Asset Transfer Learning Results for V36 Lo Cross-Asset Transfer Learning Results for V38
Mor 7 1 2k ' o SARMNIINR PP E NP AT BEEONISESYS
058 1 : 058 1 net 0.8 - SR
g > ot ' > I b
9 ") o ) n¥ o
e e ond ot e e
( b) g %87 g 061 ol gosy
< P, < & o < “ge®
€ o s 8" o s e
2 3 2 « 2 ot
8041 ir g 0471 i 8041 it
= B & -+ s :
024 - **+ BLI1: No Pretraining 021 -:' **+ BLI1: No Pretraining 0.2 1 N *++ BL1: No Pretraining
.: «++ TL3: Pretraining with SC = «++ TL3: Pretraining with SC i « =+ TL3: Pretraining with SC
. * =+ TL4: Pretraining with PC 5 **+ TL4: Pretraining with PC *+*+ TL4: Pretraining with PC
00— T T T T T 0.0 +— T T T T T 0.0 — T T T T T
0 20 80 100 0 20 80 100 0 20 80 100
Epochs) Epochs) Epochs)
Cross-Domain Transfer Learning Results for V35 Cross-Domain Transfer Learning Results for V36 - Cross-Domain Transfer Learning Results for V38
.__.:‘.-c!l--.--I|-‘i-oll-lll ._..-...--.--..--.--..-:::: ._...o---,--.----.-0-,.-.-.'--.
0.8 - .'..ol".. . 0.8 1 ...:" .--.... T 0.8 - ...' '.'....c
> oot . > il ..".. > o v
9 . . 9 - - o o* T
e P oy fd " envas®’ e -® ,o"."
2 06 1 » s 2 061 ~ gevet 2 06 1
(c) £ PR g S g
g :. .o.-.' 5 .o""".. g -':.
§ 0.4 1 : :. g 041 :‘-..» § 0.4 1 .: :
2 o s s
024 ¥ 02{ 02{
it *++ BL1: No pretraining < *++ BL1: No pretraining L *+*+ BL1: No pretraining
-5 «++ TL5: Pretraining with Opportunity «++ TL5: Pretraining with Opportunity «++ TL5: Pretraining with Opportunity
00 :. T T T T T 0.0 T T T T T T 00 T T T T T T
0 20 80 100 0 20 80 100 0 20 80 100
Epochs) Epochs

Epochs)






media/file2.png
Source domain

numerous samples

train @

network

transfer

ormation

Target domain

limited samples

train Q

network






media/file5.jpg
higher asymptote

performance

-~ with transfer

— without transfer
higher start

training





media/file3.jpg





media/file1.jpg
Source domain Target domain

numerous samples limited samples
train ‘ train @
network network






media/file7.jpg





media/file10.png
Opportunity Dataset

* *
e
e e
* * e
e
s
e
*
*

% sensor positions

Recorded Activities:
* Open/closing fridge
* Open/close dishwasher
* Open/close drawers
* Prepare sandwich
 Cleantable
* Drink while standing






media/file12.png
e, SR
et ——

State 1

State 2

L —

1

State 4

State 2

State 1

Output: Segmented Time Series
(state labels for each timestamp)

Intra-Window
~Prediction Refinement,
CNN-based

..................

..................

__________________

__________________

Inter-Window
Context Detection,
" LSTM-based

Intra-Window

PrecTime Eiﬁ\tlut;e Ex;ractlon,
Network -base
Preprocess

Input: Multivariate Time Series





media/file9.jpg
* * Recorded Activities:
&) I + Open/closing fridge

* * Open/close dishwasher
« Open/close drawers
* Prepare sandwich
* Clean table
Drink while standing

*r

* *

*_sensor positions






media/file0.png





media/file14.png
2. Finetune:

® Dataset: Testing cycles of
O | DC-pump

I finetune network

A 4

1. Pretrain:
Three settings

Setting 1:
Same-Asset Pretraining
(Same Asset Type, different Version)

same feature space X

same label space Y

different probabiliy distribution P(X) and
conditional probabilites P(Y|X)

Datset: Testing cycle of DC-
pumps (other versions)

pretrain network

pretrain network

Setting 2:
Cross-Asset Pretraining
(Same Domain, different Asset Type)

same feature space X
different label space Y
different probabiliy distribution P(X) and
conditional probabilites P(Y|X)

and PC-pumps

Dataset: Testing cycle of SC- J

pretrain network

Setting 3:
Cross-Domain Pretraining
(Different Domain)

different feature space X

different label space Y

different probabiliy distribution P(X) and
conditional probabilites P(Y|X)

Dataset: Opportunity
dataset (action recognition)






media/file8.png





media/file11.jpg
Output: Segmented Time Series
(statelabels for each timestamp)

Intra-Window
Prediction Refinement,
CNN-based

Inter-Window
Context Detection,
LSTM.based

Intra-Window
Feature Extraction,
NN based

Preprocess.

Input: Multvarate Time Series





media/file6.png
performance

higher

higher asymptote

e
-
-

--- with transfer
__ without transfer

training





media/file15.jpg





