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Abstract: With the growing importance of single-photon-counting (SPC) techniques, researchers
are now designing high-performance systems based on single-photon avalanche diodes (SPADs).
SPADs with high performances and low cost allow the popularity of SPC-based systems for medical
and industrial applications. However, few efforts were put into the design optimization of SPADs
due to limited calibrated models of the SPAD itself and its related circuits. This paper provides a
perspective on improving SPAD-based system design by reviewing the development of SPAD models.
First, important SPAD principles such as photon detection probability (PDP), dark count rate (DCR),
afterpulsing probability (AP), and timing jitter (TJ) are discussed. Then a comprehensive discussion
of various SPAD models focusing on each of the parameters is provided. Finally, important research
challenges regarding the development of more advanced SPAD models are summarized, followed by
the outlook for the future development of SPAD models and emerging SPAD modeling methods.

Keywords: single-photon avalanche diodes (SPADs); imaging system; complementary
metal-oxide-semiconductor (CMOS) photodiodes; photon detection probability (PDP); dark count
rate (DCR); afterpulsing probability (AP); silicon photomultiplier (SiPM); timing jitter

1. Introduction

Single-photon avalanche diodes (SPADs) play a crucial role in a variety of imaging
systems due to their high sensitivity allowing single-photon detection. Compared to other
types of optical detectors, such as photomultiplier tubes (PMTs), SPADs or SPAD arrays
are compatible with magnetic fields, have high timing resolution, and can operate under
lower voltages. Therefore, SPADs are widely used in fluorescence lifetime imaging (FLIM),
time-of-flight positron emission tomography (ToF-PET), and Raman spectroscopy (RS) [1,2]
for biomedical imaging applications and in light detection and ranging (LiDAR) systems
for autonomous driving. With the detection ability down to a single photon, SPADs can
detect very low-intensity fluorescence decay in FLIM. In ToF-PET applications, SPADs can
be integrated into arrays with time-to-digital converters (TDCs) to form silicon photomulti-
pliers (SiPMs) or digital silicon photomultipliers (dSiPMs) to further improve the timing
resolution and increase the compactness of PET systems. In LiDAR applications, SPADs
can be integrated into arrays for higher throughput and improved noise performance [3–8].
With the advancement of silicon manufacturing technologies, many SPADs are fabricated
using various CMOS technologies, from standard technologies to custom technologies,
depending on the specific applications. With CMOS technologies, SPADs can be easily
integrated with different readout circuits for following-stage signal processing, such as
active quench and reset circuits, time-gated circuits, analog counters, and TDCs [9,10]. All
these advantages make SPADs better candidates than conventional PMTs and APDs in
optical sensing applications. A good summary of CMOS-based SPADs was presented in [1].
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SPADs fabricated using specific CMOS technologies may suffer from reduced photon de-
tection probability (PDP) due to passivation layers above the device and the thin depletion
region of the junctions. They may also suffer from high dark count rates (DCR) due to the
increased doping concentration in advanced CMOS technology nodes [1]. Therefore, SPAD
models are important to simulate and predict performance before fabrication. However,
few publications focusing on the SPAD model development have been presented. To our
best knowledge, this paper is the first comprehensive review of SPAD models. We have
discussed the progress of SPAD models, ranging from the conventional multiplication
models in the 1960s to two-dimensional SPAD models published in recent years [11–14]. In
this paper, comparisons of different SPAD models are presented, the modeling process and
methods are discussed, and the future directions of SPAD models are described. Circuit
designers may efficiently improve their designs by obtaining a clearer idea of how to
improve their own SPAD models from this paper.

Many researchers have contributed to the development of SPAD modeling from
different perspectives. For good SPAD models, basic operational principles and technology-
related parameters should be considered concurrently. For SPADs, two major types of
models, physical models and circuit models will be discussed in this paper. More specif-
ically, physical SPAD models are developed to simulate the physical mechanisms of an
individual device. Such mechanisms are usually related to intrinsic properties of the mate-
rial, structures, and operating principles of the device. SPAD circuit models are proposed to
describe SPADs’ behavior in real circuits. Without either one of these two types of models,
the actual performance of SPAD-based detection systems cannot be accurately predicted,
which makes the design and optimization of SPADs more challenging.

It is known that the performance of SPADs is strongly related to specific fabrication
technologies. For example, different fabrication technologies usually have different defect
levels, thus causing undesired differences in DCR and PDP between simulations and
measurements [15]. In fact, technology-related parameters affect almost all other important
performances of SPADs, such as AP and timing jitter [16–18].

For PDP models, the most considered aspects are light absorption and avalanche
triggering. The material, SPAD structures, doping concentration, and optical properties of
any layers of the device can significantly affect SPADs’ PDP, making the modeling process
more complicated. Some of the above-mentioned parameters are confidential and not
accessible to users. Therefore, estimated values for some parameters are used in the model
development, which may cause large differences between simulations and measurements.

For DCR models, dark carriers have replaced photon-generated carriers as the re-
search focus. These carriers generated under total dark conditions can initiate undesirable
avalanche events when the electrical field is high enough. The generation of dark carriers
in SPADs is due to two major mechanisms: thermal generation and tunneling [19,20]. For
each mechanism, there are several different types of models, which are usually categorized
by the existence of traps or recombination-generation centers. The contribution of these
different mechanisms largely depends on external operational conditions, such as voltage
and temperature.

Timing jitter models have been developed to evaluate the timing performance of
SPADs. In SPADs, there is some delay for photon absorptions to successfully trigger
output pulses, which means a lag between the detection of a photon and an effective
avalanche output. However, the timing performance of SPADs is susceptible to false
detection events caused by dark counts. Therefore, the measurement of SPADs’ and SPAD
arrays’ temporal response is usually based on a statistical method by measuring a certain
number of repetitive output pulses to generate a histogram [21–23]. This method is also
known as the time-correlated single photon counting (TCSPC) technique. In a typical
histogram response of SPADs, the time response of detections varies, which may also be
caused by the timing jitter. Accurate timing jitter models can help designers to optimize
the timing performance of SPADs so that the fluctuation measured in a histogram can
be improved.
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Modern SPADs are usually integrated with circuits on one chip to achieve high per-
formance, small size, and reduced fabrication cost. In [24], a comparison was made to
compare the cost of different photodetectors. Following the evolution trend of photode-
tectors, the front-end circuits of SPADs have a significant influence on SPADs’ integration
and cost. However, it is difficult to simulate real SPADs with circuits at the schematic level,
so designers often face challenges prior to obtaining actual measurements. To address
this problem, circuit models using simulation-available components and symbols, such
as capacitors, resistors, and MOSFET switches, are proposed to describe the performance
of SPADs at the circuit level. Using the circuit models of SPADs, designers can simulate
SPADs with quench and reset circuits (QR), readout circuits, and TDCs to gain insight into
the overall performance at the system level.

The SPAD physical models and SPAD circuit models have enabled designers to have
more freedom to adjust their design for optimized performances prior to fabrication,
especially for the SPAD designs using advanced CMOS technologies. In recent years, many
models have been proposed for the accurate and comprehensive description of SPAD-based
detection systems. Therefore, a discussion of SPAD principles and the recent progress of
models can provide a clearer idea and guidance for designers to improve their own models
and designs.

As shown in Figure 1, we will provide a detailed discussion of SPADs’ operational
principles, the progress of SPAD models, and circuit models. In Section 2, the fundamental
principles of SPADs and their front-end circuits will be introduced. Different PDP models
are discussed in Section 3, and DCR models, together with afterpulsing probability models,
will be addressed in Section 4. In Section 5, we discuss timing jitter models, and in
Section 6, SPAD circuit models are introduced to show how they can help simulate different
SPAD parameters at the circuit level. Research challenges and future perspectives will be
presented in Section 7. Finally, a summary is concluded in Section 8.
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2. SPAD Operational Principles

SPADs are reverse biased above their breakdown voltages [25], and this is commonly
known as operating in the Geiger mode. In the Geiger mode, the avalanche current increases
rapidly with increased reverse biasing. Therefore, the effective output of a typical SPAD is
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like a digital pulse, which means that we do not need an analog-to-digital converter (ADC),
thus reducing the cost. A simple SPAD structure and its current-voltage (I-V) characteristics
are shown in Figure 2. Ideally, SPADs will be biased above the breakdown voltage. The
difference between this bias voltage and the breakdown voltage is called the excess voltage.
When there is no carrier, there will be no avalanching current, and SPADs will stay in
Region 1 until there is an incident photon or dark carrier that initiates an avalanche. When
the avalanche is triggered, the SPAD’s current will increase rapidly, thus entering Region 2.
However, SPADs are not able to stay in this region for a long time due to the heating effect
of the huge self-sustained avalanching current, which can burn the device. As a result,
SPADs must be quenched properly. The most common way to achieve this is to reduce the
reverse voltage below the breakdown voltage to suspend the avalanche. Then, successfully
quenched SPADs can enter Region 3, after which they will be reset to Region 1 to be ready
for the next detection. Other types of SPADs’ quench and reset circuits will be introduced
in Section 2.4. In the following sections, several important parameters that are commonly
used to describe a SPAD’s performance are discussed.
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2.1. Photon Detection Probability (PDP)

Photon detection probability (PDP) is a key parameter that describes the detection
probability of optical sensors, including SPADs. There is another parameter called photon
detection efficiency (PDE), which is simply the multiplication of the PDP and the fill factor.
As shown in Figure 2, incident photons can be absorbed and then trigger avalanches when
SPADs are in Geiger mode. However, whether the absorbed photon can successfully trigger
avalanche events at specific locations depends on the triggering probability, which can be
described as a function of position for simplicity. When the photon-generated carriers move
under the influence of an electric field in the depletion region, they gain energy. Carriers
with a certain amount of high energy (energized carriers) can scatter with a bound electron
in the valence band, transferring a certain energy to the bound electron and exciting it to
a free electron, as in [26]. Therefore, a new electron-hole pair is created, and these newly
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created electron-hole pairs can also gain energy in the high electric field to ionize more
bound electrons. This results in self-sustained chains of impact ionizations. Since the
reverse voltage is higher than the breakdown voltage, SPADs do not need a very wide
depletion region for accelerating carriers. However, intrinsic layers can be used to improve
the absorption of photons [27].

According to the physical process of avalanche events described above, PDP can be
defined using two terms. The first term is the absorption probability of incident photons,
which gives

I(x) = Isur f ace × eα(λ)x (1)

where I(x) is the light intensity at a distance x below the surface when the incident angle
of the light is 0 degrees. Isurface is the light intensity at the surface of SPADs, and α is
the absorption coefficient, which depends on the wavelength and material. The second
term is the triggering probability, which represents the probability of a carrier successfully
triggering an avalanche. Increasing the reverse voltage applied across SPADs’ junctions
can increase the triggering probability, thus improving detection efficiency.

2.2. Dark Count Rate (DCR) and Afterpulsing (AP)

Dark count rate (DCR) is used to describe the dark noise of SPADs in the units of
count per second (cps) or Hertz (Hz). When there is no light, the carriers from different
mechanisms can become energetic in the high electric field, initiating impact ionizations
and generating pulses that are indistinguishable from photon-induced output pulses. In
modern CMOS technologies, SPADs’ DCR can have a large range from tens of Hertz to
hundreds of kiloHertz [1,18,28–36]. The DCR can originate from various mechanisms,
including band-to-band thermal generation, trap-assisted thermal generation, trap-assisted
tunneling, and band-to-band tunneling. Each of the mechanisms shows distinguishable
temperature and field dependences.

There is another type of noise that can be regarded as a special dark count, which is
those counts generated by the later release of carriers that were trapped by defect centers
during the primary avalanching process. Due to the intrinsic property of these kinds of
false counts, the specific term “afterpulsing probability” (AP) is used to describe it. Because
the trapped carriers are from the previous avalanching current, the unit is the percentage
that shows the proportional relationship with total pulse counts.

2.3. Timing Jitter

When measuring the temporal response of SPADs, the recorded distribution of output
pulses can indicate a time delay between the photon absorption and the output. When the
photon-generated carriers that initiate avalanche events originate from locations inside the
depletion region, the time delay is small, following a typical Gaussian distribution. On the
other hand, a longer time delay with an exponential tail indicates that the avalanche events
are initiated by the carriers diffusing from the neutral regions to the depletion region [1,32].

2.4. Front-End Circuit for SPADs

As shown in Figure 2, to achieve a varying bias for a SPAD, front-end circuits are
needed for quenching and resetting SPADs so that SPADs can achieve continuous detections
without becoming overheated or burnt out. The basic operational principles of SPADs’ front-
end circuits include three stages: sensing, quenching, and resetting. When an avalanche
occurs, the front-end circuit must sense the current quickly so that the SPADs can be
quenched in a timely manner to reduce the number of trapped carriers during the avalanche.
However, to simulate these front-end circuits, circuit models of SPADs are necessary.
Inaccurate SPAD circuit models used in simulations will provide inaccurate performance
indications of SPAD front-end circuits. In [1], different quench and reset configurations
were reviewed and compared.

Based on the actual physical process of these important parameters of SPADs, re-
searchers are focusing on the development of accurate SPAD models. These models are
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based on various technology-computer-aided design (TCAD) tools such as Sentaurus and
Silvaco [37,38]. A comprehensive review of these models can help to identify future im-
provements that can be made. Different from many basic analytical models, SPAD models
and SPAD circuit models must consider the actual CMOS technology-related parameters,
such as doping concentrations, traps’ population, and defects level, as shown in Figure 3.
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2.5. Limitations

For CMOS-based SPADs, the junction depth is usually determined by specific tech-
nologies. In this case, it is challenging to optimize the responsivity of SPADs at a specific
wavelength. Customized layers can be implemented to increase detection efficiency at
longer wavelengths [16,39]. For other CMOS technologies, the only option is to design
multiple junction SPADs. For example, in [40], a dual-junction SPAD was designed in a low-
voltage 130 nm CMOS technology, achieving a peak PDP at around 500 nm and 650 nm for
the upper and lower junctions, respectively. A triple junction SPAD was fabricated in [41].
However, more efforts need to be put into the improvement of PDP. In addition, SPADs are
easily affected by dark noise, as discussed in Section 2.2. In LiDAR applications, SPADs are
affected by the background light illumination due to their extremely high sensitivity. As a
result, additional circuits need to be added to suppress the noise [4,7,42]. Understanding
the mechanisms of important SPAD parameters can help to solve some of these limitations.

3. PDP Models

PDP models are developed to simulate the accurate detection probability of SPADs.
It is challenging to predict the PDP accurately because fabricated SPADs may suffer from
worsening PDP due to technology-related issues such as the depletion region width, doping
concentration, and defects [9]. Therefore, the modeling of PDP should be based on physical
processes and take technology-specific parameters into consideration. From previous
discussions of PDP definitions in Section 2.1, PDP models are also divided into two parts:
photon absorption and avalanche triggering.

3.1. Photon Absorption

Photon absorption refers to how many photons are absorbed in certain regions. For a
given incident photon, its energy determines whether it can successfully excite an electron
from the valence band to the conduction band. Without enough energy, the photon will
pass through the “transparent” material to such photons. Before the light passes through
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SPADs and gets absorbed, a certain portion of light has already been reflected at the inter-
faces of different layers with different refractive indices. However, diverse modern CMOS
technologies may have different layers above the active region of SPADs, and these layers
may have different optical properties. Therefore, a general model encompassing all tech-
nologies and structures is extremely difficult since some technology-related details are not
provided. However, a good modeling method can provide designers with clear instructions
to build their own models, either by adjusting certain parameters or by considering special
processes such as anti-reflection layers [43–45]. Many PDP models only focus on the absorp-
tion aspect after the complex transmission through different metal and/or dielectric layers
above SPADs [46,47]. In such cases, the absorption of photons follows an exponentially
decaying distribution away from the surface, as described earlier in Equation (1). For an
ideal diode without dark carriers, no avalanche will occur when kept in the dark, even if the
reverse bias is above the breakdown voltage. Therefore, photon-generated carriers are re-
garded as “seed carriers” since they are the initial parts of avalanche chains [20,48,49]. Due
to the different bandgaps of various semiconductor materials, there is an upper wavelength
limit for each kind of material. However, different applications of SPADs may focus on
different wavelength windows. For a typical application of SPADs in PET, the wavelength
windows are usually below 500 nm, but this depends on the scintillators used [50]. To meet
the requirements for different applications, different junction depths can be used to have
different wavelength responses. In some cases, multiple-junction SPADs are designed to
achieve detection for different applications [40,41,51].

As shown in Equation (1), simple light absorption is commonly used in many PDP
models. Some researchers have attempted the inclusion of light reflection in the PDP models
in order to be closer to real performances [44,45]. Light with different incident angles has
different reflective properties, which has resulted in several challenges in developing
accurate light transmission models. Monte Carlo simulation can be used to simulate
carriers randomly. However, this method can be time-consuming and unreliable due to the
number of simulated carriers being only a small number compared to total carriers in real
conditions [46].

Regarding the light transmission part of PDP models, if the light reflection is not con-
sidered, there will be a difference between simulated results and measurements. Simulated
PDP versus wavelength curves are smooth, while measured curves usually have many
ripples. These ripples are believed to be caused by reflections between different layers, such
as dielectric and metal layers [52]. There are two methods to make model-simulated results
closer to real measurements: one is to modify SPADs’ structures to reduce the reflection,
and the other way is to introduce a full simulation of light transmission.

For modifying the SPAD’s structure, it is possible to add an anti-reflection layer (ARC)
above the active region in some technologies. A SPAD fabricated using 350 nm modular
high-voltage CMOS technology has been designed with an ARC layer above the active
region [44]. With the implementation of ARC layers, the light reflection can be largely
reduced at specific wavelengths, and the ripples of the PDP response can become very
small. Regarding full light absorption, challenges exist due to certain parameters not being
available to designers. In [52], a comprehensive light transmission model that considers
passivation layers was simulated using CST Microwave Studio. By doing so, simulated
results also show a PDP response with many ripples, which are close to real measurements.

3.2. Avalanche Triggering Probability

The avalanche-triggering probability models focus on the possibility of a carrier
successfully initiating an avalanche event. As discussed in Section 2, a carrier must obtain
enough energy to trigger impact ionization events. Therefore, there is no physical equation
rigorously describing the triggering probability. Considering the requirements of both
accuracy and simplicity for the triggering probability model, two differential equations were
proposed to generally represent the triggering probability. In a simple 1-D depletion region
of SPAD shown in Figure 4, the triggering probability of electrons and holes at specific
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locations can be represented using the terms “Pe” and “Ph”. The triggering probability of
electrons and holes can be represented as a function of ionization coefficients and position.
When ∆x is small enough, the two equations included in Figure 4 can be transformed into a
set of differential equations. After the transformation, a more commonly used form of this
set of differential equations is expressed by Equation (2), with two boundary conditions.
Note that Equation (2) is for the electric field direction shown in Figure 4.

dPe/dx = −(1− Pe) ∗ αe ∗ [Pe + Ph − PePh],
dPh/dx = (1− Ph) ∗ αh ∗ [Pe + Ph − PePh],

Pe(0) = 0, Ph(W) = 0.
(2)

Here, Pe and Ph are the avalanches triggering the probability of electrons and holes, respec-
tively. αe and αh are ionization coefficients of electrons and holes, respectively. Ionization
coefficients are the only parameters that can be adjusted in these equations.
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There are many models for ionization coefficients. In 1966, McIntyre assumed that the
holes’ ionization coefficients are k times the electrons’ ionization coefficients [11]. However,
some improvements can be made to this. First, the ionization coefficients used by McIntyre
are not used for PDP modeling but rather used for calculating noise spectral density where
a linear relation derived from the current multiplication theory was assumed. Such a
linear relationship is hard to be measured from modern SPADs. Second, there will be an
effective output pulse as long as a self-sustained avalanche occurs. So, ionization coefficient
models obtained from APD may not be accurate enough at the high electric field in SPADs.
There are many other ionization coefficient models developed which are available for
simulation under high electric fields. Recent PDP models based on commercial simulators
have adopted different ionization coefficient models according to their SPADs’ structures
and applications, and they are shown in Table 1. It should be noted that terms used in
different models have varying meanings, as shown in the last column of Table 1.
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3.2.1. Van Overstraeten–de Man Model

The Van Overstraeten–de Man Model is based on the Chynoweth law [37,53]. There
are two different sets of coefficients used in the equations. One set is for a low electric
field, and another set is for a high electric field. The parameters were obtained from the
measurements [53]. This ionization coefficient can be used when the electric field is between
1.75 × 105 V/cm and 6 × 105 V/cm.

3.2.2. Okuto–Crowell Model

Different from the Van Overstraeten–de Man model, the Okuto–Crowell model is an
empirical model, which means that the model takes input and output data from experiments
to find the best fit [54]. In this model, a detailed physical process is regarded as a “black box”.
Therefore, there are many fitting parameters for this ionization coefficient model compared
to others. The effective electric field of this model is between 105 V/cm and 106 V/cm,
based on default values provided in [37]. However, users can adjust the parameters to fit
the specifications of their own measurements.

3.2.3. Lackner Model

The Lackner model has a similar form as the Van Overstraeten–de Man model since
they are both based on Chynoweth’s law [55,56]. The difference between these models is
that the Lackner model has introduced the electric field dependence in the coefficient part
of the exponential equation. As shown in Table 1. the model is effective when the electric
field is between 105 V/cm and 106 V/cm, a large electric field range compared to the Van
Overstraeten-de Man Model.

3.2.4. Bologna Model

This model is more suitable for simulating the junctions when the reverse electric
field is small [57]. The highest electric field of the model is 6 × 105 V/cm, the same as Van
Overstraeten–de Man model, but the minimum electric field of this model is 5 × 104 V/cm.
Such a value is relatively small in the SPAD’s working region since SPADs are usually
biased above the breakdown voltage. This model is suitable when simulating SPADs with a
wide depletion region (which has a smaller electric field). Another advantage of this model
is the wide applicable temperature range, making it suitable for simulating devices with
large currents caused by the heating effect.

3.2.5. Local Model vs. Non-Local Model

These ionization models can be applied to simulating avalanche triggering probability,
as shown in Equation (2), depending on the SPAD structure, electric field, and temper-
ature. The parameters in the equations used are all related to specific positions. Since
the ionization coefficients are related to the electric field, the electric field is a function
of position. Therefore, they can be called “local models”. However, a generated carrier
must travel a certain distance to gain enough energy to have an ionization collision. This
distance is usually called “dead space” since impact ionization cannot occur inside this
region, regardless of the electric field [58,59]. To address this problem, some non-local
models have been developed [60].
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Table 1. Commonly Used Ionization Coefficient Models in Sentaurus [37].

Model [Ref] General Form (Electric Field) Electric Field Range (105 V/cm) Investigated Parameters Key Characteristics

Van Overstraeten Model [53] α = γ× a× exp
(
− γb

E

)
1.75–6

• Temp dependence: γ
• Constants: a, b
• Electric field dependence: E

• Two sets of coefficients
• Editable coefficients

Okuto–Crowell Model [54]
α =

a(1 + c(T − T0))Eγexp
(
−
(

b(1+d(T−T0))
E

)γ) 1–10
• Constants: a, b, c, d, T0, γ
• Temp dependence: T
• Electric field dependence: E

• Empirical Model
• Editable coefficients
• Wide electric field range

Lackner Model [56] α = γ×a
Z exp

(
− γb

E

)
1–10 • Temp dependence: γ, Z

• Electric dependence: Z, E
• Wide electric field range
• Editable coefficients

Bologna Model [57] α = E
a+b×exp( d

E+c )
0.5–6 • Temp dependence: a, b, c, d

• Electric dependence: E
• Wide temperature range
• Full-temperature calibration
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Non-local models become important due to the shrinking of the depletion region’s
width with the advancement of silicon technology nodes. Most of the developed non-
local models are based on the multiplication theory of APDs, which have intrinsic layers
(multiplication layers). In traditional local models, the ionization coefficients are high
when the electric field is high, regardless of whether the carrier is newly generated or has
traveled a long distance. In non-local models, ionization coefficients are dependent on
both the electric field and the distance of being accelerated. For a certain electric field, Ec,
a carrier must be accelerated by the field for a distance of dc to acquire enough energy to
trigger an impact ionization event. Okuto and Crowell proposed their idea of non-local
property as early as 1974 [61]. Hayat et al. continued to develop the non-local model
by using recurrence equations, which take all carriers into consideration [62]. They also
extended their work to determine a more accurate distribution of avalanche events [63].
They split the whole multiplication region into several small segments and applied an
iterative method to solve the equations. However, this results in added complexity to the
PDP modeling process compared to local models.

In addition to the dead space effect, which reduces the gain of SPADs, there is another
physical process called photon scattering, which decreases carriers’ energy, thus further
reducing the gain or avalanche-triggering probability. Williams and Ramirez have discussed
the photon scattering effect of APDs in [63,64]. According to their theory, the photon
scattering effect can reset or “cool down” carriers, thus creating an additional dead space
as these carriers must be accelerated again. However, it will be much more complicated
to fit the experimental data as more features are included. In the silicon-based SPAD area,
the photon scattering and the dead space effect are less important than the GaAs-based or
InGaAs-based devices, likely due to their higher ionization coefficients, according to [65].

Additionally, as SPADs are operated in Geiger mode, the current gain will not have a
linear relationship with the reverse voltage like APDs. As a result, when considering the
triggering models for SPAD-based sensors, researchers are more interested in if photons can
induce an avalanche rather than the detailed avalanche current value. Another challenge
of implementing a non-local model in SPADs is the rapid change of the electric field in the
depletion region. In an APD’s multiplication region, the electric field is used to calculate
the coefficients, while the dead space is usually assumed to be constant. However, the
rapid change of the electric field along the active region has increased the difficulty of
determining an accurate dead space since its dead space also depends on its position. In
general, there is always a tradeoff between accuracy and simplicity.

Pseudo-local models have the same form as local ionization coefficient models but with
calibrated parameters obtained from experiments. One possible solution is to use pseudo-
local models to include the dead space effect. The data extracted from the experiment has
already considered the dead space effect. Cheong proposed a possible way to link the
experimentally obtained coefficients with the non-local ionization coefficients models [66].
Considering this, the local model of ionization coefficients appears to be more convenient
and reasonable for SPADs compared to the models used in similar APDs.

3.3. Comparison and Discussion of PDP Models

With the development of photon absorption simulations and avalanching triggering
probability models, there are many recently proposed PDP models of SPADs that are
summarized in Table 2. Regarding photon absorption, some models simply followed the
absorption law, which mainly depends on the absorption coefficient, depth, and thickness
of the SPAD depletion region [1,26]. In this case, the wavelength dependence of the PDP
will certainly be a smooth curve with different peak values. The different positions of the
peak indicate the depth of the junction. For example, in [27], a deep and thick depletion
region was adopted to achieve enhanced PDP at a longer wavelength. These types of PDP
models are good for indicating the general detection efficiency in the whole wavelength
range. However, when it comes to the measured data, there are always some ripples in
the PDP response of SPADs fabricated using different technologies [19,44,45,47,52,67–75].
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These ripples are related to the complex transmission between dielectric and passivation
layers above the active region of SPADs [45,52,76].

If researchers are interested in the detailed spectral distribution of the PDP over the
whole range, then they must pay attention to the modeling of the transmission through the
different layers. If the parameters and properties of these layers above the active region
are known to designers, then they may simply introduce Monte-Carlo simulation (MCS)
to determine the light transmission. However, it is more likely that researchers may not
have access to the detailed specifications of the technologies they are using, which means
that the thickness and the property of the materials used in the fabrication are confidential.
Under these conditions, the accurate modeling of light transmission will be very difficult.

Some specific technologies have the option of using ARC layers to reduce light re-
flection. For example, the light reflection was reduced to 0.1% after a single-layer ARC
was applied when the wavelength was 504 nm, and no ripples were observed in the mea-
sured data [43]. In [44], the researchers modeled the PDP with and without the ARC layer
and also tried to find the PDP dependence on the thickness of the ARC layer at different
wavelengths. Moreover, in the CMOS imaging sensor (CIS) process, the optimization of
stacking passivation and dielectric layers is available, thus increasing the total detection
efficiency [72,77].

In Figure 5, different PDP models are compared on a log scale. For each model,
the difference between the simulated value and measurements is reproduced from the
published data. Larger differences in the short wavelength range are more likely to be
observed than those in the longer wavelength range for several reasons. The first reason is
that the defects introduced to the device during fabrication are more likely to be closer to
the surface, which is the major region for absorbing short-wavelength light. These defects
may serve as recombination centers to lower the number of free carriers, thus decreasing
the measured detection probability at short wavelengths.
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Table 2. PDP Models.

[Ref]
Year

Technology
Type Excess Voltage

Incident Light
Wavelength

Range

Wavelength
@ Peak

Response *

PDP/PDE
Difference **

@ Peak
Response

Method Merits Key Information Additional
Comments

[47]
2021

180 nm
Standard CMOS 15–30% of BV **** 450 nm–900 nm ~500 nm ~12% TCAD +

MATLAB
• Use measured

doping profile

• Passivation layer
information from
foundry (SiO2
and Si3N4)

Achieved
improved accuracy

[43]
2020

800 nm
Custom CMOS

1 V

450 nm–900 nm ~500 nm ~38% TCAD +
MATLAB

• A 61 nm-ARC layer
(SiNX) was applied above
the active region.

• Process-related
parameters are
known and used

Fitting parameter free
High difference at
short wavelengths

3 V

5 V

[45]
2021

350 nm
High-voltage

CMOS
3.3 V 450 nm–850 nm ~600 nm ~1.3%

CST
Microwave

Studio + TCAD

• Investigated the effect of
low-doped epi layer

• Light transmission was
included

• A 80 µm-diameter
SPAD

Readout circuits limit
the PDP
measurement below
2 V excess

[44]
2021

350 nm
High-voltage

CMOS
- With ARC

6.6 V 450 nm–850 nm ~650 nm ~1.1%
CST

Microwave
Studio + TCAD

• A 44 nm-ARC layer
(Si3N4) was applied above
the active region.

• PDP was improved
for short
wavelengths

PDP vs. ARC
thickness
PDP vs. incident
angle

[44]
2021

350 nm
High-voltage

CMOS
- Without ARC

***

6.6 V 450 nm–850 nm ~600 nm ~3.2%
CST

Microwave
Studio + TCAD

• Light transmission was
included

• PDP transmission agrees
with the measurement

• Long wavelength
response was
enhanced

• Lower doped
epi-layer used

Without
anti-reflection layer

[67]
2016

150 nm
Standard CMOS 3 V 350 nm–800 nm 450 nm ~0% TCAD • Compared to [33] - Light transmission

was not included

[27]
2010

Custom
Technology 5 V 400 nm–1000

nm 550 nm ~68% TCAD
• Indicated the effect of

fabrication variations

• Okuto–Crowell
ionization coefficient
model

Limited information
on layers above the
active region
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Table 2. Cont.

[Ref]
Year

Technology
Type Excess Voltage

Incident Light
Wavelength

Range

Wavelength
@ Peak

Response *

PDP/PDE
Difference **

@ Peak
Response

Method Merits Key Information Additional
Comments

[46]
2009

Custom
Technology 3 V 400 nm–1000

nm 550 nm ~61% TCAD

• Custom technology was
used

• Considered light
transmission

• Okuto–Crowell
ionization coefficient
model

• A 200 µm-diameter
SPAD

Limited information
on layers above the
active region

* Peak response refer to the simulated result; ** |(Measured Data− Simulated Data)/Mesured Data|, data estimated from published sources, with a step of 50 nm-wavelength;
*** ARC: anti-reflection coating layer; **** Breakdown voltage from measurements.
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The second reason may be the influence induced by the incident angle. For most
small SPADs with diameters of tens or hundreds of micrometers, the incident angle of the
long-wavelength light can be simply regarded as 0 degrees. However, with the decrease
of the wavelength, the transmission of the light may substantially change as the incident
angle changes, thus decreasing the total PDP. This PDP dependence on the light incident
angle has also been discussed in [44]. However, the angle dependence of PDP only helps to
improve accuracy when researchers are clear about the property of ARC layers or stacked
passivation layers. Otherwise, it may introduce more unknown parameters and affect the
accuracy of the model.

The size of SPADs also plays an important role in PDP models as SPADs need guard
rings to avoid premature edge breakdown (PEB), especially when the doping concentration
is increasingly higher in advanced CMOS technologies [29,47,78,79]. With the guard rings
around the active region, the doping concentration near the edge of the junction may
decrease to a much smaller value. The lowered doping concentration can both decrease
the magnitude and bend the direction of the electric field. This has brought two practical
problems for PDP models, including the negligibility of this “edge effect” and the detailed
distribution of the triggering probability near the edge region.

Most of the listed PDP models in Table 2 did not consider the edge effect. Some PDP
models claim that the edge effect is small compared to the large central active region so that
the problem can be simplified to a 1-D problem. Some other models simply neglected the
edge effect due to the 1-D differential equation used to calculate the triggering probability.
However, the edge region will undoubtedly have more effect on the total detection efficiency
as the sizes of SPADs are scaling down in modern CMOS technologies. In this case, the
conventional 1-D model may not be accurate enough to predict the total PDP, and the PDP
is usually overestimated. To solve the accuracy issue of the conventional 1-D PDP models,
Liu C et al. proposed a 2-D PDP model to investigate the edge effect by calculating the
1-D differential equations following the actual direction of the local electric field [13]. In
this way, the total PDP is the summation of each PDP distributed through the whole active
region, with the area as the weighting factor. A similar simulation for finding the SPAD’s
edge effect was conducted in [80].

The decreased PDP caused by the edge effect is also believed to be more dominant
in the short wavelength range because the junction area is close to the surface. For longer
wavelengths, the diffusion of the carriers from the neutral region may have a greater contri-
bution, thus having the highest triggering probability at the boundary. Under this condition,
the edge effect is more significant in short wavelengths for shallow SPADs. Therefore, the
dependence of the edge effect on the wavelengths deserves further investigation.

In Table 2, most PDP models, including newly proposed models, are still based on the
local or pseudo-local model due to their simplicity and reasonable accuracy. For each of
the listed models, the average accuracy at the peak is digitized according to the published
data. Note that the calculation is done between 450 nm to 800 nm with a step of 50 nm for
comparison purposes, as shown in Figure 5. Depending on the targeting wavelength range,
designers should choose appropriate modeling methods to simulate the performance of
PDP.

Based on the above analysis, the detection efficiency can be improved by increasing
the photon absorption probability and the excess voltage. Between these two choices,
photon absorption has a more complicated physical process, while increasing the excess
voltage seems to be an easy solution that directly improves the detection efficiency. Some
CMOS SPADs can be biased at more than 10 V above the breakdown voltage [72,81,82].
However, the dark carriers will also increase with the increase of the excess voltage. The
increasing triggering probability affects not only the photon-generated carriers but also the
dark carriers. In SPADs, electronic noise is less discussed compared to the photomultipliers
(PMTs), due to their intrinsic digital property [1]. Instead, when evaluating the noise
performance of SPADs, DCR is more commonly used. In this situation, accurate models of
DCR serve as the basis for optimizing the PDP.
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4. DCR Models

As discussed in Section 2, CMOS SPADs’ DCR performances considerably vary, which
poses challenges for the design and measurements of SPADs. For example, if a SPAD
was fabricated with a large active region using standard CMOS technologies, the DCR
measurement may easily saturate the oscilloscope [83]. As a result, photon detection events
can no longer be measured. Similar to PDP models, choosing proper models for DCR
also should take the physical process into consideration. Some CMOS technologies can
achieve very low dark counts, while others can achieve more compact integration with
the penalty of much higher dark counts. For a 0.35 µm high-voltage CMOS (HV-CMOS)
technology, it can easily achieve over 10 times smaller DCR compared to a 130 nm standard
CMOS technology [84]. Therefore, the influence of the CMOS process is significant in DCR
modeling. The difference between PDP models and DCR models is that optical property
is one of the key characteristics being investigated in PDP models, but the defects and
temperature properties are more frequently discussed in DCR models.

The force of exciting electrons from the valence band to the conduction band can be
any type of carrier other than from the absorption of photons in DCR models. The most
challenging work in DCR modeling is to investigate the accurate contribution of different
mechanisms shown in Figure 6.
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4.1. Thermally Generated Dark Counts

One of the basic mechanisms is thermal generation since carriers gain more energy
as temperature increases. Therefore, dark counts due to thermal generation usually show
a strong dependence on temperature [85]. Note that thermal generation mainly consists
of two different mechanisms: direct thermal generation and trap-assisted thermal genera-
tion. Direct thermal generation requires more energy due to a large bandgap, thus being
negligible in the low-temperature range. Trap-assisted thermal generation, also known as
Shockley–Read–Hall (SRH) recombination, accounts for the thermally generated dark carri-
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ers in most cases, except in extremely high temperatures. The simple SRH recombination
can be represented by Equation (3),

RSRH =
np− n2

i

τp

(
n + ni × e

Et−Ei
kT

)
+ τn

(
p + ni × e

Ei−Et
kT

) , (3)

where the terms n, p, ni are electron densities, hole densities, and intrinsic carrier densities,
respectively. Et and Ei are the trap energy level and the intrinsic Fermi level, respectively.

From Equation (3), SRH generation has a strong dependence on temperature. In
addition to the temperature dependence, electric field dependence is also found in SRH
recombination. Hurkx et al. have introduced the electric field dependence enhancement
factor, Γ, into traditional SRH generation [86,87]. The factor can be described by Equation (4).

Γ = 2
√

3π |F|FΓ
exp

(
F
FΓ

)2

FΓ =

√
24m∗×(kT)3

qћ

(4)

In this equation, F is the local electric field, while the term FΓ is a parameter that depends on
temperatures and effective carrier mass m∗. Therefore, the introduced field enhancement
factor Γ has both temperature and electric field dependence. The combination of SRH and
another trap-assisted tunneling can be categorized as trap-assisted generation since they
are highly related to the trap population of fabricated SPADs.

Considering assumptions such as the energy level of traps, defect populations, and
temperature, the conventional Hurkx model needs to be improved to estimate the DCR
of modern CMOS SPADs due to the increased doping concentration and the complicated
information of traps. Based on the enhanced SRH model developed by Hurkx et al. [86,87],
Kindt modeled the dark counts by assuming the effective carrier mass is 0.25 times free
electron mass [15]. However, the difference between the measured results and simulation
became more significant at higher excess voltages [15]. Two reasons might contribute to
these deviations. One reason is that only the depletion region is taken into consideration,
which means the dark carriers diffused from the neutral region were neglected. The other
reason is that there is another mechanism called the “tunneling effect” that may become
dominant at high voltages.

4.2. Tunneling Generated Dark Counts

Band-to-Band tunneling (BTBT) becomes the dominant source of dark carriers when
the electric field is larger than 9 × 105 V/cm at room temperature, according to [86]. In
such a high electric field, a direct tunneling effect from band to band is more likely to occur.
Hurkx also proposed a direct BTBT model to describe this physical phenomenon. The
original Hurkx BTBT model can be expressed by Equation (5).

RBTBT = −B|F|
5
2 D

(
F, E, E f n, E f p

)
exp

(
− Fo

|F|

)
, (5)

where the term D(F,E,Efn,Efp) is determined by the bandgap, electric field, and electron and
hole Fermi levels. The parameter B is determined by fitting experimental results, which
are also temperature-dependent [87]. However, it is challenging to get exact information
regarding traps, such as trap density and trap energy. Moreover, such information can even
vary from different fabrication runs, even with the same technology. The trap information
does play an important role in DCR models. To resolve these problems, some researchers
set some trap information as fitting parameters.

In [19], trap density, doping concentration, and doping gradient coefficients are all set
to fitting parameters used in the SRH and BTBT model developed by Kindt and Hurkx. The
convenience of implementing traditional models with user-modified parameters is assisted
by TCAD simulation tools. The proposed model in [19] simulated results were compared
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with the measured DCR of a different device fabricated in different technologies, including
0.15 µm CMOS and 0.13 µm CIS technologies [72,88]. The good predictions associated with
these works indicate that this modeling approach can be used in different technologies.
For the BTBT component of the DCR model proposed in [19], a larger parameter of B in
Equation (5) was chosen. 8 × 1015 cm−3·s−1 was chosen in lieu of 4 × 1014 cm−3·s−1 by
explaining a faster growth of DCR with high biasing voltage. Note that the power factor of
the electric field was the same as the value used in traditional BTBT models [87,89]. The
experimental results showed that DCR was highly related to doping concentrations.

A similar idea was studied by Knežević et al. in [14], where the influence of guard
ring structures was investigated. With a lower doping concentration of the guard ring, the
total DCR of devices was simulated to be much smaller than the device without guard
rings or with higher-doped guard rings. In this model [14], several assumptions related
to trap energy were made. However, the fitting parameter of trap energy has a different
value in the SRH model than in the BTBT model, indicating the influence of other physical
parameters. An improvement of their model is that they adopted the process-related
simulation tool Sprocess, which is more accurate compared to the simulation based solely
on ideal geometric structures. The simulated results were compared to the measurements
in [90], which also shows good accuracy. However, the fitted value of trap energy was
obtained after assuming a certain doping concentration. This means that different doping
concentration assumptions will give different fitted values of trap energy. Due to the
lack of information from foundries, the only way for researchers to determine the exact
doping concentration is from real measurements. The inaccurate doping information did
give rise to unexpected DCR performances, which was proven in [91]. In [91], the doping
concentrations used in DCR modeling were from measurements. More importantly, the
DCR contribution from upper and bottom neutral regions also needs to be considered. For
the BTBT models, default values from the Hurkx model are used. The energy level was
regarded as a fitting parameter, but the actual doping concentration was used. Thermal
generation was also neglected in the neutral regions. Apart from the analysis of DCR from
the neutral and depletion regions, the DCR contributions were also modeled in different
regions, from the central uniform region to the guard ring region.

Compared to [14], the DCR model was further developed with additional quantitative
analysis of contributions from different regions. DCR generated from guard ring structures
is believed to dominate the total DCR of SPADs due to the previous underestimation of
its doping concentration. In addition to these impurity-related DCRs, the accuracy of
temperature-dependent DCR performance was improved by extracting fitting parameters
at different temperatures. Moreover, the influence of some specific fabrication steps has
been analyzed. For example, the increased DCR caused by implantation damage has been
investigated [92]. Most recent DCR models, which are based on TCAD software, have
considered the bandgap narrowing effect, which is caused by the high doping concentration,
and carriers’ density of junctions [93]. This effect is activated by default in some popular
simulation tools, such as Sentaurus. A summary of recently developed DCR models is
shown in Table 3.

With the increased understanding of the physical generation of dark counts, more
accurate DCR models based on SRH and BTBT mechanisms are now available. However,
when the timing information of SPADs is included, the sources of dark counts are even
more complicated. One of the most common sources of this is afterpulsing-induced dark
counts. When plenty of carriers are generated due to the avalanche of SPADs, a certain
portion of the carriers may be captured by the traps and released after a time delay. If
trapped carriers are released during the high voltage or resetting process, they can trigger
an avalanche event which is regarded as a false count or a secondary dark count. The release
time of trapped carriers is random due to the finite lifetimes of trapping centers [71,94]. The
parameter used to describe this phenomenon is AP. The AP is usually measured using the
inter-arrival-time (IAT) method, in which the time differences between many consecutive
SPADs’ output pulses are recorded to form a histogram. Since AP shows a dependence on
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the lifetime of traps, the inter-arrival-time (IAT) method is used to find the AP. A simple
measurement setup for testing the AP of a PQR-configured SPAD is shown in Figure 7a.
As shown in Figure 7b, the time intervals between many consecutive output pulses are
measured to form a histogram. Then, the AP can be calculated from the IAT histogram
using a multi-exponential fit. Another time delay caused by the diffusion of minority
carriers from neutral regions to the multiplication region has a significant influence on
the timing resolution of SPADs [1]. This timing resolution is commonly characterized as
timing jitter, which is another important performance that needs to be modeled to optimize
SPAD design.

Table 3. DCR Models.

Ref SRH * TAT ** BTBT *** Tools/Methods Comments

[87] Yes Yes Yes Analytical • Assume electrons’ and holes’ lifetimes are equal
• A mid-gap trap energy was assumed

[86] Yes Yes Yes Analytical • 7 parameters were obtained by fitting measurements
with simulations

[15] - Yes - Analytical • Only depletion region was considered
• Single trap energy level was assumed

[19] Yes Yes Yes TCAD ****

• Use trap population as fitting parameter
• Use doping concentration and gradient coefficients as

fitting parameters
• No change to the SRH and BTBT model

[14] Yes Yes Yes TCAD

• Trap energy is assumed to be 0.15 eV higher than the
middle bandgap

• Compared different guard ring structure
• Assuming a pure Boron process

[91] Yes - Yes TCAD

• Doping and trap information are obtained from
measurement

• Considered the contribution from neutral regions
• Trap energy level is 0.19 eV for SRH model
• Fitting parameters are obtained at 125 K and 325 K

[92] Yes - Yes TCAD • Considered the damage of implantation

* Shockley–Read–Hall recombination; ** Trap-assisted tunneling; *** Band-to-band tunneling; **** Technology-
aided computer design.
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5. Timing Jitter Models

Timing jitter can be described by the widely used full-width-at-half-maximum (FWHM)
of the timing histogram, which reflects the deviation between the detected output and the
corresponding incident photons of SPADs. One of the major physical mechanisms that
influence this FWHM is the avalanche build-up time. Considering a realistic SPAD circuit
and measurement setup, the avalanche current should reach a specific value to have an
effective output. However, this time difference from the initial ionization to the output
varies, which brings practical considerations to timing jitter models. In [95], the researchers
proposed a 2D model to explain how the “spreading of the impact ionization” affects the
avalanche current rise time. In their model, there are two mechanisms: the drift and diffu-
sion of the generated free carriers and the carrier-emitted secondary photons. For a typical
SPAD with either a p+/N-well junction or an n+/P-well junction, the current rising time
reaches the minimum when the initial impact ionization happens at the center, according
to [95]. Under such conditions, generated carriers can travel in any direction, causing the
largest probability of more impact ionization events in unit time. The second mechanism
proposed in [95] is the spread of avalanche events caused by the absorption of secondary
photons since the secondary photon created by the emission can be reabsorbed in a random
place. According to the hot electron emission theory, the photons emitted by hot carriers
are mostly infrared photons, which have wavelengths larger than 780 nm [95,96]. Thus, the
timing jitter caused by the reabsorption of secondary photons can be neglected in SPADs
with a small size and a thin depletion region.

In addition to the carriers generated inside the depletion region, there are minority car-
riers generated in neutral regions and diffused to the multiplication region. These carriers
can act as “seed carriers” to trigger an avalanche pulse. The time delay before traveling into
the multiplication region differs depending on the location of photon-generated carriers
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in the neutral regions. The measurement of timing jitter is usually based on the statistical
counting of the output pulses. A typical temporal response of SPAD can have three different
components: a Gaussian peak with a small-time delay, an exponential tail with a longer
time delay, and random noisy waveforms, as shown in Figure 8a,b [97]. The fast Gaussian
peak represents the avalanche event initiated by the carriers in the multiplication region.
The exponential decaying tail originated from the diffusion of the carriers. Therefore,
the timing jitter in SPADs is quite different from the one defined in other fields, such as
oscillators [98]. In this case, many SPAD timing jitter models take the fast Gaussian peak
and the exponential tail as two separate components of the total temporal response, as
expressed by Equation (6).

Tj ∼ T(µ, σ, t) + Pneu(t), (6)

where T is a Gaussian function of time with a specific mean value µ and deviation σ. The
second term Pneu depends on the width of neutral regions and diffusion lengths (diffusion
coefficient) of the minority carriers, as given by Equation (7) from [99]

t =
w2

n
πDc

, (7)

where wn is the thickness of the neutral region and Dc is the diffusion coefficient of the
minority carriers. SPAD-based imaging systems such as LiDAR and PET require timing
information. The resolution of the image can be improved by reducing the timing jitter
because the detection of photons will be more accurate within a smaller time interval. This
interval is also characterized using FWHM, which can vary from tens of picoseconds to
hundreds of picoseconds [16,17,28,39,100]. Such a wide range indicates that timing jitter
models are generally needed to predict the timing resolution before any fabrication.

The fast Gaussian peak can be modeled by simulating the avalanche build-up time by
using the multiplication theory of current. In [101], a threshold avalanche current is set to
100 µA to find the statistical distribution of avalanche build-up time. The exponential tail is
based on the simulation of carriers’ densities at both boundaries of the depletion region.
In this case, the accuracy of timing jitter models also relies on the ionization coefficients
model. If a more accurate distribution of triggering probability is calculated, the timing
response will also become more accurate.
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6. SPAD Circuit Models

Currently, SPADs fabricated in standard CMOS technologies are integrated with
other CMOS circuits. Recently, active quenching and reset (AQR) configurations have
been widely used due to their fast response, small area, and configurable dead time. The
quenching and resetting times have evolved from the microseconds range in passive
configuration to several nanoseconds in recent active configurations [28,102–110]. To
simulate the performance of these advanced front-end circuits, SPAD circuit models are
needed. Such circuit models are used to describe the behavior of a real SPAD in integrated
circuits, and they are also called SPAD behavior models. The very basic behaviors of SPADs
include three stages: (1) below-breakdown (quenched), (2) above-breakdown with no
photon, and (3) above-breakdown with incident photons, as described in Section 1. When
the voltage across the circuit model is below the breakdown voltage, the circuit is nearly
open, and no current flows. When the reverse voltage across the terminals is greater than
the breakdown voltage, upon the detection of a photon, there will be a large current due to
the avalanching effect.

6.1. SPAD Pixel Circuit Models

The simplest circuit model is constructed using a voltage source, resistor, and ca-
pacitor, as shown in Figure 9. When the voltage is larger than the breakdown voltage,
the switch is closed, and the current flowing through the terminals will depend on the
avalanche resistance Rd and excess voltage V − BV. This simple model can simulate the
basic behavior of the SPAD when the timing response is not crucial. Notably, internal
avalanche resistors and capacitors affect both the amplitude and timing of avalanche pulses.
Inaccurate values of these parameters used for simulation in circuits can lead to a significant
difference in measurements. From the measurement of the I-V characteristics of a SPAD, the
avalanching current after the breakdown has a nonlinear characteristic [111]. Therefore, the
avalanching resistance cannot be regarded as a constant value for accurate modeling. Some
researchers improved the circuit model by replacing the constant resistor with piecewise
linear resistors [112,113]. This piecewise resistor element varies as the current changes, so
it can be implemented using Spice or Verilog-A. Moreover, to improve the accuracy of the
amplitude and timing, the circuit model should also be improved to simulate the common
performance properties, such as dark count, dark current below breakdown voltage, and
temperature effects. In [113,114], the forward region, reverse region, and breakdown region
were all included. Specifically, the self-sustained avalanche was simulated by setting a
threshold current of 100 µA. When the avalanche current dropped below this threshold, the
avalanche was not sustainable and self-quenched. In [99], thermally generated dark counts
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were introduced to achieve the statistical simulation of avalanche pulses caused by incident
photons and dark counts. Zeng et al. further developed the circuit model by introducing
the band-to-band mechanism, which is a dominant source of dark counts in nanoscale
devices [115]. In this model, there were different triggers for different mechanisms, so
they did not interfere with each other but could be simulated at the same time. With the
consideration of a piecewise resistor, more accurate capacitance fitted to measurements,
and more complete mechanisms, the SPAD circuit model will be more accurate in the circuit
simulation. This has enabled the possibility of the system-level simulation of SPADs and
their front-end circuits.

Sensors 2023, 23, x FOR PEER REVIEW 22 of 31 
 

 

modeling. Some researchers improved the circuit model by replacing the constant resistor 
with piecewise linear resistors [112,113]. This piecewise resistor element varies as the cur-
rent changes, so it can be implemented using Spice or Verilog-A. Moreover, to improve 
the accuracy of the amplitude and timing, the circuit model should also be improved to 
simulate the common performance properties, such as dark count, dark current below 
breakdown voltage, and temperature effects. In [113,114], the forward region, reverse re-
gion, and breakdown region were all included. Specifically, the self-sustained avalanche 
was simulated by setting a threshold current of 100 µA. When the avalanche current 
dropped below this threshold, the avalanche was not sustainable and self-quenched. In 
[99], thermally generated dark counts were introduced to achieve the statistical simulation 
of avalanche pulses caused by incident photons and dark counts. Zeng et al. further de-
veloped the circuit model by introducing the band-to-band mechanism, which is a domi-
nant source of dark counts in nanoscale devices [115]. In this model, there were different 
triggers for different mechanisms, so they did not interfere with each other but could be 
simulated at the same time. With the consideration of a piecewise resistor, more accurate 
capacitance fitted to measurements, and more complete mechanisms, the SPAD circuit 
model will be more accurate in the circuit simulation. This has enabled the possibility of 
the system-level simulation of SPADs and their front-end circuits. 

 
Figure 9. Simple SPAD circuit model (dotted box) with passive quench and reset circuit. 

6.2. SPAD Array Circuit Models and Crosstalk 
According to the SPADs’ operational principles, the dead time between detection 

events can affect the data throughput. To achieve continuous detection and increase the 
data throughput, SPADs and their readout circuits can be integrated into arrays. In SPAD 
arrays, all SPADs can be operated at the same time or in different time windows, charac-
terized as the free-running mode and time-gated mode, respectively. When SPADs are 
integrated in arrays, there are some undesired crosstalk effects. These effects can trigger 
false counts in SPADs that are near the SPADs which are detecting the primary events. 
Crosstalk in a SPAD array can be categorized into two types: electrical crosstalk and opti-
cal crosstalk, depending on how the interfering signal is transmitted [116]. 

Mechanisms of SPAD array crosstalk are explained in Figure 10. For electrical cross-
talk, some free carriers generated during the primary avalanche after the detection diffuse 
to the depletion region of neighboring SPADs. These diffused carriers can start initiating 
avalanching processes. For optical crosstalk, secondary photons are generated due to the 
electroluminescence effect, which means that photons can be reabsorbed in the depletion 
region or within one diffusion length of the depletion region of neighboring SPADs. In 
addition, some secondary photons can be reflected by the bottom layer. The optical 

Figure 9. Simple SPAD circuit model (dotted box) with passive quench and reset circuit.

6.2. SPAD Array Circuit Models and Crosstalk

According to the SPADs’ operational principles, the dead time between detection
events can affect the data throughput. To achieve continuous detection and increase
the data throughput, SPADs and their readout circuits can be integrated into arrays. In
SPAD arrays, all SPADs can be operated at the same time or in different time windows,
characterized as the free-running mode and time-gated mode, respectively. When SPADs
are integrated in arrays, there are some undesired crosstalk effects. These effects can trigger
false counts in SPADs that are near the SPADs which are detecting the primary events.
Crosstalk in a SPAD array can be categorized into two types: electrical crosstalk and optical
crosstalk, depending on how the interfering signal is transmitted [116].

Mechanisms of SPAD array crosstalk are explained in Figure 10. For electrical crosstalk,
some free carriers generated during the primary avalanche after the detection diffuse to
the depletion region of neighboring SPADs. These diffused carriers can start initiating
avalanching processes. For optical crosstalk, secondary photons are generated due to the
electroluminescence effect, which means that photons can be reabsorbed in the depletion
region or within one diffusion length of the depletion region of neighboring SPADs. In
addition, some secondary photons can be reflected by the bottom layer. The optical
properties of the bottom interface may determine how many photons can be reflected.
To reduce or prevent crosstalk, there are several possible solutions, such as changing the
operation strategy, adding trench isolations, or adding opaque materials between different
SPAD pixels.
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In a time-gated SPAD array, only a certain portion of SPAD pixels are active for
detection in specific time windows, while others are disabled. Under such conditions, the
noise or false count caused by crosstalk can be reduced. To further suppress the crosstalk,
in a specific time window, SPAD pixels far away from each other can be activated while
neighboring pixels are disabled. This is because the crosstalk probability is inversely related
to the distance between pixels [117,118]. From the SPAD design perspective, depending
on the technology used, shallow trench isolations (STIs) or deep trench isolations (DTIs)
can be added to prevent the diffusion of carriers [119]. Another way to alleviate optical
crosstalk is to add an opaque material between SPADs. However, this could increase the
cost of fabrication, and it may not be applicable to CMOS technologies. There are always
trade-offs between fill factor, crosstalk probability, fabrication cost, and complexity, which
should be carefully considered by researchers for their own design.

7. Research Challenges

From the discussions above, improvements in SPAD models and circuit models can
help to improve the design and performance of various imaging systems. However, there
are still some challenges that need to be addressed to further improve the accuracy and
efficiency of modeling SPADs. Current challenges and future research areas are summarized
in Figure 11 and further described thereafter.

• Confidential technology information from foundries has led to difficulties for re-
searchers in developing more accurate models. To have an accurate estimation of
certain key parameters in SPAD models, it is important to know the doping profile of
each region, the depth and thickness of each region, the material of dielectric layers and
defect information, etc. Researchers can extract these parameters directly or indirectly
from experimental measurements, but these may be complicated and time-consuming.
For example, it may be possible to guess the doping profile by measuring the break-
down voltage. It is also possible to measure the thicknesses of the metal layers and/or
passivation layers above the active region from the cross-sectional images using a
scanning electron microscope (SEM), thus improving the accuracy of PDP and DCR
models. An example is shown in Figure 12, in which the top passivation layers and
eighth metal layer M8 are shown with depth information [120].

• However, for a realistic SPAD fabricated using advanced CMOS technologies, it is
challenging to get accurate information on each passivation layer. Figure 13a,b shows
an illustration of the cross-sectional and layout view of a SPAD design using the
TSMC 65 Standard CMOS technology, which has nine metal layers and many inter-
metal dielectric layers. The fifth metal layer M5 in the dotted boxes, is used to shield
the SPAD, with an opening window to reduce the reflection of the light above the
active region. However, there are still many inter-metal-dielectric (IMD) layers with
different thicknesses and properties which deserve more investigation for the future
improvement of SPAD models.
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• When designing a SPAD based on CMOS technology, there are several steps that can
be followed to improve the performance. First, avoid crossing metal layers above the
active region, which can reduce the light being absorbed in the active region. Second,
design a suitable distance between STIs and the active region, usually longer than one
diffusion length. This is because that surface generation at the silicon/oxide interface
is found to be a major contributor to high DCR [31,34]. Third, the size of the active
region should be carefully chosen based on the specific technology. If the size of the
active region is too large, the measurement will become a problem since a very high
DCR can easily saturate the testing equipment. If the size is too small, fewer photons
will be collected in the active region. In addition, the PDP of the individual SPAD may
decrease due to the decreased detection efficiency near the guard ring region [13]. A
general SPAD model that can include customized parameters would be very useful to
device designers.

• The development of simulation tools will also benefit the SPAD modeling process.
Currently, TCAD is commonly used for simulating electric parameters of SPADs,
including the electric field distributions, ionization coefficients, and breakdown volt-
age, but not their noise performance [121]. However, these parameters need to be
exported to be further processed by other software, such as MATLAB. When there are
many parameters to be investigated, the modeling process will be complicated and
time-consuming. The development of software automation can significantly improve
modeling efficiency.

• The dimensions of SPAD models can be extended from one dimension to two dimen-
sions and even three dimensions. Due to the shrinking of technologies, SPADs can be
fabricated in a much smaller size, which should take the edge effect into consideration.
However, most of the current SPAD models are in 1 dimension. Some of the models
have been developed in 2 dimensions for a better estimation of PDP and DCR [12–14].
In 3-dimension models, the performance can be more accurate since they can model
these parameters with different SPAD shapes, such as circular SPADs, rectangular
SPADs, and octagonal SPADs.

• SPAD circuit models can only be used to simulate the electrical performance of SPADs
in integrated circuits. It would be significant progress if SPAD device models and
SPAD circuit models could be combined. In this case, the input can be a light signal
in the simulation instead of the electric stimuli used in existing SPAD circuit mod-
els. However, this method also requires the development of software to include the
function of simulating multi-physics in circuits.

• The accuracy of SPAD models also depends on the density of mesh points in a simula-
tion process. Without correct mesh settings, convergence problems may occur. That is
to say, it is challenging to adjust the mesh settings in semiconductor device simulation.
When it comes to SPAD simulations, the convergence issue can be more important due
to the rapid change of physical parameters during the avalanche process. To achieve
good accuracy, many calculation iterations are needed, which can lead to additional
computational and time costs of modeling. To overcome this problem, machine learn-
ing techniques can be adopted in SPAD modeling processes. With machine learning,
the design parameters, such as doping concentration, dimension or size, shape, as
well as other parameters, can be investigated to see their influence on the specific
performance of SPADs. With more data available from simulations, machine learning
models can be more accurate. Therefore, predictions of SPAD performances based
on different technologies can be made without the need for an iterative modeling
process again.
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8. Conclusions

In this paper, important SPADs’ performance parameters, the progress of SPAD device
models, and SPAD circuit models were reviewed to provide a comprehensive view of
optimizing SPAD designs. For each type of SPAD model, we have provided a detailed
discussion and compared different technologies. SPAD models become more accurate as
more regions and mechanisms are considered. We reviewed PDP models, DCR models,
TJ models, and crosstalk models. Based on the discussion of the development of SPAD
models, we presented several important research challenges in SPAD modeling. We believe
that researchers can use this study to propose more accurate SPAD models and innovative
modeling methods to further optimize the design of SPAD-based detection systems.
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14. Knežević, T.; Nanver, L.; Suligoj, T.; Nanver, L.K. 2D Dark-Count-Rate Modeling of PureB Single-Photon Avalanche Diodes in a

TCAD Environment. SPIE OPTO 2018, 10526, 266–275. [CrossRef]

http://doi.org/10.1109/JSTQE.2014.2344034
http://doi.org/10.1109/JQE.1983.1071905
http://doi.org/10.1109/OJSSCS.2021.3118987
http://doi.org/10.3390/s18124338
http://www.ncbi.nlm.nih.gov/pubmed/30544791
http://doi.org/10.1109/TCSI.2020.3048367
http://doi.org/10.1109/VLSIC.2018.8502386
http://doi.org/10.1109/ISSCC42613.2021.9366010
http://doi.org/10.1109/JSSC.2018.2883720
http://doi.org/10.3390/s19225019
http://doi.org/10.1109/JSEN.2010.2058846
http://doi.org/10.1109/T-ED.1966.15651
http://doi.org/10.1109/JSEN.2022.3226237
http://doi.org/10.1109/TED.2021.3119264
http://doi.org/10.1117/12.2290757


Sensors 2023, 23, 3412 28 of 31

15. Kindt, W.J.; Van Zeijl, H.W. Modelling and Fabrication of Geiger Mode Avalanche Photodiodes. IEEE Trans. Nucl. Sci. 1998,
45, 715–719. [CrossRef]

16. Gulinatti, A.; Ceccarelli, F.; Ceccarelli, F.; Ghioni, M.; Rech, I. Custom Silicon Technology for SPAD-Arrays with Red-Enhanced
Sensitivity and Low Timing Jitter. Opt. Express 2021, 29, 4559–4581. [CrossRef] [PubMed]

17. Shimada, S.; Otake, Y.; Yoshida, S.; Endo, S.; Nakamura, R.; Tsugawa, H.; Ogita, T.; Ogasahara, T.; Yokochi, K.; Inoue, Y.; et al.
A Back Illuminated 6 µm SPAD Pixel Array with High PDE and Timing Jitter Performance. In Proceedings of the 2021 IEEE
International Electron Devices Meeting (IEDM), San Francisco, CA, USA, 11–16 December 2021; pp. 20.1.1–20.1.4. [CrossRef]

18. Niclass, C.; Soga, M. A Miniature Actively Recharged Single-Photon Detector Free of Afterpulsing Effects with 6ns Dead Time in
a 0.18 µm CMOS Technology. In Proceedings of the 2010 International Electron Devices Meeting, San Francisco, CA, USA, 6–8
December 2010. [CrossRef]

19. Xu, Y.; Xiang, P.; Xie, X. Comprehensive Understanding of Dark Count Mechanisms of Single-Photon Avalanche Diodes Fabricated
in Deep Sub-Micron CMOS Technologies. Solid. State Electron. 2017, 129, 168–174. [CrossRef]

20. Kang, Y.; Lu, H.X.; Lo, Y.H.; Bethune, D.S.; Risk, W.P. Dark Count Probability and Quantum Efficiency of Avalanche Photodiodes
for Single-Photon Detection. Appl. Phys. Lett. 2003, 83, 2955. [CrossRef]

21. Behroozpour, B.; Sandborn, P.A.M.; Wu, M.C.; Boser, B.E. Lidar System Architectures and Circuits. IEEE Commun. Mag. 2017,
55, 135–142. [CrossRef]

22. Li, N.; Ho, C.P.; Xue, J.; Lim, L.W.; Chen, G.; Fu, Y.H.; Lee, L.Y.T. A Progress Review on Solid-State LiDAR and Nanophotonics-
Based LiDAR Sensors. Laser Photon Rev. 2022, 16, 2100511. [CrossRef]

23. Tsikouras, A.; Peronio, P.; Rech, I.; Hirmiz, N.; Deen, M.J.; Fang, Q. Characterization of SPAD Array for Multifocal High-Content
Screening Applications. Photonics 2016, 3, 56. [CrossRef]

24. Alayed, M.; Palubiak, D.P.; Deen, M.J. Characterization of a Time-Resolved Diffuse Optical Spectroscopy Prototype Using
Low-Cost, Compact Single Photon Avalanche Detectors for Tissue Optics Applications. Sensors 2018, 18, 3680. [CrossRef]

25. Cova, S.; Longoni, A.; Andreoni, A. Towards Picosecond Resolution with Single-Photon Avalanche Diodes. Rev. Sci. Instrum.
1998, 52, 408. [CrossRef]

26. Deen, M.J.; Basu, P.K. Silicon Photonics: Fundamentals and Devices; John Wiley & Sons: Chichester, UK, 2012.
27. Gulinatti, A.; Rech, I.; Assanelli, M.; Ghioni, M.; Cova, S. A Physically Based Model for Evaluating the Photon Detection Efficiency

and the Temporal Response of SPAD Detectors. J. Mod. Opt. 2010, 58, 210–224. [CrossRef]
28. Jiang, W.; Scott, R.; Deen, M.J. High-Speed Active Quench and Reset Circuit for SPAD in a Standard 65 nm CMOS Technology.

IEEE Photonics Technol. Lett. 2021, 33, 1431–1434. [CrossRef]
29. Jiang, W.; Scott, R.; Jamal Deen, M. Improved Noise Performance of CMOS Poly Gate Single-Photon Avalanche Diodes. IEEE

Photonics J. 2022, 14, 1–8. [CrossRef]
30. Scott, R.; Jiang, W.; Qian, X.; Deen, M.J. A Multi-Time-Gated SPAD Array with Integrated Coarse TDCs. Electronics 2022, 11, 2015.

[CrossRef]
31. Leitner, T.; Feiningstein, A.; Turchetta, R.; Coath, R.; Chick, S.; Visokolov, G.; Savuskan, V.; Javitt, M.; Gal, L.; Brouk, I.; et al.

Measurements and Simulations of Low Dark Count Rate Single Photon Avalanche Diode Device in a Low Voltage 180-nm CMOS
Image Sensor Technology. IEEE Trans. Electron. Devices 2013, 60, 1982–1988. [CrossRef]

32. Bronzi, D.; Villa, F.; Bellisai, S.; Markovic, B.; Tisa, S.; Tosi, A.; Zappa, F.; Weyers, S.; Durini, D.; Brockherde, W.; et al. Low-Noise
and Large-Area CMOS SPADs with Timing Response Free from Slow Tails. In Proceedings of the 2012 Proceedings of the
European Solid-State Device Research Conference (ESSDERC), Bordeaux, France, 17–21 September 2012; pp. 230–233. [CrossRef]

33. Pancheri, L.; Stoppa, D. Low-Noise Single Photon Avalanche Diodes in 0.15 µm CMOS Technology. In Proceedings of the 2011
Proceedings of the European Solid-State Device Research Conference (ESSDERC), Helsinki, Finland, 12–16 September 2011;
pp. 179–182. [CrossRef]

34. Richardson, J.A.; Webster, E.A.G.; Grant, L.A.; Henderson, R.K. Scaleable Single-Photon Avalanche Diode Structures in Nanometer
CMOS Technology. IEEE Trans. Electron. Devices 2011, 58, 2028–2035. [CrossRef]

35. Scarcella, C.; Tosi, A.; Villa, F.; Tisa, S.; Zappa, F. Low-Noise Low-Jitter 32-Pixels CMOS Single-Photon Avalanche Diodes Array
for Single-Photon Counting from 300 nm to 900 nm. Rev. Sci. Instrum. 2013, 84, 123112. [CrossRef]

36. Field, R.M.; Lary, J.; Cohn, J.; Paninski, L.; Shepard, K.L. A Low-Noise, Single-Photon Avalanche Diode in Standard 0.13 Mm
Complementary Metal-Oxide-Semiconductor Process. Appl. Phys. Lett. 2010, 97, 211111. [CrossRef]

37. SentaurusTM Device User Guide Version R-2020.09; Synopsys Inc.: San Jose, CA, USA, 2020.
38. SentaurusTM Structure Editor. User Guide Version R-2020.09; Synopsys Inc.: San Jose, CA, USA, 2020.
39. Ceccarelli, F.; Acconcia, G.; Gulinatti, A.; Ghioni, M.; Rech, I. 83-ps Timing Jitter with a Red-Enhanced SPAD and a Fully Integrated

Front End Circuit. IEEE Photonics Technol. Lett. 2018, 30, 1727–1730. [CrossRef]
40. Henderson, R.K.; Webster, E.A.G.; Grant, L.A. A Dual-Junction Single-Photon Avalanche Diode in 130-nm CMOS Technology.

IEEE Electron. Device Lett. 2013, 34, 429–431. [CrossRef]
41. Jiang, W.; Chalich, Y.; Scott, R.; Deen, M.J. Time-Gated and Multi-Junction SPADs in Standard 65 nm CMOS Technology. IEEE

Sens. J. 2021, 21, 12092–12103. [CrossRef]
42. Incoronato, A.; Cusini, I.; Pasquinelli, K.; Zappa, F. Single-Shot Pulsed-LiDAR SPAD Sensor with on-Chip Peak Detection for

Background Rejection. IEEE J. Sel. Top. Quantum Electron. 2022, 28, 1–10. [CrossRef]

http://doi.org/10.1109/23.682621
http://doi.org/10.1364/OE.413821
http://www.ncbi.nlm.nih.gov/pubmed/33771031
http://doi.org/10.1109/IEDM19574.2021.9720639
http://doi.org/10.1109/IEDM.2010.5703360
http://doi.org/10.1016/j.sse.2016.11.009
http://doi.org/10.1063/1.1616666
http://doi.org/10.1109/MCOM.2017.1700030
http://doi.org/10.1002/lpor.202100511
http://doi.org/10.3390/photonics3040056
http://doi.org/10.3390/s18113680
http://doi.org/10.1063/1.1136594
http://doi.org/10.1080/09500340.2010.536590
http://doi.org/10.1109/LPT.2021.3124989
http://doi.org/10.1109/JPHOT.2021.3128055
http://doi.org/10.3390/electronics11132015
http://doi.org/10.1109/TED.2013.2259172
http://doi.org/10.1109/ESSDERC.2012.6343375
http://doi.org/10.1109/ESSDERC.2011.6044205
http://doi.org/10.1109/TED.2011.2141138
http://doi.org/10.1063/1.4850677
http://doi.org/10.1063/1.3518473
http://doi.org/10.1109/LPT.2018.2867805
http://doi.org/10.1109/LED.2012.2236816
http://doi.org/10.1109/JSEN.2021.3063319
http://doi.org/10.1109/JSTQE.2022.3180687


Sensors 2023, 23, 3412 29 of 31

43. Hsieh, C.A.; Tsai, C.M.; Tsui, B.Y.; Hsiao, B.J.; Lin, S. Di Photon-Detection-Probability Simulation Method for CMOS Single-Photon
Avalanche Diodes. Sensors 2020, 20, 436. [CrossRef] [PubMed]

44. Zimmermann, H.; Mahmoudi, H.; Poushi, S.S.K.; Steindl, B.; Hofbauer, M. Photon Detection Probability Enhancement Using an
Anti-Reflection Coating in CMOS-Based SPADs. Appl. Opt. 2021, 60, 7815–7820. [CrossRef]

45. Mahmoudi, H.; Poushi, S.S.K.; Steindl, B.; Hofbauer, M.; Zimmermann, H. Optical and Electrical Characterization and Modeling
of Photon Detection Probability in CMOS Single-Photon Avalanche Diodes. IEEE Sens. J. 2021, 21, 7572–7580. [CrossRef]

46. Gulinatti, A.; Rech, I.; Fumagalli, S.; Assanelli, M.; Ghioni, M.; Cova, S.D. Modeling Photon Detection Efficiency and Temporal
Response of Single Photon Avalanche Diodes. Photon Count. Appl. Quantum Opt. Quantum Inf. Transf. Process. II 2009,
7355, 161–177. [CrossRef]

47. Panglosse, A.; Martin-Gonthier, P.; Marcelot, O.; Virmontois, C.; Saint-Pé, O.; Magnan, P. Modeling, Simulation Methods and
Characterization of Photon Detection Probability in CMOS-SPAD. Sensors 2021, 21, 5860. [CrossRef] [PubMed]

48. Fan-Yuan, G.J.; Teng, J.; Wang, S.; Yin, Z.Q.; Chen, W.; He, D.Y.; Guo, G.C.; Han, Z.F. Optimizing Single-Photon Avalanche
Photodiodes for Dynamic Quantum Key Distribution Networks. Phys. Rev. Appl. 2020, 13, 054027. [CrossRef]

49. Johnsson, D.; Pogany, D.; Willemen, J.; Gornik, E.; Stecher, M. Avalanche Breakdown Delay in ESD Protection Diodes. IEEE Trans.
Electron. Devices 2010, 57, 2470–2476. [CrossRef]

50. Bailey, D.L.; Townsend, D.W.; Valk, P.E.; Maisey, M.N. Positron Emission Tomography; Springer: London, UK, 2005; ISBN 1-85233-
798-2.

51. Sun, P.; Charbon, E.; Ishihara, R. A Flexible Ultrathin-Body Single-Photon Avalanche Diode With Dual-Side Illumination. IEEE J.
Sel. Top. Quantum Electron. 2014, 20, 276–283. [CrossRef]

52. Kohneh Poushi, S.S.; Mahmoudi, H.; Steindl, B.; Hofbauer, M.; Zimmermann, H. Comprehensive Modeling of Photon Detection
Probability in CMOS-Based SPADs. In Proceedings of the 2020 IEEE SENSORS, Rotterdam, The Netherlands, 25–28 October 2020.
[CrossRef]

53. Van Overstraeten, R.; De Man, H. Measurement of the Ionization Rates in Diffused Silicon P-N Junctions. Solid. State Electron.
1970, 13, 583–608. [CrossRef]

54. Okuto, Y.; Crowell, C.R. Threshold Energy Effect on Avalanche Breakdown Voltage in Semiconductor Junctions. Solid. State
Electron. 1975, 18, 161–168. [CrossRef]

55. Chynoweth, A.G. Ionization Rates for Electrons and Holes in Silicon. Phys. Rev. 1958, 109, 1537. [CrossRef]
56. Lackner, T. Avalanche Multiplication in Semiconductors: A Modification of Chynoweth’s Law. Solid. State Electron. 1991, 34, 33–42.

[CrossRef]
57. Vecchi, M.C.; Rudan, M. Modeling Electron and Hole Transport with Full-Band Structure Effects by Means of the Spherical-

Harmonics Expansion of the BTE. IEEE Trans. Electron. Devices 1998, 45, 230–238. [CrossRef]
58. Forrest Ma, C.L.; Deen, M.J.; Tarof, L.E.; Yu, J.C.H. Temperature Dependence of Breakdown Voltages in Separate Absorption,

Grading, Charge, and Multiplication InP/InGaAs Avalanche Photodiodes. IEEE Trans. Electron. Devices 1995, 42, 810–818.
[CrossRef]

59. Ma, C.L.F.; Deen, M.J.; Tarof, L.E. Multiplication in Separate Absorption, Grading, Charge, and Multiplication InP-InGaAs
Avalanche Photodiodes. IEEE J. Quantum Electron. 1995, 31, 2078–2089. [CrossRef]

60. Bandyopadhyay, A.; Jamal Deen, M.; Tarof, L.E.; Clark, W. A Simplified Approach to Time-Domain Modeling of Avalanche
Photodiodes. IEEE J. Quantum Electron. 1998, 34, 691–699. [CrossRef]

61. Okuto, Y.; Crowell, C.R. Ionization Coefficients in Semiconductors: A Nonlocalized Property. Phys. Rev. B 1974, 10, 4284.
[CrossRef]

62. Teich, M.C.; Saleh, B.E.A. Effect of Dead Space on Gain and Noise of Double-Carrier-Multiplication Avalanche Photodiodes. IEEE
Trans. Electron. Devices 1992, 39, 546–552. [CrossRef]

63. Ramirez, D.A.; Hayat, M.M.; Huntington, A.S.; Williams, G.M. Non-Local Model for the Spatial Distribution of Impact Ionization
Events in Avalanche Photodiodes. IEEE Photonics Technol. Lett. 2014, 26, 25–28. [CrossRef]

64. Ghosh, R.K.; Mahapatra, S. Monolayer Transition Metal Dichalcogenide Channel-Based Tunnel Transistor. IEEE J. Electron. Devices
Soc. 2013, 1, 175–180. [CrossRef]

65. Massey, D.J.; David, J.P.R.; Tan, C.H.; Ng, B.K.; Rees, G.J.; Robbins, D.J.; Herbert, D.C. Impact Ionization in Submicron Silicon
Devices. J. Appl. Phys. 2004, 95, 5931. [CrossRef]

66. Cheong, J.S.; Hayat, M.M.; Zhou, X.; David, J.P.R. Relating the Experimental Ionization Coefficients in Semiconductors to the
Nonlocal Ionization Coefficients. IEEE Trans. Electron. Devices 2015, 62, 1946–1952. [CrossRef]

67. Xu, Y.; Xiang, P.; Xie, X.; Huang, Y. A New Modeling and Simulation Method for Important Statistical Performance Prediction of
Single Photon Avalanche Diode Detectors. Semicond. Sci. Technol. 2016, 31, 065024. [CrossRef]

68. Mazzillo, M.; Condorelli, G.; Piazza, A.; Sanfilippo, D.; Valvo, G.; Carbone, B.; Fallica, G.; Billotta, S.; Belluso, M.; Bonanno,
G.; et al. Single-Photon Avalanche Photodiodes with Integrated Quenching Resistor. Nucl. Instrum. Methods Phys. Res. A 2008,
591, 367–373. [CrossRef]

69. Bonanno, G.; Finocchiaro, P.; Pappalardo, A.; Billotta, S.; Cosentino, L.; Belluso, M.; Di Mauro, S.; Occhipinti, G. Precision
Measurements of Photon Detection Efficiency for SiPM Detectors. Nucl. Instrum. Methods Phys. Res. A 2009, 610, 93–97. [CrossRef]

70. Richardson, J.A.; Grant, L.A.; Henderson, R.K. Low Dark Count Single-Photon Avalanche Diode Structure Compatible with
Standard Nanometer Scale CMOS Technology. IEEE Photonics Technol. Lett. 2009, 21, 1020–1022. [CrossRef]

http://doi.org/10.3390/s20020436
http://www.ncbi.nlm.nih.gov/pubmed/31941031
http://doi.org/10.1364/AO.432219
http://doi.org/10.1109/JSEN.2021.3051365
http://doi.org/10.1117/12.820661
http://doi.org/10.3390/s21175860
http://www.ncbi.nlm.nih.gov/pubmed/34502751
http://doi.org/10.1103/PhysRevApplied.13.054027
http://doi.org/10.1109/TED.2010.2058790
http://doi.org/10.1109/JSTQE.2014.2342193
http://doi.org/10.1109/SENSORS47125.2020.9278771
http://doi.org/10.1016/0038-1101(70)90139-5
http://doi.org/10.1016/0038-1101(75)90099-4
http://doi.org/10.1103/PhysRev.109.1537
http://doi.org/10.1016/0038-1101(91)90197-7
http://doi.org/10.1109/16.658836
http://doi.org/10.1109/16.381974
http://doi.org/10.1109/3.469291
http://doi.org/10.1109/3.663452
http://doi.org/10.1103/PhysRevB.10.4284
http://doi.org/10.1109/16.123476
http://doi.org/10.1109/LPT.2013.2289974
http://doi.org/10.1109/JEDS.2013.2292799
http://doi.org/10.1063/1.1691177
http://doi.org/10.1109/TED.2015.2422789
http://doi.org/10.1088/0268-1242/31/6/065024
http://doi.org/10.1016/j.nima.2008.03.011
http://doi.org/10.1016/j.nima.2009.05.117
http://doi.org/10.1109/LPT.2009.2022059


Sensors 2023, 23, 3412 30 of 31

71. Niclass, C.; Gersbach, M.; Henderson, R.; Grant, L.; Charbon, E. A Single Photon Avalanche Diode Implemented in 130-nm
CMOS Technology. IEEE J. Sel. Top. Quantum Electron. 2007, 13, 863–869. [CrossRef]

72. Webster, E.A.G.; Grant, L.A.; Henderson, R.K. A High-Performance Single-Photon Avalanche Diode in 130-Nm CMOS Imaging
Technology. IEEE Electron. Device Lett. 2012, 33, 1589–1591. [CrossRef]

73. Webster, E.A.G.; Richardson, J.A.; Grant, L.A.; Renshaw, D.; Henderson, R.K. A Single-Photon Avalanche Diode in 90-nm CMOS
Imaging Technology with 44% Photon Detection Efficiency at 690 Nm. IEEE Electron. Device Lett. 2012, 33, 694–696. [CrossRef]

74. Stoppa, D.; Mosconi, D.; Pancheri, L.; Gonzo, L. Single-Photon Avalanche Diode CMOS Sensor for Time-Resolved Fluorescence
Measurements. IEEE Sens. J. 2009, 9, 1084–1090. [CrossRef]

75. Charbon, E.; Yoon, H.J.; Maruyama, Y. A Geiger Mode APD Fabricated in Standard 65nm CMOS Technology. In Proceedings of
the 2013 IEEE International Electron Devices Meeting, Washington, DC, USA, 9–11 December 2013. [CrossRef]

76. Wolff, M.A.; Beutel, F.; Schütte, J.; Gehring, H.; Häußler, M.; Pernice, W.; Schuck, C. Broadband Waveguide-Integrated Supercon-
ducting Single-Photon Detectors with High System Detection Efficiency. Appl. Phys. Lett. 2021, 118, 154004. [CrossRef]

77. Cohen, M.; Roy, F.; Herault, D.; Cazaux, Y.; Gandolfi, A.; Reynard, J.P.; Cowache, C.; Bruno, E.; Girault, T.; Vaillant, J.; et al.
Fully Optimized Cu Based Process with Dedicated Cavity Etch for 1.75 µm and 1.45 µm Pixel Pitch CMOS Image Sensors. In
Proceedings of the 2006 International Electron Devices Meeting, San Francisco, CA, USA, 11–13 December 2006. [CrossRef]

78. Kamrani, E.; Lesage, F.; Sawan, M. Efficient Premature Edge Breakdown Prevention in SiAPD Fabrication Using the Standard
CMOS Process. Semicond. Sci. Technol. 2013, 28, 045008. [CrossRef]

79. Kamrani, E.; Lesage, F.; Sawan, M. Premature Edge Breakdown Prevention Techniques in CMOS APD Fabrication. In Proceedings
of the 10th IEEE International NEWCAS Conference, Montreal, QC, Canada, 17–20 June 2012; pp. 345–348. [CrossRef]

80. Qian, X.; Jiang, W.; Deen, M.J. Enhanced Photon Detection Probability Model for Single-Photon Avalanche Diodes in TCAD with
Machine Learning. In Proceedings of the 2022 IEEE International IOT, Electronics and Mechatronics Conference, IEMTRONICS,
Toronto, ON, Canada, 1–4 June 2022. [CrossRef]

81. Veerappan, C.; Charbon, E. A Low Dark Count P-I-N Diode Based SPAD in CMOS Technology. IEEE Trans. Electron. Devices 2016,
63, 65–71. [CrossRef]

82. Veerappan, C.; Charbon, E. A Substrate Isolated CMOS SPAD Enabling Wide Spectral Response and Low Electrical Crosstalk.
IEEE J. Sel. Top. Quantum Electron. 2014, 20, 299–305. [CrossRef]

83. Faramarzpour, N.; Deen, M.J.; Shirani, S.; Fang, Q. Fully Integrated Single Photon Avalanche Diode Detector in Standard CMOS
0.18-µm Technology. IEEE Trans. Electron. Devices 2008, 55, 760–767. [CrossRef]

84. Arbat, A.; Comerma, A.; Trenado, J.; Gascon, D.; Vilà, A.; Arbat, A.A.; Garrido, L.; Dieguez, A.; Garrido, L. High Voltage vs.
High Integration: A Comparison Between CMOS Technologies for SPAD Cameras. SPIE NanoScience + Eng. 2010, 7780, 349–356.
[CrossRef]

85. Cheng, Z.; Palubiak, D.; Zheng, X.; Deen, M.J.; Peng, H. Impact of Silicide Layer on Single Photon Avalanche Diodes in a 130 nm
CMOS Process. J. Phys. D. Appl. Phys. 2016, 49, 345105. [CrossRef]

86. Hurkx, G.A.M.; De Graaff, H.C.; Kloosterman, W.J.; Knuvers, M.P.G. A New Analytical Diode Model Including Tunneling and
Avalanche Breakdown. IEEE Trans. Electron. Devices 1992, 39, 2090–2098. [CrossRef]

87. Hurkx, G.A.M.; Klaassen, D.B.M.; Knuvers, M.P.G. A New Recombination Model for Device Simulation Including Tunneling.
IEEE Trans. Electron. Devices 1992, 39, 331–338. [CrossRef]

88. Pancheri, L.; Stoppa, D.; Dalla Betta, G.F. Characterization and Modeling of Breakdown Probability in Sub-Micrometer CMOS
SPADs. IEEE J. Sel. Top. Quantum Electron. 2014, 20, 328–335. [CrossRef]

89. Kane, E.O. Theory of Tunneling. J. Appl. Phys. 2004, 32, 83. [CrossRef]
90. Qi, L.; Mok, K.R.C.; Aminian, M.; Charbon, E.; Nanver, L.K. UV-Sensitive Low Dark-Count PureB Single-Photon Avalanche

Diode. IEEE Trans. Electron. Devices 2014, 61, 3768–3774. [CrossRef]
91. Panglosse, A.; Martin-Gonthier, P.; Marcelot, O.; Virmontois, C.; Saint-Pe, O.; Magnan, P. Dark Count Rate Modeling in Single-

Photon Avalanche Diodes. IEEE Trans. Circuits Syst. I Regul. Pap. 2020, 67, 1507–1515. [CrossRef]
92. Sicre, M.; Agnew, M.; Buj, C.; Coignus, J.; Golanski, D.; Helleboid, R.; Mamdy, B.; Nicholson, I.; Pellegrini, S.; Rideau, D.; et al.

Dark Count Rate in Single-Photon Avalanche Diodes: Characterization and Modeling Study. In Proceedings of the ESSDERC
2021—IEEE 51st European Solid-State Device Research Conference (ESSDERC), Grenoble, France, 13–22 September 2021; pp.
143–146. [CrossRef]

93. Schenk, A. Finite-Temperature Full Random-Phase Approximation Model of Band Gap Narrowing for Silicon Device Simulation.
J. Appl. Phys. 1998, 84, 3684. [CrossRef]

94. Cova, S.; Ghioni, M.; Zappa, F.; Rech, I.; Gulinatti Sergio Cova, A.; Gulinatti, A. A View on Progress of Silicon Single-Photon
Avalanche Diodes and Quenching Circuits. Optics East. 2006, 6372, 123–134. [CrossRef]

95. Spinelli, A.; Lacaita, A.L. Physics and Numerical Simulation of Single Photon Avalanche Diodes. IEEE Trans. Electron. Devices
1997, 44, 1931–1943. [CrossRef]

96. Saeed, S.; De Jong, E.M.L.D.; Dohnalova, K.; Gregorkiewicz, T. Efficient Optical Extraction of Hot-Carrier Energy. Nat. Commun.
2014, 5, 4665. [CrossRef] [PubMed]

97. Jiang, W. CMOS Single-Photon Avalanche Diodes Towards Positron Emission Tomography Imaging Applications. Ph.D. Thesis,
McMaster University, Hamilton, ON, Canada, 2021.

http://doi.org/10.1109/JSTQE.2007.903854
http://doi.org/10.1109/LED.2012.2214760
http://doi.org/10.1109/LED.2012.2187420
http://doi.org/10.1109/JSEN.2009.2025581
http://doi.org/10.1109/IEDM.2013.6724705
http://doi.org/10.1063/5.0046057
http://doi.org/10.1109/IEDM.2006.346976
http://doi.org/10.1088/0268-1242/28/4/045008
http://doi.org/10.1109/NEWCAS.2012.6329027
http://doi.org/10.1109/IEMTRONICS55184.2022.9795802
http://doi.org/10.1109/TED.2015.2475355
http://doi.org/10.1109/JSTQE.2014.2318436
http://doi.org/10.1109/TED.2007.914839
http://doi.org/10.1117/12.860482
http://doi.org/10.1088/0022-3727/49/34/345105
http://doi.org/10.1109/16.155882
http://doi.org/10.1109/16.121690
http://doi.org/10.1109/JSTQE.2014.2327791
http://doi.org/10.1063/1.1735965
http://doi.org/10.1109/TED.2014.2351576
http://doi.org/10.1109/TCSI.2020.2971108
http://doi.org/10.1109/ESSDERC53440.2021.9631797
http://doi.org/10.1063/1.368545
http://doi.org/10.1117/12.685963
http://doi.org/10.1109/16.641363
http://doi.org/10.1038/ncomms5665
http://www.ncbi.nlm.nih.gov/pubmed/25116046


Sensors 2023, 23, 3412 31 of 31

98. Demir, A. Phase Noise and Timing Jitter in Oscillators with Colored-Noise Sources. IEEE Trans. Circuits Syst. I: Fundam. Theory
Appl. 2002, 49, 1782–1791. [CrossRef]

99. Hernandez, Q.; Gutierrez, D.; Jarabo, A. A Computational Model of a Single-Photon Avalanche Diode Sensor for Transient
Imaging. arXiv 2017, arXiv:1703.02635. [CrossRef]

100. Pellegrini, S.; Rae, B.; Pingault, A.; Golanski, D.; Jouan, S.; Lapeyre, C.; Mamdy, B. Industrialised SPAD in 40 nm Technology. In
Proceedings of the 2017 IEEE International Electron Devices Meeting (IEDM), San Francisco, CA, USA, 2–6 December 2018; pp.
16.5.1–16.5.4. [CrossRef]

101. Sun, F.; Xu, Y.; Wu, Z.; Zhang, J. A Simple Analytic Modeling Method for SPAD Timing Jitter Prediction. IEEE J. Electron. Devices
Soc. 2019, 7, 276–281. [CrossRef]

102. Acconcia, G.; Labanca, I.; Gulinatti, A.; Ghioni, M.; Rech, I. Fast Fully Integrated Active Quenching Circuit for Single Photon
Counting up to 160 Mcounts/s. Adv. Photon Count. Tech. XIII 2019, 10978, 63–69. [CrossRef]

103. Sachidananda, S.; Gundlapalli, P.; Leong, V.; Krivitsky, L.; Ling Subash Sachidananda, A.; Ling, A. Realizing a Robust, Reconfig-
urable Active Quenching Design for Multiple Architectures of Single-Photon Avalanche Detectors. SPIE OPTO 2022, 12008, 54–61.
[CrossRef]

104. Giudici, A.; Acconcia, G.; Labanca, I.; Ghioni, M.; Rech, I. 4 ns Dead Time with a Fully Integrated Active Quenching Circuit
Driving a Custom Single Photon Avalanche Diode. Rev. Sci. Instrum. 2022, 93, 043103. [CrossRef]

105. Keshavarzian, P.; Gramuglia, F.; Kizilkan, E.; Bruschini, C.; Tan, S.S.; Keshavarzian, A.P.; Tng, M.; Chong, D.; Quek, E.; Lee,
M.-J.; et al. Low-Noise High-Dynamic-Range Single-Photon Avalanche Diodes with Integrated PQAR Circuit in a Standard 55nm
BCD Process. SPIE Def. + Commer. Sens. 2022, 12089, 73–82. [CrossRef]

106. Zheng, L.; Hu, K.; Wu, J.; Sun, W.; Lixia, Z.; Kang, H.; Jin, W.; Weifeng, S. Active Quenching Circuit with Adjustable Reverse Bias
Voltage for Single Photon Avalanche Diodes Arrays. APCOM YSAOM 2022, 12166, 830–835. [CrossRef]

107. Dervic, A.; Poushi, S.K.; Zimmermann, H. Fully-Integrated SPAD Active Quenching/Resetting Circuit in High-Voltage 0.35-µm
CMOS for Reaching PDP Saturation at 650 nm. In Proceedings of the 2021 24th International Symposium on Design and
Diagnostics of Electronic Circuits & Systems (DDECS), Vienna, Austria, 7–9 April 2021; pp. 1–5. [CrossRef]

108. Goll, B.; Steindl, B.; Zimmermann, H. Cascoded Active Quencher for SPADs with Bipolar Differential Amplifier in 0.35 µm
BiCMOS. IEEE Photonics J. 2022, 14, 1–8. [CrossRef]

109. Lakeh, M.D.; Kammerer, J.B.; Uhring, W.; Schell, J.B.; Calmon, F. An Ultrafast Active Quenching Circuit for SPAD in CMOS 28nm
FDSOI Technology. In Proceedings of the 2020 IEEE Sensors, Rotterdam, The Netherlands, 25–28 October 2020. [CrossRef]

110. Xu, Y.; Lu, J.; Wu, Z. A Compact High-Speed Active Quenching and Recharging Circuit for SPAD Detectors. IEEE Photonics J.
2020, 12, 1–12. [CrossRef]

111. Gulinatti, A.; Rech, I.; Maccagnani, P.; Ghioni, M.; Cova, S. Large-Area Avalanche Diodes for Picosecond Time-Correlated Photon
Counting. In Proceedings of the ESSDERC 2005: 35th European Solid-State Device Research Conference, Grenoble, France, 16
September 2005; Volume 2005, pp. 355–358. [CrossRef]

112. Dalla Mora, A.; Tosi, A.; Tisa, S.; Zappa, F. Single-Photon Avalanche Diode Model for Circuit Simulations. IEEE Photonics Technol.
Lett. 2007, 19, 1922–1924. [CrossRef]

113. He, Q.; Xu, Y.; Zhao, F. An Accurate Simulation Model for Single-Photon Avalanche Diodes Including Important Statistical Effects.
J. Semicond. 2013, 34, 104007. [CrossRef]

114. Zappa, F.; Tosi, A.; Dalla Mora, A.; Tisa, S. SPICE Modeling of Single Photon Avalanche Diodes. Sens. Actuators A Phys. 2009,
153, 197–204. [CrossRef]

115. Cheng, Z.; Zheng, X.; Palubiak, D.; Deen, M.J.; Peng, H. A Comprehensive and Accurate Analytical SPAD Model for Circuit
Simulation. IEEE Trans. Electron. Devices 2016, 63, 1940–1948. [CrossRef]

116. Niclass, C.; Favi, C.; Kluter, T.; Gersbach, M.; Charbon, E. Timing and Probability of Crosstalk in a Dense CMOS SPAD Array in
Pulsed TOF Applications. Opt. Express 2018, 26, 20622–20632. [CrossRef]

117. Wu, D.R.; Tsai, C.M.; Lin, S. Di Time-Correlated Crosstalk Measurements between CMOS Single-Photon Avalanche Diodes. In
Proceedings of the 2018 International Conference on Optical MEMS and Nanophotonics (OMN), Lausanne, Switzerland, 29
July–2 August 2018. [CrossRef]

118. Ingargiola, A.; Segal, M.; Gulinatti, A.; Rech, I.; Labanca, I.; Maccagnani, P.; Ghioni, M.; Weiss, S.; Michalet, X. Optical Crosstalk
in SPAD Arrays for High-Throughput Single-Molecule Fluorescence Spectroscopy. Nucl. Instrum. Methods Phys. Res. A 2018,
912, 255–258. [CrossRef]

119. Calandri, N.; Sanzaro, M.; Motta, L.; Savoia, C.; Tosi, A. Optical Crosstalk in InGaAs/InP SPAD Array: Analysis and Reduction
with FIB-Etched Trenches. IEEE Photonics Technol. Lett. 2016, 28, 1767–1770. [CrossRef]

120. Cheng, Z. CMOS Based Single Photon Avalanche Diode and Time-to-Digital Converter Towards PET Imaging Appilcations. Ph.D.
Thesis, McMaster University, Hamilton, ON, Canada, 2016.

121. Marinov, O.; Deen, M.J.; Jiménez-Tejada, J.A. Low-Frequency Noise in Downscaled Silicon Transistors: Trends, Theory and
Practice. Phys. Rep. 2022, 990, 1–179. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

http://doi.org/10.1109/TCSI.2002.805707
http://doi.org/10.48550/arxiv.1703.02635
http://doi.org/10.1109/IEDM.2017.8268404
http://doi.org/10.1109/JEDS.2019.2895151
http://doi.org/10.1117/12.2518883
http://doi.org/10.1117/12.2608424
http://doi.org/10.1063/5.0087341
http://doi.org/10.1117/12.2618349
http://doi.org/10.1117/12.2616320
http://doi.org/10.1109/DDECS52668.2021.9417020
http://doi.org/10.1109/JPHOT.2022.3149719
http://doi.org/10.1109/SENSORS47125.2020.9278902
http://doi.org/10.1109/JPHOT.2020.3015872
http://doi.org/10.1109/ESSDER.2005.1546658
http://doi.org/10.1109/LPT.2007.908768
http://doi.org/10.1088/1674-4926/34/10/104007
http://doi.org/10.1016/j.sna.2009.05.007
http://doi.org/10.1109/TED.2016.2537879
http://doi.org/10.1364/OE.26.020622
http://doi.org/10.1109/OMN.2018.8454598
http://doi.org/10.1016/j.nima.2017.11.070
http://doi.org/10.1109/LPT.2016.2570278
http://doi.org/10.1016/j.physrep.2022.06.005

	Introduction 
	SPAD Operational Principles 
	Photon Detection Probability (PDP) 
	Dark Count Rate (DCR) and Afterpulsing (AP) 
	Timing Jitter 
	Front-End Circuit for SPADs 
	Limitations 

	PDP Models 
	Photon Absorption 
	Avalanche Triggering Probability 
	Van Overstraeten–de Man Model 
	Okuto–Crowell Model 
	Lackner Model 
	Bologna Model 
	Local Model vs. Non-Local Model 

	Comparison and Discussion of PDP Models 

	DCR Models 
	Thermally Generated Dark Counts 
	Tunneling Generated Dark Counts 

	Timing Jitter Models 
	SPAD Circuit Models 
	SPAD Pixel Circuit Models 
	SPAD Array Circuit Models and Crosstalk 

	Research Challenges 
	Conclusions 
	References

