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Abstract: This paper considers the evaluation of uncertainty of quantitative gel electrophoresis. To
date, such uncertainty estimation presented in the literature are based on the multiple measurements
performed for assessing the intra- and interlaboratory reproducibility using standard samples. This
paper shows how to estimate the uncertainty in cases where we cannot study scattering components
of the results. The first point is dedicated to a case where we have standard samples (the direct
expressions are shown). The second point considers the situation when standard samples are absent
(the algorithm for estimating the lower bound for uncertainty is discussed). The role of the data
processing algorithm is demonstrated.

Keywords: quantitative gel electrophoresis; electrophoretic separation; nucleic acids; metrological
analysis; uncertainty propagation; inaccurate data processing

1. Introduction

Electrophoretic separation of nucleic acids in agarose gel [1,2] is a convenient way of
obtaining quantitative information about the content of certain substances according to
their size and structure in the analyzed sample [3,4]. Electrophoresis in agarose gel allows
to separate DNA fragments with length from approximately 100 to 25,000 base pairs [5].
The paper [6] notes: “The wide range of applications makes agarose gel electrophoresis an
extremely important technique. Although the recent advent of next-generation sequencing
technologies has the potential to replace many of the current uses of agarose gels, their
ease of use and versatility means that this technique is likely to persist for the foreseeable
future”. Among the numerous applications of electrophoretic separation of nucleic acids in
agarose gel, the following can be mentioned: studies on cancer [7,8], gene mutations [9,10],
molecular alteration caused by radiation [11,12], etc. The wide use of the method is the
reason for applying electrophoretic separation in agarose gel as a comparison standard
when developing other quantitative analysis methods [13].

The use of this method to measure the amount of one or another of the mixture
under study is associated with the distorting influence of a sufficiently large number of
acting factors [14], which is typical for any measurement method used in biochemistry
and biophysics. The paper [5] lists the following among the most important impacts on
the rate of migration of nucleic acid molecules through agarose gel: the size of the nucleic
acid molecule studied; agarose gel concentration; nucleic acid conformation; the voltage
applied; the presence of ethidium bromide; the type of agarose gel; electrophoresis buffer.
Consequently, to assess the total uncertainty of the final measurement results, it is necessary
to conduct complex studies that would allow us to evaluate the contribution of each
significant component to the resulting error. A statistically significant assessment of intra-
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and interlaboratory reproducibility requires a substantial number of measurements in the
same and different conditions [15]. Estimating the errors associated with the preparation
of specimens based on standard samples (with known composition and concentrations)
according to standard protocols does not allow us to fully consider the contribution of the
resulting methodological error (systematic bias in the results).

Studies performed to assess the utmost accuracy of measuring the content of various
components in the test sample, as a rule, are carried out for a specific substance [16].
It is proven difficult to transfer the obtained estimates to a different (and even close)
composition of the analyzed mixture, since the features of electrophoresis performance
change significantly—starting from the sample preparation protocol and the dynamics of
the electrophoretic separation process course and ending with the conditions for performing
mathematical processing of electrophoresis images. This circumstance is substantial for the
electrophoretic separation of nucleic acids, for which the studied samples are usually of
a complex composition. For example, investigation of the in vitro transcription reaction
under different conditions using electrophoretic separation is associated with even greater
difficulties in assessing the uncertainty of the obtained results. In addition, as previously
noted in Ref. [17], «the electrophoretic mobility of single-stranded DNA through agarose
gels depends on size (number of bases; molecular weight), topology (linear or circular),
and conformation (secondary and tertiary folding through base pairing and stacking), as
well as on gel concentration and field strength».

In the existing literature, the issues of assessing the accuracy of the quantitative agarose
gel electrophoresis of nucleic acids are insufficiently covered. The methods presented in
published articles cannot be fully transferred to the above problem due to the impossibility
of standardizing its conditions and the variability in the composition of nucleic acids. This
does not allow the ultimate study of the accuracy of the results obtained using the traditional
assessment of the individual components of intra- and interlaboratory reproducibility.

It is important to note that, in general, the question of studying the accuracy of
the results of quantitative analysis using electrophoretic separation is usually limited
to the study of reproducibility—and on a very small number of repetitions (usually no
more than 30). The statistical uncertainty corresponding to the derived estimates of the
standard deviation of the results’ random variation is usually not given, —although it is
at least 25-30% for the noted conditions for a 95% confidence level. Thus, the practical
use of various types of electrophoretic separations for quantitative analysis can often be
associated with an overestimation of the marginal accuracy of the results achieved. A
correct estimation of the uncertainty of the final results is the most important task in this
field, without which it is impossible to perform assessments of the quality of the obtained
results of quantitative measurements. At the same time, the state of works in electrophoretic
separation is such that about 80% of them do not give any estimates of the error of the
results; while the query “electrophoretic separation” + “agarose gel” in the scientific search
system Google Scholar, whose syntax implies a mandatory mentioning of these phrases,
returns 20,200 papers, the query “electrophoretic separation” + “agarose gel” + (“standard
deviation” OR “standard error”) returns only 3960 papers (as of 2 February 2023). This
seems to be quite a serious problem, since it constrains the possible applications and correct
interpretations of the results obtained. To encourage researchers to provide appropriate
estimates of uncertainty, the latter should be as easy as possible when processing the
experiments performed. For this purpose, the corresponding estimate must either be
expressed in simple relations that are easy to understand and use for calculations or in
the form of software that automatically computes an uncertainty estimate for each result
of the mathematical processing of the measurements performed. The present study takes
a step in this direction and proposes appropriate approaches, as it seems to the authors
convenient for practical application. Therefore, this article presents a method for estimating
the uncertainty bounds of the quantitative results for the composition of substances during
the electrophoretic separation of nucleic acids in agarose gel, which is appropriate for use
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when interlaboratory comparisons are impossible and when a small number of repeated
measurements for assessing intralaboratory reproducibility are available.

2. Literature Review

The standard methods (common in analytical chemistry and biochemistry [15]) for
estimating uncertainty use a statistical assessment of the multiple measurements’ variability.
This approach involves construction of the so-called uncertainty profile based on confidence
tolerance limits for a given content of the test substance ([3-content, y-confidence tolerance
intervals). The boundaries of such intervals can be constructed approximately, based either
on approximations [18,19], such as the Welch—Satterthwaite expression [20], or statistical
modeling [21]. These methods are partially non-parametric, although they are based
on some assumptions and premises, which are subject to reasonable criticism from the
viewpoint of mathematical statistics [22-25]. At the same time, this approach is universal
to a certain extent [26]—it can be used not only for the electrophoretic separation of nucleic
acids but also for the results obtained by separation using chromatography and other
analysis methods [15].

The approaches listed make it possible to build confidence intervals and to evaluate
the quality of measurements performed using electrophoretic separation of nucleic acids.
However, they require a significant number of repeated measurements to evaluate the
reproducibility variance as the sum of intra- and interlaboratory frequency variance esti-
mates. These methods evaluate only the uncertainty of the final result of a statistical nature
associated with the influence of random factors and do not reflect the magnitude of the
error corresponding with the method of mathematical processing used. Their application in
practice allows one to obtain only a very approximate idea of the accuracy of the achieved
results (in particular, the typical sample size for estimating statistical uncertainty is about
10 for interlaboratory comparisons [16]).

Some publications focus on studying the statistical uncertainty associated with a
specific element of performing measurements related to electrophoretic separation—for ex-
ample, determining the value of electrophoretic mobility (band position) [27]. Reproduction
of the electrophoretic mobility scale during electrophoresis is carried out by introducing
into one of the wells of the agarose gel an external standard containing known components
with known mobility values. The correlation of the results of processing the standard with
the results of processing the test sample allows one to obtain a mobility scale for the latter.
In Ref. [28], it is noted that the level of the RMS error reaches values up to 0.2% (imaging
component of measurement variability) and 0.4% (interlaboratory reproducibility) [27].

In the previously published paper [14], the following data are given on the recom-
mended upper limits for the most important uncertainty components when validating
the results of capillary electrophoresis on real samples: selectivity and specificity—(3-5)%;
repeatability and intermediate precision—2.5%; total uncertainty factors from calibration—
2%. At the same time, against these errors, Ref. [14] estimates the efficiency of nucleic acid
separation (<15%) as well as the accuracy of peak identification and integration of their
area (<10%) are relatively low. At the same time, the baseline noise level is estimated as
capable of reaching sufficiently significant values too (<5%). It is important to note that
these estimates indicate an error that arises due to the mathematical processing of the
results of nucleic acids’ electrophoretic separation in order to determine their quantitative
content. In current practice, this type of uncertainty is not taken into account at all during
the calibration. This statement is true when the calibration and actual measurements are
homogeneous, and also carried out under the same conditions, but given the features of
the electrophoretic separation method, this is not always possible.

An important implication of these circumstances is that there is a significant resource
for reducing errors due to the use of more advanced methods for the mathematical process-
ing of electrophoresis images.
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3. Materials and Methods

The methodological base of the presented study was to investigate the influence of the
mathematical processing of electrophoresis images on the substance quantity measurements.

The processing of images acquired during nucleic acids’ electrophoretic separation in
agarose gel is accompanied by a number of transformations and complex mathematical pro-
cedures, which result in a quantitative measurement of the content of different substances in
the sample under study. The values obtained are subject to all the requirements for ensuring
the traceability of measurements, prescribing to accompany the measurement result by an
individual estimate of error or to indicate that the magnitude of the error did not exceed the
limits set for it with a specified probability. The difficulty of full metrological support for
measurements performed using electrophoretic separation of nucleic acids lies in the need
to prepare sample mixtures with known component content; —this would make it possible
to estimate with adequate accuracy the errors of the results obtained during electrophoresis
image processing under real operating conditions of electrophoretic separation systems.
Evaluation of in vitro transcription results with the use of electrophoretic separation is
additionally associated with the emergence of reaction byproducts and non-target com-
pounds with different electrophoretic mobility. Moreover, preparation of the corresponding
reference samples is limited due to the difficulties of in vitro transcription reaction control.
The absence or rarity of reference materials and reference devices in metrological practice
is solved by estimating the uncertainty of measurement results through mathematical
modeling and studying the error transformation through computational procedures.

The main components of uncertainty in the electrophoretic separation of nucleic acids
in agarose gel are:

(1) instrumental errors A; related to the physical realization of electrophoretic separation,
quality of the agarose gel, the geometry of the well and during the placement of the
sample (these sources of uncertainty cause both systematic bias in the measurement
results and the variability of the results when performing multiple measurements);

(2) errors A, associated with the mathematical processing C = f(I) of images obtained
as a result of electrophoretic separation. These sources of uncertainty are associated
with errors caused by determining the boundaries of bands corresponding to certain
lanes, with the incorrect correlation of intensity distribution along the well with the
electrophoretic mobility scale, with procedures of baseline removal and separation of
overlapping peaks. Here, C is the result of the substance quantity measurement, and I
is the processed image.

The reproduction of the scale of electrophoretic mobility in this case, due to the
quantitative estimates presented in the previous paragraph of the article, can be removed
from consideration of uncertainty sources due to the smallness of the introduced uncertainty
against the background of its other components.

The upper bound for the total error of the final measurement result can be determined
by the ratios

81 = 150+ 80) = £+ 2 |20 14 0

Since the errors Ay are transformed when performing mathematical processing f, it
is difficult to determine the distribution density for A in advance (since it is determined,
among other things, by the sample under study; —the results of peak separation in the
intensity distribution depend on the complexity of its composition). As a result, it is difficult
to divide the error into systematic and random components, so that the limiting normalized
values for them would be valid for any composition of nucleic acids subjected to separation.

If a sample provides the distribution h(m) with well-separated peaks as a result of
electrophoretic separation, then it becomes possible to use the calibration procedure for
the implementation of metrological support under some inconsequential assumptions.
Here, h is the intensity plotted along the depth of the well with the substance under
study, and m is the value of the electrophoretic mobility. If, however, the composition is
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sufficiently complex, calibration becomes difficult due to the lack of standard samples noted
above. In this case, there is nothing left to do but to estimate the accuracy of the obtained
electrophoretic separation results through calculation and mathematical modeling. Such a
solution, in the absence of reference measures and means of calibration and verification, is
not a distinctive feature of quantitative electrophoresis and is a common practice when there
are no other ways to estimate the results accuracy. In this case, the result error estimation
can be performed in two steps. First, the reproducibility of the intensity distribution in
the well of interest (together with the magnitude of random variability) is evaluated by
multiple repeats and comparing the images obtained in this case. Then, the data acquired
are subjected to mathematical processing and evaluation of the transformation of the first
stage result errors, taking place in the course of it. Additionally, errors arising during
mathematical processing are evaluated with the help of mathematical modeling tools.

4. Results
4.1. Uncertainty Assessment in the Presence of Standard Samples of Separable Nucleic Acid
Mixtures with Known Concentrations

If it is known from a priori information that the electrophoretic separation procedure
is applied to a sample composed either of a single substance or of a mixture with a small
number of well-separable components for which there are standard samples, then it is
possible to use the whole electrophoretic separation system calibration procedure to assess
the accuracy of the measurement results and to provide their metrological support.

The application of the following procedure is proposed for estimating the error in the
results of quantitative measurements of the test sample content.

1.  The electrophoretic separation system is calibrated for a sample of nucleic acids
(provided that the electrophoretic mobility of the mixture components is different),
whose concentration C;,i=1, 2, ..., k in the mixture is known with a relative error y;.
When calibrating the electrophoretic system for this sample, n repeated measurements
of the corresponding peak areas in the signal h(m) are performed, the results of
which are denoted as §ij, j=1,2,...,n To eliminate random noise in the results
of electrophoretic separation in the system used, a sensitivity threshold Cpn is set,
such that the contents of substances smaller than this threshold are not registered: if
C < Cpin, the measurement result S = 0.

This circumstance leads to a negative systematic error in the calibration results of
electrophoretic separation system, which is added to the systematic bias (if the latter takes
place) and generates a total systematic error AS, possibly different for the different sample
components studied.

As a result of the i-th calibration operation, we obtain

A

Si]‘:K'Ci*ASiJréi]‘

where K is a coefficient of proportionality between the value of the peak area in the signal
h(m) and the measured amount of substance content corresponding to it; £;; is a random
error with zero mathematical expectation. The variability of values at the same i and
different j is determined only by random reasons ;;. The value of K should be evaluated
in the course of calibration for the whole set of obtained measurement results using least
squares techniques.

2. Immediately after calibration, the sample substance to be measured is introduced into
the electrophoretic separation system. The sensitivity threshold set during calibration
and, consequently, the absolute systematic error AS caused by this threshold, remain
unchanged. Electrophoretic separation is performed several times to estimate random
errors. It is reasonable to take the number of measurements equal to n—as being
performed during the calibration. Accordingly, in the i-th analysis, the values of the
area S;; will be obtained:

Sij = K- Cyer i — AS; + €
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This expression is also perturbed only by random errors ¢;; with zero mean. We
assume that the systematic error AS; and the coefficient of proportionality K do not change
during the calibration and measurement.

Random errors é;; and ¢;; are independent of each other, so we conclude that there is
no correlation between their values.

3. Next, the statistical processing of the results of multiple measurements when cal-
ibrating the electrophoretic separation system and when using it to measure the
composition of the sample of interest is performed.

Accordingly, for each element of the studied sample, we calculate:

—  mean values of the results of calibration and measurement

A 1 n A 1 n
M; = n 'Zj:1 Sijr Mi = n Zj:l Sijo

—  estimates of random error variances

5 1 & a2 1 5
iz:n_l'z;?:l(si]‘_Mi) ,D’?:m-z;l:l(si]._Mi) ,

—  estimates of the arithmetic means variances

n—1’ meani n—1’

—  upper bounds Vinaxir Viaxi Of one-sided confidence intervals for variances of arithmetic
mean with confidence probability P = 0.95 based on quantiles of x? distribution with
the number of degrees of freedom equal to (n — 1)

n—1 ) n—1 2

Vmaxi = 5 7\ Ymeanis Vmaxi = m *Tmean i
—-P

Xi_p(n—1) Xi
(it is assumed that the electrophoretic mobility scale is aligned and represented on a

linear scale),
—  estimates of variances of relative random errors of mean values

9% 52 2
o2 _ Vinaxi _ n—1 . Umean i Vinaxi _ n—1 . Umean i

2 —
Ymean i Mlz X%_p(n — 1) Mlz 7 Vmean i M12 X%—P(n — 1) MZZ

4. The content C,; of the i-th component of the test sample is calculated as the solution
to the system of equations from steps 1 and 2 of this list:

{ M;=K-C;—AS;,
M; = K- Caer i — AS;.

Here, we have two unknowns (C,.; ;, AS;) and two equations, so this system is well
conditioned. Therefore,

~

M; — M
—

M; + AS;
Cocti=-—-CiorCp;=C;+
act i Mi + ASZ' i act i i
5. The expression for the relative error (uncertainty) of the results of measuring the
quantity of a substance when using electrophoretic separation is the sum

AChti  AM; AM,; AC; AM;  AM; AG

== + ~
Cacti  M;+AS; M;+AS; ¢ M, M G

)
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Acacr i

AC;

under assumptions that |AS;| < M; and |AS;| < M;, or

AM; — AN (M; — M) - AK
K K2 ’

ACuct i = ACi +

Cact i MH—AS“ -Cj

AM; — AN;;  (M;— M)-AK AC; M; + AS; 1(1\71 AM; M2 AN N+ AS; AK) o)
Mi+ASi ; .

M;+AS; G M+AS, GK? ~ G M;+AS; G M+AS K

M;+AS;

‘ ACact i
Cact i

‘ ACu

act i

<

AG;

2 2 i
< 8" \/,Ymeani+7meani+ ‘ C

AG;

Ci

M2
 Mi+AS; .
" M;+AS; + C < Xl o(n— B, (n—1) \/ Unean i MZ Umeanz ’M M;

M;+AS; M;i+A

The first two terms in Equation (1) reflect the independent random errors and form
the uncertainty estimated by type A. The third term is a systematic error; —its value is
in the interval normalized for the sample mixture. This summand forms the uncertainty
processed by type B.

The expression (2) contains the estimate of the relative error of proportionality coeffi-
cient K, which depends on data from the calibration and measurements, and this is why it
is correlated with errors of M;. This circumstance should be considered during application
(2) to prevent the underestimation of uncertainty bounds.

As a consequence of Equation (1), the final estimate of the marginal relative error of
the results of substance quantity measurement by electrophoretic separation of nucleic
acids in agarose gel using calibration in the presence of standard samples for a confidence
probability of 0.95 satisfies the following inequality.

n—1 mean i mean i
+ i 3)
X3 p(n—1) \/ M? !

The value of g is a coefficient of uncertainty coverage and, according to Refs. [29,30],
should be taken as two for a wide family of distributions that differ little from the normal
one, in case the confidence probability is estimated to be 0.90 + 0.95.

The expression (2) brings us to the following estimate for the uncertainty bound:

. Mi+As; 2. 42 m} M+AS;  AK
"M +Asl + C ( \/M ,Ymeanz ’)/meanz + ’M M ’ M;+AS; K <

Ml‘-‘rAS,‘ .8
" M;FAS;

(4)

4

where § is the maximum possible value of the relative uncertainty of the sensitivity coeffi-
cient K. Its value depends on the way the estimate for K is performed.

The expressions (3) and (4) obtained estimate the total error of the quantitative result
of measuring the substance’s content in the sample under study using electrophoretic
separation of nucleic acids in agarose gel.

4.2. Uncertainty Assessment for a Case Where There Are No Standard Samplesthe Case When
There Are No Standard Samples of the Nucleic Acid Mixture to Be Separated with
Known Concentrations

The previous case considered generally corresponds to a situation where, according to
the results of image processing obtained during electrophoretic separation of nucleic acids
in agarose gel, the signal hi(m) represents a distribution with well-separated peaks, i.e., such
that between two neighboring peaks, there is a gap of non-zero width, for each point m of
which h(m) =

Now, suppose that the signal k() contains intersecting peaks, i.e., there is at least
one interval [my, my], such that it includes more than one point where the derivative of the
signal h(m) is zero, but the signal h(m) itself is nevertheless non-zero.

The value of the measurement result of the amount of substance’s content in the test
sample is determined by applying the mathematical processing procedure C = f(I), which
performs the following steps:
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—  processing of the image of intensity distribution along the depth of the well in the
agarose gel obtained during electrophoretic separation (alignment, rotation, removal
of local geometric deformations, compensation of the background intensity in the
processed image fragment);

—  astatistical integrated estimate of the intensity within each line of the well’s image
and formation of signal h(m), where m is the value of the electrophoretic mobility
corresponding to each line of the image;

—  removal of the underlying background and baseline k() using the construction of
the lower envelope for the signal h(m);

—  applying of the iterative procedure for separating the overlapping peaks in the signal
(h(m) — ho(m)).

To assess the instrumental errors associated with the physical implementation of
electrophoretic separation, the quality of the agarose gel plate, the well’s geometry and
sample placement, multiple repetitions of electrophoretic separation are performed for
several identical samples of the nucleic acid mixture under study.

The resulting images Iy, I, ... I, are compared with each other as follows. Their
average Imean, Obtained by pointwise averaging the obtained images” sample, is considered.
The alignment of the two images is performed by finding such horizontal and vertical (if
required) offset, which provides the maximum of the mutual correlation function of the
compared images:

T,-(x,y) = Ii(x*dx;y*dy)/
(dx, dy) - argl;{:,ar;( ZX Zy T(x’ y) ’ Il (x - rxr]/ - ry)/
1

where x and y are the row and column indices, respectively, [ = = - Y | I;.

n
Then,
1

0~
Imean = E ’ Zi:l I;.
For each point of the images combined in this way, the variance of the random scatter

is estimated: ,

Py = o T (ey) - Tey)

Accordingly, these values can be used as estimates of the random error for each point
of the averaged images:

o*(x,y)

Uraean(x/y) - T a

These estimates are used for further transformations as follows. Let C be the final
result of measurements, i.e., an estimate of the concentration value of the component of
interest in the sample under study. Then, the estimate of the limit of the random error of
value S, inherited by it from the processed images’ errors, is equal to

Of (Imean 2
|Arand C| < 8 \/Zx Zy (W) : Urznean (x/]/)/ (5)

under the assumption of independence of the results of the repeated electrophoresis per-
formed. Here, the coverage factor ¢ equals two on the grounds given above.

Executing the procedure f for the initial images I, I, ... I, and estimating the error
value S for a sample of the obtained results is a less good option because the algorithm
f is significantly sensitive to the error value of the initial data (it contains procedures for
solving incorrect problems). Their significant values can lead to distortions in assessing the
underlying background and baseline, failure to detect hidden peaks, and so on. Since 02,¢,,
is significantly less than the value of 02 at each point (x, y), the processing of image Imean
will be free from these drawbacks and, in addition, will require less time than the processing
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of all images Iy, I, . .. I,;. Such circumstances lead to the necessity of processing a censored
sample, for which the above-mentioned rule, such as Equation (5), is not always valid.

Further processing of the resulting image Imean requires removing the baseline. If the
researcher has a priori information regarding the range of electrophoretic mobility values
corresponding to the substances present in the treated sample, the residual background
intensity will be an estimate of the systematic error in the values (h(m) — ho(m)). Since the
processed spectrogram must contain strictly positive values, in practice, the underlying
background is estimated by plotting the lower envelope of the signal h(m). The values (h(m)
— ho(m)) at m, corresponding to the forbidden values of electrophoretic mobility, estimate
the limit of possible systematic error Asyst(1).

Let us denote the further signal transformation procedure (h(m) — ho(m)) as f. Its
result is the estimated content C of substance

C = fu(h(m) — ho(m)).
The limit of systematic error of the value C can be estimated similarly to the above, as

follows:

Aoy Cl = oyt D4 L 37 Gy — gy | |5~ s

/ (6)

where Agyst is the average value of the systematic error limit, and D is equal to the length
of the interval of electrophoretic mobility values corresponding to the carrier of the peak in
the spectrogram h(m) describing the analyzed component of the sample.

To compute the estimates (5) and (6) within a linear approximation, it is necessary to
calculate the values of the derivatives. Standard techniques, such as the finite difference
method, lead to poorly controlled computational errors and strongly depend on perturba-
tions of the processed data, which, as noted above, are undesirable. For this reason, we
should use the complex-step method [31], which allows us to obtain estimates of deriva-
tives for an arbitrarily complex computational algorithm with accuracy up to rounding
errors when representing floating-point numbers. The details of this approach are out-
lined in Appendix A. To apply this approach, it is necessary to ensure that all calculations
performed in function f are performed without using complex numbers.

The mathematical formulation of the peak separation problem can be briefly summa-
rized as follows. Any spectrogram h(m) recorded using the electrophoretic separation of
nucleic acids in agarose gel is a convolution of the actual intensity distribution along the
electrophoretic mobility values obtained in the analysis of a complex substance (or, for
short, its spectrum /. (m)) and the impulse response function r(m) of the electrophoretic
nucleic acid agarose gel separation system:

h(m) = /O+oo r(m —u) - haet (1) du.

As a result, the peaks registered in the spectrogram always widen and, in some cases,
overlap, which makes it difficult to determine the area of each peak separately, although this
parameter is the target for measurements and allows estimating the quantitative content of
the analyzed substance during transcription. The solution of the presented equation for
the target spectrogram h,¢¢(m) is an ill-conditioned problem, known in mathematics as the
problem of solving the Fredholm integral equation of the first kind.

The use of Fourier-type transformations brings this equation to the form H(jw) =
R(jw)-Hget(jw), where j is an imaginary unit, and ww is a circular frequency. To avoid
complex numbers, one must use one of the following techniques:

—  using symmetrization of the transformed signals by reflecting them from the semiaxis
of real values m > 0 to the semiaxis of negative values of the argument m, i.e., h(-m) =
h(m) and r(—m) = r(m), and using the cosine transform, leading to strictly real-value
spectra, instead of the integral Fourier transform;
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- using the Hartley integral transform, —akin to the Fourier and the cosine transform.

In any of these cases, the final equation to be solved in the frequency domain will no
longer be related to complex numbers and will be of the form H(w) = R(w)-Hget(w).

Its solution with respect to f,.(1m) should result in narrowing of the peaks and their
separation, which is necessary to isolate the main peak responsible for the target yield of
the transcription products and the side peaks responsible for the yield of side products
on the spectrogram obtained from the electrophoretic separation instrument for nucleic
acids in agarose gel. This problem is incorrect. The proposed solution uses the Tikhonov
regularization method [32] reformulated as the minimal modulus principle [33], which is
conveniently implemented in the domain of Fourier, cosine or Hartley transforms. However,
its exact implementation leads to the Gibbs effect, which consists of the emergence of
solution distortions in the form of oscillatory components in the recovered signal. To
avoid this, we should apply a modification of the Howard algorithm [34], which leads to
minimization of the negative values of hi,.(11). This procedure is an iterative process, in its
original formulation, based on the use of forward and inverse Fourier transforms. In our
case, one of the points of modification of the Howard algorithm is the use of transforms
equivalent to Fourier transforms, which provide real-valued results (the already mentioned
symmetrization and cosine transform or the Hartley transform). The procedures listed,
which are the essence of algorithm f, keep the peak areas unchanged, which makes it
possible to ensure the reliability of the results of measuring the concentration of substances
in the sample analyzed using the electrophoretic separation of nucleic acids in agarose
gel. In the presented formulation, however, no transformations involving an analytic
continuation to the complex plane are used, which leaves the possibility of accompanying
the calculation of f values with the automatic obtaining of values of partial derivatives of
a given function and thereby automating the obtaining of estimates using expressions (5)
and (6).

Since the boundaries of the possible systematic error involved in formula (5) may
be significant, to ensure that the uncertainty of C is not excessively overestimated or
underestimated due to the lack of consideration of derivatives of orders greater than
one, it is possible to make an estimation using the Monte Carlo method. This approach
involves a large amount of computing but does not require the errors transformed by the
analyzed computational procedure to be small. The variant of the Monte Carlo technique
recommended for use in metrological applications in the guide [35] is not the best option
for the case described in the paper presented. The modification of this approach suitable
for the electrophoresis image processing problems is presented in Appendix B.

The uncertainty estimates obtained in this way allow us to conclude to what extent the
obtained quantitative values of nucleic acid content in the analyzed sample are perturbed by
errors. Since the proposed approach is based entirely on the study of the transformation of
errors present in the electrophoresis images, its results substantially reflect the uncertainty
of imaging measurements. The main advantage of the proposed approach is that it can be
used for single electrophoresis. Its application requires reasonable methods for processing
the resulting intensity distributions, allowing both to remove the baseline and to reliably
separate overlapping and detect hidden peaks.

5. Discussion

The issue of determining the accuracy of quantitative analysis using electrophoretic
separation of nucleic acids in agarose gel and related methods has been studied rather
fragmentarily in the literature—and was usually limited to the reproducibility of results.
Such situation is partly due to the large number of factors influencing the final accuracy
of electrophoretic separation results and partly due to the difficulty of conducting the
corresponding experiments. However, even when only reproducibility is studied, the
usual number of statistical repeats (5 < 30) produced to estimate the inaccuracy of quan-
titative analysis based on electrophoretic separation should be recognized as insufficient
for presenting the results without estimating the corresponding statistical uncertainty;,
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which is substantial. Many practical situations allow performing only a few repeated
measurements, which close the possibility of constructing uncertainty profiles. These cir-
cumstances indicate the need for new approaches and research in the metrological support
of electrophoretic separation results.

In this paper, we present ratios that make it possible to standardize the accuracy
limits of the results obtained for quantitative analysis of nucleic acids using electrophoretic
separation in agarose gel, which take into account, among other things, the statistical error.

In [36], the following was noted: “Using internal standards can also help to improve
peak area precision. In many cases the relative standard deviation (RSD) has been reported
at <1%, for peak areas. Many manufacturers quote around 2% RSD for corrected areas,
but with an experienced operator this can be improved to below 1%”. These estimates are
in good agreement with the results of other works [37-40], but, at the same time, they do
not contain requirements or indications regarding the number of repeated measurements
necessary to achieve this accuracy. The mechanical transfer of these estimates to a smaller
measurement number will lead to an underestimation of the final uncertainty of the results,
which is unacceptable because it misleads the user about the measurement results. Since,
in practice, it may not be possible to perform a sufficiently large number of repeated
measurements, the ratios for error estimation must include the number of measurements
performed as a parameter. The relations (3) and (4) presented in the article satisfy this
requirement. Moreover, in some cases, they allow us to solve the inverse problem: to
estimate a sufficient number of measurements to achieve the required accuracy, taking into
account the influence of other factors and sources of error.

The case of standard samples’ absence leads to difficulties when using relations (3) and
(4) because not all values in them appear to be known. In such a case, if the corresponding
measurements were conducted by an experienced researcher familiar with the experimental
equipment and past results obtained in the same laboratory under similar conditions, one
may cautiously suggest using the expert estimates for the missing error components. In fact,
a similar indication is implied in the quote from Ref. [36] above in this section. Formulae
(3) and (4) can be easily generalized in this case to use fuzzy variables [41], the Dempster—
Shafer theory [42] or other formalisms of expert information representation [43]. This
will allow keeping the information about the objective part of the measurement results’
uncertainty estimate for a user and giving information about the subjective component.
It seems that such a variant of uncertainty estimation is better than its complete absence
(which, nowadays, is characteristic for most works in the field).

The method proposed in the Section 4.2 for estimating the uncertainty in the results of
peak area estimation of the curves obtained during electrophoretic separation in agarose
gel is the only possible approach when neither repeated measurements nor the use of
standard samples are possible. This approach allows estimating the uncertainty of peak
area estimation, which is inherited by it from all previous stages of the study and shows
how, first of all, the instrumental errors of the technical means used turn into the error of
final results of measurements. Information concerning the instrumental errors’ margins
should be taken from the technical documentation of the instruments used. In fact, this
approach implements the “uncertainty propagation” approach, well known and proven in
metrology for performing calculations with inaccurate data. The obtained error estimates
are estimates from below because they may not consider those errors that arise as a result
of the not quite proper or ideal application of the technical means. However, the proposed
procedure opens up the possibility of estimates based on mathematical modeling—a novel
way not used before in electrophoretic separation metrology.

Paper [36] notes the following causes of incorrect estimation of the concentration of
the substances under study when calculating the peak areas for the curves obtained by
capillary electrophoretic separation: temperature changes, sample matrix evaporation,
sample carry-over, zero injection caused by dipping capillary in sample solution, low signal
to noise ratio, sudden application of high voltage, concentration-dependent peak shapes,
intercapillary peak area changes, hydrodynamic injection, electrokinetic injection. Some of
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these reasons are also typical for separation in agarose gel. If these effects are controlled in
the laboratory, it is possible to consider them when using the approach proposed in the
paper presented. It is even possible to estimate the sensitivity of the accuracy of the final
result to the corresponding error components.

The paper [36] notes that the relative standard deviation in measurements of small
nucleic acid concentrations (0.01-2 mg/mL) is usually at least 2%. This work also states that
the precision can be optimized using appropriate procedures to give a relative standard
deviation of less than 1%. Refs. [44-46] contain a slightly more pessimistic estimate of
the achievable accuracy in analyzing the diagnostic accuracy of electrophoresis. The
error estimates quoted refer primarily to the procedure for calculating the peak area,
since it mainly determines the accuracy of a low-concentration measurement result. The
developed makes it possible to accompany the estimation of small concentration with an
individual evaluation of its accuracy, which, among other things, will make it possible for
a diagnostician to understand whether there are grounds to believe that the substance of
interest is really in the sample under study or whether the detected non-zero concentration
is just a product of a freakish concurrence of random errors.

The presented for estimating the uncertainty in the results of gel electrophoresis image
processing allows one to look at previously published data from a new perspective. In
particular, the fundamental limit to the accuracy of chemical analysis noted in Ref. [47]
in the example of electrophoretic single molecules detection acts as a natural limit to the
uncertainty of the substance content measurement from below. The approach presented
in the article makes it possible to obtain a constraint from below for the applied methods
of mathematical processing of electrophoresis images, which could provide the lowest
uncertainty of the results of quantitative measurement of content and present it in the units
of the mentioned resolution limit.

The uncertainty estimate AC presented in the paper reflects the error inherited from
inaccuracies in the images obtained by electrophoresis. Consequently, its value shows the
transformation of these errors during the mathematical processing of this image. There
appears a possibility for objective choice of separate elements of the algorithm used; based
on a comparison of the results of different methods of noise filtering, baseline elimination
and peak separation, it is possible to choose an algorithm, which provides the lowest error
inherited from the uncertainty of initial processed data and the best robustness of results,
understood as the lowest sensitivity to the growth of these errors.

The main limitations of the study performed are the following:

—  the need to involve information about the accuracy of standard samples (if used);

—  the need to perform multiple measurements to achieve better accuracy (if they are
possible);

—  the need for analysis of technical documentation to identify all available information
on all components of instrument uncertainty for the instruments used;

—  the need to clearly distinguish between random and systematic components of the
uncertainty budget for quantitative results derived from electrophoretic separation of
nucleic acids in agarose gel;

—  when applying the approach based on numerical modeling of peak area estimation,
a significant number of calculations are required (this can pose a challenge when
automating electrophoresis).

The practical application significance of the proposed approaches lies in the presenta-
tion of standardized ratios, which can be uniformly used to obtain uncertainty estimates
for the quantitative results of electrophoretic separation of nucleic acids; —this opens
the door to further unification and standardization in electrophoresis applications. The
presented approach to the accompaniment of algorithms for processing images obtained
during electrophoresis makes it possible, for the first time, to accompany this procedure
with an estimate of uncertainty propagation and to provide, together with the concentration
measurement result, an assessment of its uncertainty inherited from the technical means
used for electrophoresis.
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6. Conclusions

This paper considers the evaluation of uncertainty in the results of quantitative elec-
trophoretic separation of nucleic acids in agarose gel. The uncertainty estimates of such
measurements presented in the literature are based on multiple measurements using stan-
dard samples to assess the inter- and intralaboratory reproducibility of results. This article
presents a new approach for estimating this uncertainty in cases where there are insufficient
grounds to correlate the measurement results of a complex mixture of nucleic acids with
the results of a pre-calibration performed on a standard sample and where no standard
samples exist in principle. In the latter case, the need to fully consider the mathematical
processing algorithm used for electrophoresis images is demonstrated.
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Appendix A. The Complex-Step Method for Derivatives Estimation

The complex-step method is a variant of the automatic differentiation of functions
to be computed. Its implementation does not require specially introduced data types or
substantial software development. Let us explain the idea behind this method using the
example of some function g(x) from multiple real-valued arguments x* = (x1,xy,...,x;). If
this function permits the analytical continuation to the complex plane for variable x;, then

we can use the complex-step approximation estc of partial derivative dg(x)/9x;, which is

much more accurate than finite difference estimate estg = w and can be calculated

asestc = w. Here, d; is a vector with the same size with x filled with zeros, except
for its t-the element equal to some small number «~0, and j = v/—1 is an imaginary unit.

In computing estg, we usually take step « as the relative part of x; (o« = 107%-x;,
where w is usually equal to 10 = 20) to prevent a situation where the derivative estimate
will be equal to zero due to the difference (g(x + d¢)—g(x)) being less than the machine
precision allows to represent. This can lead to a significant final error. On the contrary, in
computing estc, we can always take o equal to 1072%, and such decision will not cause
errors in derivative estimation. The main reason is that we are not faced, in that case, with
computationally unstable operations, such as the subtraction of two close numbers, as it
takes place in finite difference calculation.

The structure of the expression for estc is the same as for finite difference but is
free from its disadvantages. The main idea is to estimate the derivative value using the
imaginary step instead of the real-value step.

qx+j-di) —q(x) _ 99(x)

estc = - .
¢ jra ox;
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Since the value of the derivative dg(x)/dx; must be a real number, the estimate can be
transformed into the form
Im(q(x+/-di) —4(x))

estc = Re(estc) = . ,

where Re(z) and Im(z) are a real and an imaginary component of the complex number z.
We know that the number g(x) is real, so we end up with the following expression:

Im(q(x +j-di))

estc =
¢ ®

The advantage of the complex-step approach is that the modern software packages for
data processing permit the analytical continuation of all functions that occur automatically
when its argument becomes a complex number. For example, in Matlab, we should only
use commands such as “exp(x + 1i*y)” instead of “exp(x)” to transit from the real argument
x to complexz=x +j-y.

Let us apply the complex-step method to expression (3) from the main part of the paper.
The analytical continuation of the function f is carried out from the set R**?, where a and b
are the dimensions of the processed image I, to the set C**? of complex numbers. Since the
function f reflects a computational algorithm, this continuation is possible. Therefore,

op) U1+ Euy))
oI(x,y) o '

where E(, ) is a matrix of the same dimensions as image I, composed of zeros, except for
the cell with indices (x, i), which contains one.

This expression allows us to estimate the values of all first-order partial derivatives
with an error at the level of rounding errors.

Appendix B. The Monte Carlo Method for Estimating Uncertainty Bounds

The Monte Carlo technique is widely used for propagating uncertainty in computa-
tions. The most popular variant of this method is based on studying the transformation of
probability distributions from the uncertain initial variables to the results of calculations
using random number generators. Such an approach supposes that distributions for the
sources of uncertainty are known. If not, we are forced to make different assumptions with
varying degrees of validity. This reduces confidence in the result.

The Monte Carlo method can be used not for estimating the distribution in full but for
assessing the bounds of its support, —i.e., the interval of random variable possible values.
In this case, the only necessary information is the limits of input data values caused by the
uncertainty. This variant of the Monte Carlo approach is fully non-parametric and does
not require any assumptions on probability distributions. The number of Monte Carlo
iterations can be effectively reduced in this case by comparison with commonly given
recommendations [35].

Estimating the support of distribution is equivalent to finding the minimum and
maximum values of the function. Therefore, the Monte Carlo approach in this case is
equivalent to the stochastic way of solving the optimization problem.

Let us consider the function f from the main part of the article. Let us find the
minimum and maximum values of f for the area () of possible values of its arguments,
determined by their errors: | = [minjeq f(I), maxjeqf(I)].

The essence of the Monte Carlo method is to use random covering for (). The main
idea of the approach is that with random generation of N combinations of argument values,
the probability that with N—oco among them there will be those at which the value of
function f will be close to the minimum or maximum value on Q is close to 100%.

The algorithm of the Monte Carlo method boils down to the following sequence of
operations.



Sensors 2023, 23, 1999 15 0f 17

1.  To calculate the value of the function Cy = f(I) corresponding to the initial set I of
argument values for f.

2. To generate N random combinations ; of argument values of the calculated function f;
index j runs the values 1, 2, ... , N; the generation is conducted according to a uniform
distribution, since, in the general case, there is no reason to prefer some values from
Q over () to others in the absence of information about the function f.

3. To compute values C; = f(I)).

b

To estimate the boundaries of interval | ~ [minj Cj, max; Cj] .
5. To estimate the marginal error of the value of function f caused by the inaccuracy of
its arguments using the expression AC = max; ‘C]' -G ]

When the Monte Carlo method is applied to study the distribution transformations,
the appropriate value of the number N of iterations is about 100 [35,48]. For the presented
variant, N can be reduced to 10° [49]. The confidence probability P for the interval | and
corresponding value AC can be assessed by the following expression [49]:

1

log2\ N-1
P~ | —2—
(N>
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