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Abstract: In badminton, accurate service height detection is critical for ensuring fairness. We de-
veloped an automated service fault detection system that employed computer vision and machine
learning, specifically utilizing the YOLOV5 object detection model. Comprising two cameras and
a workstation, our system identifies elements, such as shuttlecocks, rackets, players, and players’
shoes. We developed an algorithm that can pinpoint the shuttlecock hitting event to capture its height
information. To assess the accuracy of the new system, we benchmarked the results against a high
sample-rate motion capture system and conducted a comparative analysis with eight human judges
that used a fixed height service tool in a backhand low service situation. Our findings revealed a
substantial enhancement in accuracy compared with human judgement; the system outperformed
human judges by 3.5 times, achieving a 58% accuracy rate for detecting service heights between 1.150
and 1.155 m, as opposed to a 16% accuracy rate for humans. The system we have developed offers a
highly reliable solution, substantially enhancing the consistency and accuracy of service judgement
calls in badminton matches and ensuring fairness in the sport. The system’s development signifies a
meaningful step towards leveraging technology for precision and integrity in sports officiation.

Keywords: sports technology; robot umpire; computer vision; machine learning; system development

1. Introduction

In badminton, players serve the shuttlecock to opponents across the court by striking
it with a racket to start a rally. The Badminton World Federation (BWF) governs several
types of service faults [1]. The most prevalent fault, known as “service fault: too high”
(SFTH), occurs when the shuttlecock is hit higher than the permissible limit to gain an
advantage. This fault is especially common in badminton doubles, where players aim to
serve at the highest possible point, creating a flatter trajectory that is harder to return [2,3].
Historically, SFTH was identified by a service judge to determine whether the shuttlecock
was struck above the server’s waist. This human judgement can cause problems such as
non-standardized height limits favoring taller players and ambiguity in defining waist
height [4]. In 2018, the BWF mandated that the service height must not exceed 1.150 m
from the ground [5]. A fixed height service tool (FHST) aids judges in enforcement, but it
does not provide evidence to back the service judge’s decisions and there is no publicly
available data about its accuracy.

From a broader perspective, technologies have been employed to ensure fairness in
sports [6]. Various technologies have been developed to make the judging process more
accurate, efficient, and unbiased [7]. Additionally, the use of technology can alleviate
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the stress that referees or technical officials feel when trying to make the best judgement.
One example is the video assistant referee (VAR) system that was used during the 2018
International Federation of Association Football (FIFA) World Cup. This system allowed for
real-time communication with the referees on the field and was found to be more accurate
than human decisions (98.3% for the system and 92.1% for humans, respectively) [8]. Other
sports games such as the National Football League (NFL) and professional basketball also
use video replay systems to review and confirm referee decisions. Recently, there have
been attempts to use artificial intelligence in sports officiating [9]. In badminton, the instant
review system (IRS) was first introduced in 2013 to aid in line call decisions, but it is not
used for service fault detection. There was an attempt to use ultrasonic sensors to detect
service height in badminton matches, but the system has several problems such as a limited
scanning range and difficulty in detecting service events [10].

Machine learning techniques have been shown to be powerful tools in various fields
including but not limited to manufacturing processes [11-13], robotics [14,15], unmanned
vehicles [16,17], fault detection for quality inspection [18], and medical diagnosis [19].
Combining with computer vision, these techniques allow for the detection of objects of
interest based on the images captured from camera systems using an advanced computer
algorithm. Recently, computer vision and object detection techniques have also found appli-
cations in sports technology for match analysis [20-23], player’s performance analysis [24],
and electronic umpiring [25,26]. In a recent study on video analysis of table tennis, the
researchers have successfully demonstrated the real-time detection of the position of the
tennis ball and players, and the types of events (bounces and net hits) [23]. In badminton,
computer vision and machine learning have been used to achieve automated badminton
action recognition for non-real-time post-match analysis [27-29]. Menon et al. proposed
a machine learning framework for service fault detection; however, the challenge still
remains as the framework runs at a relatively low sample rate (25.8 fps) [30]. To our best
knowledge, there is currently no real-time vision-based technology with a high sample rate
(>60 fps) that helps in the umpiring of service situations in badminton.

In the present study, we aimed to develop an automatic service height fault detec-
tion system using computer vision and object detection techniques to allow for real-time
electronic service fault judging. In order to achieve a functional system that operates in
real-time, the system requires an object detection model that is fast and able to identify
the objects of interest such as players, rackets, shuttlecocks, and shoes accurately. Here,
we adopted the You-Only-Look-Once v5 (YOLOVS5) object detection model for the auto-
mated service height fault detection system [31]. An algorithm was developed to identify
the hitting instance of the badminton service so that the height of the shuttlecock can be
accurately retrieved. The accuracy of the calls made by humans and the proposed system
were compared against the data acquired via a 3D motion capture camera system with high
temporal resolution. This work contributes a novel approach to real-time electronic fault
judging, promoting fairness and precision in the sport.

2. Experimental Methods
2.1. Development of Automatic Service Fault Detection System
2.1.1. System’s Hardware Configuration

The proposed automatic service fault detection system consists of a two-camera system,
a workstation, and an output display as shown in Figure 1a. One camera is used for each
side of the court. The lens of the camera system is carefully selected so that the camera
can be placed approximately 1.9 m away from the sideline of the court, near where the
designated seat for the service judge is shown in Figure 1b. Figure 1c shows the viewing
angle from behind the camera system. Also, the field of view of the camera is selected such
that the camera can see the server and receiver in a service situation for the event categories
which include singles, doubles, and mixed doubles matches. Figure 1d,e show the actual
field of view of the left and right cameras in a badminton match. With the proposed camera
system, the system can detect almost all types of service faults such as service fault too high,
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early server foot movement, undue hitting action, server stepping on the line, and early
receiver movement. However, the focus of this study is mainly on the detection of SFTH.

Umpire seat

Il display
% F !;

Service

Figure 1. Schematic showing (a) proposed automatic service fault detection system and the approxi-
mated field of views of the cameras, (b) the actual setup of camera system captured in the Malaysia
Open 2023, (c) viewing angle from behind the camera, (d,e) actual viewing perspectives of the left
and right cameras, respectively.

2.1.2. Working Principle and Camera Calibration

For an accurate determination of the shuttlecock height relative to the 1.150 m height
limit, the camera has to be carefully calibrated to ensure that the center of the CCD sensor
is placed at 1.150 m from the ground and the optical axis of the camera is always pointing
along the 1.150 m plane from the ground, as shown in Figure 2. Figure 3 shows the possible
service fault detection error due to poor camera placement and alignment. These examples
show the possible detection errors where an illegal service (SFTH) is deemed legal by the
camera system when the camera is misaligned. The opposite can also happen where a legal
service is deemed too high by the camera system if the misalignment of the camera occurs
in the reversed direction. In order to properly calibrate the camera, a camera gimbal with
two angular degrees of freedom (roll and pitch) has been developed. The camera height is
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first manually adjusted to 1.150 m from the ground using a 1.150 m long reference stick.
The cameras are then calibrated for roll and pitch angles using two reference sticks that are

placed in the field of view of the cameras.
/ Captured images \

CCD sensor

A

A A
ground \ Valid height /

Figure 2. Schematic showing the working principle of service fault detection using the proposed

camera configuration. Examples of (a) service fault too high (SFTH) and (b) legal service.
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Figure 3. Schematic showing the detection errors due to (a) pitch and (b) roll angles” misalignment.
(c) Calibration steps for the camera system (white lines and red lines represent center of CCD sensor
and the calibration sticks, respectively).

2.1.3. Object Detection Model and Generation of Datasets for Model Training

An object detection model is required to locate the position of the players and shut-
tlecock in real-time. Therefore, it is important that the object detection model used in
this work is fast enough for the system to work with high temporal resolution. As such,
the YOLOV5 object detection model is used due to the high inference speed and high
accuracy [31,32]. Using this object detection model, we can obtain information about the
position and displacement of the shuttlecock, which can then be used to infer the hitting
instant of a badminton service.
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To facilitate good detection for the object detection model, a high-quality image dataset
is required. The camera was placed at the side of the court, where the service judge is seated
at a height of around 1.150 m. A total of six venues were used for the data acquisition to
ensure a good diversity of hall environments for a better generalization of data. Collectively,
19 badminton players, including 14 university team players, were involved in the data
collection for object detection model training. Among them, 16 were male players. A
summary of the dataset was shown in Table 1.

Table 1. Information about dataset for object detection model training.

Details of Dataset Values
Image resolution 1152 pixels x 648 pixels
Number of venues 6
Number of players 19
Total number of images 25,235 images
Number of images in training set 18,588
Number of images in test set 4647
Ratio of train: test sets 80:20

To ensure a good mix of different service styles, the service conditions of the men’s
singles, men’s doubles, and women’s doubles were recorded. This ensured that the common
service conditions (Figure 4), which comprised backhand low serves, backhand flick serves,
forehand low serves, and forehand high serves, were included in the dataset.

Forehand low serve
M - [ —

/—- ""7 g : - = - ; e A /,-'{", .
ﬁBackhand flickserve =—"_ _ = Forehand high serve
e

=

Figure 4. Various types of badminton service captured at different venues for the datasets.

Capturing footage of player serving has a downside, which is that the label counts
for the shuttlecock are much lower compared to the other labels. The imbalance dataset is
not ideal as it would cause the object detection model to have less of a chance to learn to
detect the shuttlecocks, causing poor accuracy at recognizing the shuttlecock. Since the key
feature of the system is to detect whether the shuttlecock is struck above the 1.150 m height
limit, the ability of the objection detection model to recognize the shuttlecock is of utmost
importance. To balance the dataset, 1900 images that contain only shuttlecocks were taken
to increase the number of instances of the shuttlecocks (Figure 5). Overall, the training and
validation dataset has a class distribution, as shown in Figure 6.
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Figure 5. Shuttlecock-only images were added to increase the label counts of shuttlecocks to balance
the dataset.
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Figure 6. Distribution of the classes in the dataset.

2.1.4. Service Fault Detection Algorithm

The service height is determined by the maximum height of the shuttlecock when it is
being hit by the racket during a badminton service. The hitting instant refers to the moment
when the racket first comes into contact with the shuttlecock. Thus, the determination of
the hitting instant is of utmost importance. In this work, the hitting instant (N* frame) is
determined by the large horizontal displacement of the shuttlecock as compared to the next
frame (N+1™ frame). Since the rule of badminton mandates the whole of a shuttlecock to
be below the 1.15 m height limit upon being hit, the highest point of the shuttlecock should
then be used to evaluate whether the shuttlecock has exceeded the height limit. The highest
point of the shuttlecock can be evaluated based on the Nth frame, as depicted in Figure 7.

An overview of the service fault detection system algorithm is depicted in Figure 8.
Essentially, the acquired image from the camera is first resized to a dimension of 640 pixels
x 640 pixels before feeding into the object detection model. This is vital because running
inferences with the object detection model at the native image dimensions can severely
slow down the inference speed. The output from the object detection model such as the
label and the bounding box of the shuttlecock will be obtained and used to determine
the displacement of the shuttlecock. The hitting event is then determined when a large
horizontal displacement is detected. The height information about the shuttlecock at the
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hitting instant can then be evaluated based on the bounding box of the shuttlecock at the
N frame, as depicted in Figure 7.

Nthframe

N+1th frame

(a) Backhand low serve

Highest point
of shuttlecock

(b) Forehand high serve

Highest point

of shuttlecock—"

%—Vi

Figure 7. Image sequences (acquired at 70 fps) showing the hitting instants in (a) backhand low serve
and (b) forehand high serve situations and the determination of the shuttlecock’s maximum height at
the hitting instant (Nt frame). The hitting instant (Nth frame) is determined by the large horizontal
displacement of the shuttlecock as compared to the next frame (N+1t frame).

Image
acquisition

'

Global stage L
Native Image caedn L obiect & Labels, Hitting event
image pmcessing o ] X bounding boxes detection
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L
Height
Service fault information

detection

Figure 8. Overview of service fault detection algorithm.

The algorithm for detecting SFTH in badminton matches involves a series of steps:

Image acquisition and preprocessing: The algorithm starts by acquiring the latest

image, termed as the N+1' frame, and then performs necessary preprocessing im-

age inferencing.
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2. Object detection: In this step, the trained YOLOV5 object detection model is deployed
to identify the shuttlecock within the image.

3. Shuttlecock centroid calculation: If the shuttlecock is detected, the algorithm calculates
the centroid of the shuttlecock for accurate positioning.

4. Centroid comparison: The algorithm then compares the current shuttlecock cen-
troid (in the N+1th frame) with the centroid from the previous frame (NP frame) to
track movement.

5. Displacement analysis: In case a significant displacement of the shuttlecock is ob-
served, the bounding box of the shuttlecock from the previous frame (N'! frame) is
analyzed to determine its maximum height during the service (hmax)

6.  Height verification: This step involves checking whether the maximum height (hmax)
of the shuttlecock exceeds the official service height limit of 1.150 m.

7. Fault decision: Based on the height analysis, if hmay is greater than 1.150 m, a service
fault is declared; otherwise, the service is deemed legal.

2.1.5. Workstation Configuration

The service fault detection algorithm was coded in Python 3.6 and executed using a
workstation. The workstation consists of an AMD Ryzen 7 3700X CPU, an image acquisition
card that can handle two high-speed cameras, two units of Gigabyte RTX 3080 Eagle OC
GDDR6, and 32 GB of DDR4 RAM. The operating system of the workstation is Ubuntu
18.04. In order to speed up the image processing and inference time, Nvidia DALI and
TensorRT algorithms were used for resizing the images and the image inferencing process,
respectively. In this work, the system was set to run at 70 fps.

2.2. Comparative Analysis Using Motion Capture System as Benchmark

The performance of the service judge and the developed system were benchmarked
against the data collected using a high-speed motion capture system for comparison. A
Vicon 3D motion capture system (United Kingdom) was used in this work (Figure 9a). The
motion capture system consists of 8 cameras that acquire data at a sampling rate of 200 Hz.
Both the shuttlecock and the racket were equipped with three retro-reflective markers each
(Figure 9b,c). For this comparative analysis, the system is operated with only a single
camera. A digital model with the same dimensions as the actual test shuttlecock was used
for its digital reconstruction. The highest point of the shuttlecock was then calculated
via the reconstruction of a 3D model based on the acquired coordinates of the markers
(Figure 9d). The system and the FHST were placed 5 m away from a fixed location of the
server to simulate actual tournament settings.

The service height was determined by analyzing the shuttlecock horizontal speed
while employing a similar concept to that described in Figure 7. Figure 10 shows the
shuttlecock dynamics during a backhand short service, with the datapoints acquired at a
period of 5 ms (200 Hz). The hitting instant (Nth datapoint) was determined when a sudden
jump in the shuttlecock speed (equivalent to large displacement) was observed. The height
of the shuttlecock at the N datapoint was determined by the reconstruction of a 3D model
based on the acquired coordinates of the markers (Figure 9d).

This study was approved by the Nanyang Technological University Institutional
Review Board (IRB-2022-870). A total of eight participants were involved and provided
written informed consent to participate in the comparative analysis using the 3D motion
capture system. Three of them were professional service judges (S] 1-3) whereas the rest
(Non-SJ 1-5) did not have any experience using the fixed height service tool. A short
training was conducted for the inexperienced participants. A laser leveling system was
used to calibrate the fixed height service tool and the developed system. Each participant
made judgement calls for 20—40 services. We engaged two badminton players to be the
servers for the tests, and they took turns to perform the services for each round. The servers
would attempt to serve close to the service height limit with the aid of the laser leveling
device. Figure 9e shows the service height distribution of the serves in this study. In this
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study, only backhand low service was evaluated since it is the most common type of service

used by professional players in tournaments
information can be found in Table 2.

. A summary of the tests and participants’
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Figure 9. Images showing (a) the experimental setup of the motion capture system and the fixed

height service tool (FHST), (b,c) white arrows pointing at the reflective markers attached to the racket

and the shuttlecocks, (d) the reconstruction of 3D model using coordinates of markers (red crosses),

and (e) service height distribution. The red dashed

line separates the legal and fault services.
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Figure 10. Graph showing the shuttlecock’s horizontal speed during a backhand short service.

Table 2. A summary of participant information.

Rounds Gender Experience Level Nomenclature
1 Male Inexperience Non-§J 1
2 Male Inexperience Non-5J 2
3 Male Inexperience Non-SJ 3
4 Male Inexperience Non-5J 4
5 Male Inexperience Non-SJ 5
6 Female Professional SJ1
7 Male Professional SJ2
8 Male Professional SJ 3

3. Results and Discussions
3.1. Object Detection Model Training for Service Fault Detection

The results obtained from the training of the YOLOVS5 object detection model is
summarized in Figure 11. The steady decrease without bouncing back up at the later
stage indicates that overfitting has not occurred. The lower validation loss (Figure 11b)
compared to the training loss (Figure 11a) was due to the use of data augmentation. The
model, which was trained for 580 epochs, achieved a mean average precision of mAP@0.5
of 0.99 (Figure 11c). This means that on average, among all the classes, the percentage of
correctly detecting the object and locating the bounding box overlapping more than half
the area of the object was 99%. The precision-recall curve shows the trade-off between
precision and recall for different thresholds (Figure 11d). A large area under the curve
represents both high recall and high precision, where high precision relates to a low false
positive rate, and high recall relates to a low false negative rate. The high scores for both
show that the classifier is returning accurate results (high precision), as well as returning a
majority of all positive results (high recall). Figure 11e shows an example of the inferenced
output produced by the trained YOLOvV5 model. It was observed that the model is able
to infer objects such as shuttlecocks, players, shoes, and rackets correctly. The ability to
achieve high recall and precision also means that the system will produce less missed and
false service detections. The trained model was cross-validated using another dataset with
968 untrained images. It was observed that the trained model was still able to achieve a
mean average precision mAP@0.5 of 0.956 (Figure S1), indicating a high level of accuracy
and robustness in detecting service faults under varied conditions. This performance
demonstrates the model’s strong generalization capabilities, affirming its effectiveness in
real-world applications beyond the initial training set. The utilization of the object detection
model for the detection of service faults in real-time is demonstrated in Supplementary
Videos S1 and S2. Videos S1 and S2 are demonstrations showing that the system has
detected a service that was deemed legal and too high, respectively.



Sensors 2023, 23, 9759

110f18

—
Q
oo

0.04

0.03

0.02

Training loss

0.01

=

o
=3
N
(=]

0.015

Validation loss

0.010

0.005

(c)
1.00
0.95
0.90
0.85
0.80

0.75

(e)

Box

0.014
0.012
0.010

0.008

I 0.006
0.004

0 250 500
val Box
0.010
0.008
0.006

k 0.004

0 250 500

epoch

(d)

mAP@0.5

—

Precision

0 250 500
epoch

0

Val Objectness

0

1.0

0.8

0.6

0.4

0.2

0.0.

Objectness
—o— results 0.012
0.010
0.008
0.006
0.004

250

0.000
500 0

0.008

0.006

0.004

Classification

250

\ oonz |

500

Val Classification

0.002

250 500 0 250 500
epoch epoch
—— shuttlecock 0.993
——— player 0.992
—— racket 0.989
—— shoe 0.989
—— all classes 0.991 MAP®O0.5
0.0 0.2 0.4 0.6 0.8 1.0
Recall

Figure 11. Graphs showing (a) the training losses and (b) validation losses for box, objectness, and
classification. (c) Graph showing mAP at threshold = 0.5, reaching 99% after 580 epochs, (d) precision-
recall curve of the trained model. Large area under the curve indicates high precision and high recall,

(e) image showing the inference output of the trained model.
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3.2. Comparative Analysis Using Motion Capture System as Benchmark

In order to better compare the system’s performance with that of the human judges,
a comparative study was conducted using the motion capture system. In this work, we
evaluated the accuracy of the system based on detected services. We assessed 204 services
for the system and 255 services for humans, with an approximately equal division: close to
half of these services were categorized as legal, and the remaining half were categorized
as faulty. The number of services assessed for the system were slightly lower due to
some missed detections, which were caused by several reasons to be discussed in the
Limitations Section.

Here, we are introducing two performance metrics known as the “range of confusion
(RoC)” and “deviation of midpoint of confusion (MoC)” (Figure 12). These metrics are
utilized to assess the service calls made by both humans and the system. The RoC is
characterized as the vertical range within which a service has been identified as both
legal and faulty at different instances. The lower bound of the RoC is determined from
the lowest height from the human/system called the fault dataset or the service height
limit, whichever is lower. In contrast, the upper bound of the RoC is determined from the
service height limit or the highest height from the human/system called the legal dataset,
whichever is higher. The midpoint of confusion (MoC) is defined as the median height of
the data that fall within the range of confusion. The RoC measures the consistency level
of the judgement calls, whereas MoC is used as a reference to give an indication of the
deviation of the range of confusion to the 1.150 m service height limit. Essentially, a larger
RoC indicates a poorer consistency in the judgement call, and a larger deviation of MoC
potentially indicates larger parallax or system errors.

Height
A
Fault Dataset representation for RoC
X
D _Upper bound of RoC
Service height limit 5 ))2 IDeViatiDn of MoC
aX . . o
2Xax )% Range of confusion (RoC)
X \
X N Midpoint of confusion (MoC)
Legal Lower bound of RoC

Figure 12. Diagram illustrating the definitions of the range of confusion, the deviation of midpoint of
confusion, and the dataset representation for range of confusion (RoC).

A boxplot is used to visualize the distribution of the calls for each round (Figure 13a,b).
For a perfect judgement, the boxplot of the legal call should be below the 1.150 m service
height limit whereas the boxplot of the fault call should be above the 1.150 m service height
limit. In other words, an arbitrary line at the 1.150 m height limit should split the two
boxplots in an ideal situation.

To evaluate the consistency of the service calls, the RoC for each round is plotted for
comparison (Figure 13c,d). Human calls vary from human to human. Some participants
(non-SJ 1, 3, and 5) were also more consistent with their calls, as observed from the smaller
RoCs (23.6 mm, 36.4 mm, and 21.8 mm, respectively), while others have RoCs greater than
50.0 mm (Figure 13c). It was also noted that the RoCs are extremely large for some of the
participants (non-S] 4 and SJ 1). It is also observed that the MoCs vary drastically from
person to person. Some of the MoCs fall at approximately 1.170 m (non-SJ 1,4,5), and some
fall at about 1.120 m (non-SJ 2). The large differences could be partly attributed to parallax
error, where each participant has its own way of using the fixed height service tool. For
non-SJ 1,4, and 5, another possible reason is that they were more conservative in making
service fault calls, thus resulting in a higher MoC.
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Figure 13. Boxplots of legal and fault calls made by (a) human and (b) system. Chart showing the
region of confusion for (c) human and (d) system.

In comparison with human judges, no overlap between the boxplots of the legal
and fault call is observed for the calls made by the system (Figure 13b). The RoC of the
system for each round is generally smaller when compared to the human call (Figure 13d),
which suggests that the system can reliably and consistently make better calls compared
to humans.

Figure 14a,b show the distribution of the human and system’s service judgements,
respectively. The system typically makes more fault calls than legal calls above the service
height limit. In contrast, the legal call count is higher than the fault call count by up to
1.175 m for humans, suggesting that humans tend to be more conservative in making a
fault call in the 1.150-1.175 m range. Humans also falsely identified services below 1.150 m
as service faults more often compared to the system.

The services were grouped into various height ranges to understand the performance
of the human judges and system at each range, as depicted in Figure 14c. A lower accuracy
suggests that there are discrepancies in the classification of services, either in terms of
false positives (misclassifying legal services as faults) or false negatives (failing to identify
fault services). When the accuracy is lower in the height range below 1.150 m, it indicates
that more service calls which should be categorized as legal services are instead being
mistakenly identified as faults. In contrast, when the accuracy is lower in the height range
above 1.150 m, it indicates that more service calls which should be categorized as fault
services are not being correctly identified as faults. It was found that the system has a higher
accuracy at every height range. For the service executed below 1.150 m, the performance
between the human and the system is comparable, with the system having a slight edge
over the human. However, for the services within the range of 1.150-1.750 m, the system
outperformed humans by 1-3.5 times. For instance, the accuracy of the human between
1.150 and 1.155 m is merely 16%, whereas the accuracy of the system is 58% for the same
range. Humans achieved an accuracy of 80% above 1.175 m, whereas the system was able
to achieve an accuracy of 100% above 1.170 m. The higher service fault detection accuracy
of the system also implies that more service fault calls would be expected if it were to be
implemented in an actual tournament.
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Figure 14. Histograms showing distribution of legal and fault calls made by (a) humans and (b) sys-
tem. (c) Bar chart showing the accuracy of human and system calls at different service heights.

The detection accuracy of the system depends on the spatial and temporal accuracy
of the detection. The spatial accuracy is determined by factors such as camera calibration
and the accuracy of the bounding box detection (Figure 15a). In contrast, the temporal
accuracy is determined by the camera and system settings, such as the threshold speed
and processing speed, which affect the ability to precisely determine the hitting event. It
should also be highlighted that the shuttlecock dynamic during a service also plays a part
in determining the detection accuracy of the system. Figure 15b shows the shuttlecock
dynamics during a typical backhand short service and it can be used to explain how various
factors such as the threshold speed and temporal resolution of the system affect the height
detection error, and hence the inaccuracy. The relative height of the shuttlecock shown
in the plot is calculated with respect to the actual hitting instant, meaning to say that the
relative height at the actual hitting instant is 0 mm, which can be observed as the orange
line intersects the x-axis (time axis). The detection of a hitting event (when the shuttlecock
touches/leaves the racket) is determined by checking if the shuttlecock speed exceeds a
predefined threshold speed on the (N+1)™ frame. The height information of the shuttlecock
captured by our system is then determined from the N* frame. In Figure 15b, where the
shuttlecock has a vertical motion (change in height) prior to being hit, an error is observed.
The magnitude of the error will depend on temporal accuracy, which is when the hitting
instant is being detected. Figure 15b-i and 15b-ii are two different cases that show how the
temporal resolution and the misalignment of the hitting event with the frames affect the
magnitude of the error. The temporal accuracy of the hitting instant will depend on the
temporal resolution (how high the fps is) and the threshold speed. The higher the temporal
resolution (higher fps), the smaller the time gap between frames; hence, better temporal
accuracy can lead to smaller error. Also, it is important to note that the speed of the vertical
motion prior to a service also influences the detection error proportionally. Usually, the
faster vertical motion of the shuttlecock during a service leads to a higher detection error.
Thus, it is vital to improve the system processing speed so that the temporal accuracy
of the hitting event can be improved. Increasing the system processing speed not only
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improves the temporal accuracy, but also allows for a model with a larger input (higher
image resolution), resulting in an improvement in the spatial accuracy of the detection.
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Figure 15. (a) Schematic showing the possible bounding box detection error due to (a-i) the inaccuracy
of the object detection model’s prediction and (a-ii) occlusion, and (b) graphs illustrating the effect
of processing speed and service style leading to height detection error. The relative height refers to
the vertical distance between the measured shuttlecock height at N frame relative to the actual
shuttlecock height at the hitting instant. (Note: the threshold velocity in the graphs is for illustration
purposes only, the exact threshold is not disclosed.)

4. Limitations

It should be noted that the system accuracy presented in this work may not reflect the
performance of the system at the actual competition venues. In the tournament settings,
the system may exhibit better accuracy. There are three reasons why the system may show
a lower accuracy in the lab condition compared to the actual settings. Firstly, the object
detection model did not give good detections in the lab because the model has not been
trained with images acquired from the lab environment. Secondly, the shuttlecock was
attached with three retro-reflective ball markers that could affect the detection using the
object detection model. Thirdly, the lighting in the lab environment was not as bright
(500 lux) as that of the tournament location’s environment (1500 lux). A slower shutter
speed was used in the lab environment to compensate for the low brightness, thus causing
the moving shuttlecock to appear less sharp in the acquired images as compared to the
tournament environment. The blurry shuttlecock can result in poorer shuttlecock detection
by the object detection model, thus lowering the accuracy of the system in the lab envi-
ronment. Nevertheless, the system still outperformed human judges in this suboptimal
test environment.

Nonetheless, there are some limitations in the current two-camera setup when de-
ployed in actual tournaments. For instance, the shuttlecock may be blocked by the server’s
hand (Figure 15a-ii) or female players in the case of mixed doubles. A four-camera setup
may potentially reduce the blind spot and overcome the problem. Additionally, the object
detection model might sometimes yield false positives, mistakenly identifying white objects
of similar sizes as shuttlecocks. To address this limitation, we have integrated a filtering
algorithm designed to eliminate such false detections and improve overall accuracy. Also,
accurately distinguishing players from non-player individuals is crucial for practical appli-
cation. While a filtering algorithm to identify players has been developed, it is not discussed
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in this manuscript, as it falls outside the scope of this manuscript. More optimizations
would be needed to speed up the code to lower the hardware requirement. Also, the
proposed method using monocular vision does not directly provide precise information of
the height of the shuttlecock. However, our initial unpublished research indicates that with
appropriate calibration, an estimation model can accurately predict the shuttlecock’s height.

In our comparative analysis between human judgment and the system, benchmarked
against the gold standard of a high sample-rate motion capture system, we did not evaluate
the impact of distance on the accuracy of service judgment calls by both the human and
the system. Also, our analysis was limited to the accuracy of service judgment calls for
backhand low serves. The humans’ and system’s accuracies might differ from the findings
in the current study for other service types, such as forehand high serves, due to the distinct
shuttlecock kinematics associated with each serve.

5. Conclusions

The advent of artificial intelligence has enabled the development of an automated
umpiring system. Here, we report the development of the automated service fault detection
system using computer vision, the YOLOvV5 object detection model, and an in-house
developed algorithm to detect the hitting instant of the service. The object detection model
was trained with high quality data including those obtained from actual competition
environments. This has resulted in a mAP@0.5 of 0.99, suggesting that the model is capable
of detecting shuttlecocks, players, rackets, and shoes with good accuracy. The system
outperformed human judges in the comparative study, demonstrating its potential in
improving the quality of the service judgement in an actual competition setting. As the
system is able to eliminate human bias, it can give a more consistent call with higher
accuracy. Future work would include exploring the pose estimation model and optimizing
the algorithm to increase the system processing speed. It is also important to investigate
the system’s performance on the detection of faults due to server undue action, the server’s
and receiver’s feet movement, and players’ feet stepping on the line.

6. Patents

A patent application has been submitted for this work. Patent application number:
PI12023005746. Application type: Patent. Application title: System for detecting one or
more faults of a server and/or receiver during a service in a badminton game and method
therefor. Submission date: 22 September 2023.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/s23249759 /51, Figure S1: Precision-Recall curve of the trained
model using untrained dataset; Video S1: Demonstration of the system calling a legal call; Video S2:
Demonstration of the system calling a fault call.

Author Contributions: G.L.G.—conceptualization, design and implementation of the automated
service fault detection system, data analysis, fund acquisition, writing and editing the manuscript.
G.D.G.—conceptualization, design and implementation of the automated service fault detection
system, data analysis, fund acquisition, writing and editing the manuscript. J.W.P—data acquisition
using motion capture system and editing the manuscript. P.S.P.T.—editing the manuscript. PW.K.—
resource, editing the manuscript. All authors have read and agreed to the published version of
the manuscript.

Funding: This study was supported by the Badminton World Federation (BWF).

Institutional Review Board Statement: Ethical approval for this work was obtained from the
Nanyang Technological University Institutional Review Board (IRB-2022-870).

Informed Consent Statement: Informed consent was obtained from all participants involved in
the study.

Data Availability Statement: The data presented in this study are openly available in the NIE Data
Repository [https:/ /doi.org/10.25340/R4/ A2 AE4H].


https://www.mdpi.com/article/10.3390/s23249759/s1
https://www.mdpi.com/article/10.3390/s23249759/s1
https://doi.org/10.25340/R4/A2AE4H

Sensors 2023, 23, 9759 17 of 18

Acknowledgments: The authors would like to acknowledge the support of the Badminton World
Federation (BWF) and the National Institute of Education through the use of its equipment and
facilities. The authors would also like to thank the Badminton Association of Malaysia (BAM)
and Singapore Badminton Association (SBA) for allowing the pilot tests to be conducted at the
International Challenge 2022 at Perak, Malaysia Open 2023 at Kuala Lumpur and Singapore Open
2023 at Singapore. The authors would also like to thank the participants who are involved in the data
collection and express their gratitude to Lee Bo Yi, Chin Kai Siang, and Julian Tan for their continuous
support throughout the research project.

Conflicts of Interest: The funder had no role in the design of the study, in the collection, analysis,
interpretation of data, in the writing of the manuscript, or in the decision to publish the results.

References

1.  B.W.FE (BWF). “BWF STATUTES”. BWFbadminton.com. Available online: https://corporate.bwfbadminton.com/statutes/#151
3733461252-al6ae05d-1fc9 (accessed on 23 September 2023).

2. Rasmussen, J.; de Zee, M. A Simulation of the effects of badminton serve release height. Appl. Sci. 2021, 11, 2903. [CrossRef]

3. Vial, S.; Cochrane, J.; Blazevich, A.J.; Croft, J.L. Using the trajectory of the shuttlecock as a measure of performance accuracy in
the badminton short serve. Int. J. Sports Sci. Coach. 2019, 14, 91-96. [CrossRef]

4. B.TV.Badminton Unlimited | The New Fixed Height Service Rule | BWF 2018. Available online: https://www.youtube.com/
watch?v=XBsFIbNAIfI (accessed on 23 September 2023).

5. Gollapudi, N. “Badminton Blindsides Players with New Service Rule”. ESPN.com. Available online: https://www.espn.com/
badminton/story/_/id /22756075 /badminton-blindsides-players-new-service-rule (accessed on 23 September 2023).

6. Leveaux, R. Using technology in sport to support referee’s decision making. In Knowledge Management and Innovation in Advancing
Economies: Analyses and Solutions, Proceedings of the 13th International Business Information Management Association Conference,
Marrakech, Morocco, 9-10 November 2009; IBIMA: Sydney, Australia, 2009.

7. Kerr, R. Technologies for judging, umpiring and refereeing. In Sport and Technology; Manchester University Press: Manchester,
UK, 2016; pp. 114-134.

8.  Spitz, J.; Wagemans, J.; Memmert, D.; Williams, A.M.; Helsen, W.E. Video assistant referees (VAR): The impact of technology on
decision making in association football referees. J. Sports Sci. 2021, 39, 147-153. [CrossRef] [PubMed]

9.  O’Brien, K.A.; O'Keeffe, M. Reimagining the role of technology in sport officiating: How artificial intelligence (Al) supports the
design and delivery of ecologically dynamic development processes. Manag. Sport Leis. 2022, 1-13. [CrossRef]

10. Syafani, A.; Subarkah, A.; Marani, I.N. Making Service Level Measuring Equipment (Service Detector) In Badminton Sports.
Competitor 2021, 13, 61-70. [CrossRef]

11. Malburg, L.; Rieder, M.-P; Seiger, R.; Klein, P.; Bergmann, R. Object detection for smart factory processes by machine learning.
Procedia Comput. Sci. 2021, 184, 581-588. [CrossRef]

12.  Goh, G.D.; Hamzah, N.M.B.; Yeong, W.Y. Anomaly detection in fused filament fabrication using machine learning. 3D Print.
Addit. Manuf. 2022, 10, 428-437. [CrossRef] [PubMed]

13.  Goh, G.L.;; Zhang, H.; Goh, G.D.; Yeong, W.Y.; Chong, T.H. Multi-objective optimization of intense pulsed light sintering process
for aerosol jet printed thin film. Mater. Sci. Addit. Manuf 2022, 1, 10.

14. Bai, Q. Li, S; Yang, J.; Song, Q.; Li, Z.; Zhang, X. Object detection recognition and robot grasping based on machine learning: A
survey. IEEE Access 2020, 8, 181855-181879. [CrossRef]

15. Sinha, AK.; Goh, G.L.; Yeong, W.Y.; Cai, Y. Ultra-Low-Cost, Crosstalk-Free, Fast-Responding, Wide-Sensing-Range Tactile
Fingertip Sensor for Smart Gloves. Adv. Mater. Interfaces 2022, 9, 2200621. [CrossRef]

16. Goh, G.L.; Goh, G.D.; Zhong, Z. Outdoor autonomous landing of a quadcopter on a moving platform using off-board computer
vision. J. Model. Optim. 2019, 11, 86-96. [CrossRef]

17.  Janai, ].; Giiney, F,; Behl, A.; Geiger, A. Computer vision for autonomous vehicles: Problems, datasets and state of the art. Found.
Trends®Comput. Graph. Vis. 2020, 12, 1-308. [CrossRef]

18. Tang, H.; Tang, Y,; Su, Y.; Feng, W.; Wang, B.; Chen, P; Zuo, D. Feature extraction of multi-sensors for early bearing fault diagnosis
using deep learning based on minimum unscented kalman filter. Eng. Appl. Artif. Intell. 2024, 127, 107138. [CrossRef]

19. Yang, R.; Yu, Y. Artificial convolutional neural network in object detection and semantic segmentation for medical imaging
analysis. Front. Oncol. 2021, 11, 638182. [CrossRef]

20. Pers,].; Kovacic, S. Computer vision system for tracking players in sports games. In Proceedings of the INISPA 2000—The First
International Workshop on Image and Signal Processing and Analysis, in Conjunction with 22nd International Conference on
Information Technology Interfaces, Pula, Croatia, 14-15 June 2000; IEEE: Piscataway, NJ, USA, 2000; pp. 177-182.

21. Moon, S.; Lee, J.; Nam, D.; Yoo, W.; Kim, W. A comparative study on preprocessing methods for object tracking in sports events. In
Proceedings of the 2018 20th International Conference on Advanced Communication Technology (ICACT), Chuncheon, Republic
of Korea, 11-14 February 2018; IEEE: Piscataway, NJ, USA, 2018; pp. 460—462.

22. Host, K,; Ivasi¢-Kos, M. An overview of Human Action Recognition in sports based on Computer Vision. Heliyon 2022, 8, €09633.

[CrossRef] [PubMed]


https://corporate.bwfbadminton.com/statutes/#1513733461252-a16ae05d-1fc9
https://corporate.bwfbadminton.com/statutes/#1513733461252-a16ae05d-1fc9
https://doi.org/10.3390/app11072903
https://doi.org/10.1177/1747954118812662
https://www.youtube.com/watch?v=XBsFIbNAlfI
https://www.youtube.com/watch?v=XBsFIbNAlfI
https://www.espn.com/badminton/story/_/id/22756075/badminton-blindsides-players-new-service-rule
https://www.espn.com/badminton/story/_/id/22756075/badminton-blindsides-players-new-service-rule
https://doi.org/10.1080/02640414.2020.1809163
https://www.ncbi.nlm.nih.gov/pubmed/32794432
https://doi.org/10.1080/23750472.2022.2126996
https://doi.org/10.26858/cjpko.v13i1.18421
https://doi.org/10.1016/j.procs.2021.04.009
https://doi.org/10.1089/3dp.2021.0231
https://www.ncbi.nlm.nih.gov/pubmed/37346189
https://doi.org/10.1109/ACCESS.2020.3028740
https://doi.org/10.1002/admi.202200621
https://doi.org/10.32732/jmo.2019.11.2.86
https://doi.org/10.1561/0600000079
https://doi.org/10.1016/j.engappai.2023.107138
https://doi.org/10.3389/fonc.2021.638182
https://doi.org/10.1016/j.heliyon.2022.e09633
https://www.ncbi.nlm.nih.gov/pubmed/35706961

Sensors 2023, 23, 9759 18 of 18

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

Voeikov, R.; Falaleev, N.; Baikulov, R. TTNet: Real-time temporal and spatial video analysis of table tennis. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition Workshops, Seattle, WA, USA, 14-19 June 2020; pp. 884-885.
Tahan, O.; Rady, M.; Sleiman, N.; Ghantous, M.; Merhi, Z. A computer vision driven squash players tracking system. In
Proceedings of the 2018 19th IEEE Mediterranean Electrotechnical Conference (MELECON), Marrakech, Morocco, 2-7 May 2018;
IEEE: Piscataway, NJ, USA, 2018; pp. 155-159.

Mendes-Neves, T.; Meireles, L.; Mendes-Moreira, J. A Survey of Advanced Computer Vision Techniques for Sports. arXiv 2023,
arXiv:2301.07583.

Leong, L.H.; Zulkifley, M.A.; Hussain, A.B. Computer vision approach to automatic linesman. In Proceedings of the 2014 IEEE
10th International Colloquium on Signal Processing and Its Applications, Kuala Lumpur, Malaysia, 7-9 March 2014; IEEE:
Piscataway, NJ, USA, 2014; pp. 212-215.

Rahmad, N.A.; As’ari, M.A. The new Convolutional Neural Network (CNN) local feature extractor for automated badminton
action recognition on vision based data. J. Phys. Conf. Ser. 2020, 1529, 022021. [CrossRef]

Rahmad, N.; As’ari, M.; Soeed, K.; Zulkapri, I. Automated badminton smash recognition using convolutional neural network on
the vision based data. IOP Conf. Ser. Mater. Sci. Eng. 2020, 884, 012009. [CrossRef]

Luo, J.; Hu, Y.; Davids, K.; Zhang, D.; Gouin, C.; Li, X.; Xu, X. Vision-based movement recognition reveals badminton player
footwork using deep learning and binocular positioning. Heliyon 2022, 8, e10089. [CrossRef] [PubMed]

Menon, A.; Siddig, A.; Muntean, C.H.; Pathak, P,; Jilani, M.; Stynes, P. A Machine Learning Framework for Shuttlecock Tracking
and Player Service Fault Detection. In Proceedings of the International Conference on Deep Learning Theory and Applications,
Rome, Italy, 13-14 July 2023; pp. 71-83.

Jocher, G; Chaurasia, A.; Stoken, A.; Borovec, J.; Kwon, Y.; Michael, K.; Fang, J.; Yifu, Z.; Wong, C.; Montes, D. Ultralytics/yolov5:
V7.0-YOLOV5 SOTA Realtime Instance Segmentation. Zenodo 2022. Available online: https://zenodo.org/record /7347926
(accessed on 10 December 2023).

Zhang, Y.; Guo, Z.; Wu, J.; Tian, Y.; Tang, H.; Guo, X. Real-time vehicle detection based on improved yolo v5. Sustainability 2022,
14, 12274. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.


https://doi.org/10.1088/1742-6596/1529/2/022021
https://doi.org/10.1088/1757-899X/884/1/012009
https://doi.org/10.1016/j.heliyon.2022.e10089
https://www.ncbi.nlm.nih.gov/pubmed/36046525
https://zenodo.org/record/7347926
https://doi.org/10.3390/su141912274

	Introduction 
	Experimental Methods 
	Development of Automatic Service Fault Detection System 
	System’s Hardware Configuration 
	Working Principle and Camera Calibration 
	Object Detection Model and Generation of Datasets for Model Training 
	Service Fault Detection Algorithm 
	Workstation Configuration 

	Comparative Analysis Using Motion Capture System as Benchmark 

	Results and Discussions 
	Object Detection Model Training for Service Fault Detection 
	Comparative Analysis Using Motion Capture System as Benchmark 

	Limitations 
	Conclusions 
	Patents 
	References

