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At present, the field of the Internet of Things (IoT) is one of the fastest-growing areas in
terms of Artificial Intelligence (AI) and Machine Learning (ML) techniques. The utilization
of Al and ML is increasingly intertwined with IoT. Al, ML, and deep learning are now
being utilized to make IoT services and devices smarter and more secure. Developments in
IoT are playing a significant role in our daily lives. In IoT, a large number of devices such
as actuators and sensors are being deployed and connected for the collection of different
types of data, such as healthcare, transportation, public safety, energy, manufacturing, and
smart city infrastructure espousing systems. ML /DL has also shown substantial success in
the transformation of complex and massive datasets into precise comprehension as output,
which can significantly facilitate intelligence, analysis, automation, and decision-making.
ML has provided a way to perform giant modeling and intelligence with the integration of
developments in big-data analytics, big-networking technologies, and big-data computing
to achieve enormous accomplishments in diverse areas.

The Special Issue of Sensors aims to report on some of the recent innovative studies on
advanced techniques in artificial intelligence and machine learning. In [1], the authors pro-
posed an aggregated mutual-information-based feature-selection approach with machine
learning methods to enhance the detection of IoT botnet attacks. The NB-IoT benchmark
dataset was used to detect botnet attack types using real traffic data gathered from nine
commercial IoT devices. The dataset includes binary and multi-class classifications. The
feature-selection method incorporates the Mutual Information (MI) technique, Principal
Component Analysis (PCA) and ANOVA f-test at a finely granulated detection level to
select the relevant features for improving the performance of IoT Botnet classifiers. In
the classification step, several ensemble and individual classifiers were used, including
Random Forest (RF), XGBoost (XGB), Gaussian Naive Bayes (GNB), k-Nearest Neighbor
(k-NN), Logistic Regression (LR) and Support Vector Machine (SVM). The experimental
results showed the efficiency and effectiveness of the proposed approach, which outper-
formed other techniques using various evaluation metrics. In [2], the authors proposed
a security system that was verified by using a real automatic vehicle network dataset,
including spoofing, flood, replaying attacks, and benign packets. Preprocessing was ap-
plied to convert the categorical data into numerical data. This dataset was processed using
the convolution neural network (CNN) and a hybrid network combining CNN and long
short-term memory (CNN-LSTM) models to identify attack messages. The results revealed
that the model achieved a high performance, as evaluated by the metrics of precision,
recall, F1 score, and accuracy. The proposed system achieved high accuracy (97.30%).
Along with the empirical demonstration, the proposed system enhanced the detection
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and classification accuracy compared with the existing systems and was proven to have a
superior performance for real-time CAN bus security. Time and frequency domain analyses
were performed on the captured data to create feature vectors by selecting the chi-square
method, and the most significant features were selected to train the CNN model [3]. The
K-means cluster algorithm was used for data-clustering purposes, and the bell curve or
normal distribution curve was used to define individual sensor threshold values under
normal conditions. The CNN model was used to classify the normal and fault condition
data, which provided an accuracy of around 94%, by evaluating the model performance
based on recall, precision, and F1 score.

In [4], a Convolutional Neural Network (CNN) is complemented by Transfer Learning
to increase the efficiency and accuracy of the early detection of breast cancer for a better
diagnosis. The thought process involved the use of a pre-trained model, which already had
some weights assigned, rather than building a complete model from scratch. The authors
mainly focused on the ResNet101-based Transfer Learning Model paired with the ImageNet
dataset. The proposed framework provided us with an accuracy of 99.58%. Extensive
experiments and hyperparameter tuning was performed to acquire the best possible results
in terms of classification. The proposed frameworks aim to be an efficient tool for all doctors
and society as a whole, and to help the user in the early detection of breast cancer. In [5], the
performance of the proposed technique was evaluated using a CloudSim toolkit simulator,
and the percentage of improvements in the proposed G_SOS over classical SOS and PSO-SA
in terms of makespan minimization ranges between 0.61-20.08% and 1.92-25.68% over a
large-scale task that spans between 100 and 1000 Million Instructions (MI). The solutions
are found to be better than the existing standard (SOS) technique and PSO. The advances
in both cyber-attacks and defence strategies are organised in [6]; relevant articles were
evaluated to find the impact of the different twists introduced in generic ML /DL algorithms
on the vulnerabilities faced by electronic information systems and mobile networks. By
providing a brief overview of the most recognised datasets that are utilised to train and
test the models, a quality breakdown of the cyber-attack datasets was carried out. Finally,
to encourage future researchers and enthusiasts, synopses of current open challenges and
potential study areas are laid out. In [7], the authors implemented the RF tree algorithm,
which achieved a very low prediction level (MSE = 0.01465) and a correlation R2 (R squared)
level of 92.02% with the binary classification dataset, whereas the algorithm attained an
R2 level of 89.35% with a multi-classification dataset. The findings of the proposed system
were compared with different existing EDoS attack detection systems. The proposed attack
mitigation algorithms, which were developed based on artificial intelligence, outperformed
the few existing systems. The goal of this research is to enable the detection and effective
mitigation of EDoS attacks.

In [8], the authors define three highlighted contributions: first is the enhanced security
with blockchain, along with PUFs and duel-gaming-based authentication; second is the
ability to use a lightweight blockchain that is compatible with the physical layer, which is
termed a branched blockchain, and further evolved to an HLF-oriented local blockchain at
layer 2 and Ethereum-based global blockchain at layer 3; third is the ability to deal with
physical cloning and side-channel attacks. In [9], the authors presented a comprehensive
overview of the latest developments in context-aware intelligent systems using sensor
technology. In addition, they discuss the areas in which they are used, related challenges,
and motivations to adopt Al solutions, focusing on edge computing, i.e., sensor and Al
techniques, along with an analysis of existing research gaps. Another contribution of this
study is the use of a semantic-aware approach to extract survey-relevant subjects. The latter
specifically identifies 11 main research topics supported by the articles included in the work.
These are analysed from various angles to answer five main research questions. In [10]
proposed system utilizes the Log of Round value-based Elliptic Curve Cryptography (LR-
ECC) to enhance the security level during data transfer after the initial authentication phase.
The authorized healthcare staff can securely download the patient’s data on the hospital
side. Utilizing the Herding Genetic Algorithm-based Deep Learning Neural Network
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(EHGA-DLNN) can test these data using the trained system to predict the diseases. The
experimental results demonstrate that the proposed approach improves prediction accuracy,
privacy, and security compared to the existing methods. In [11], the authors proposed a
novel multi-scale feature-fusion of a convolution neural network (CNN) and an improved
canny edge algorithm that segregates fracture and healthy bone image. The hybrid scale
fracture network (SFNet) is a novel two-scale sequential DL model. This model is highly
efficient for bone fracture diagnosis and takes less computational time compared to other
state-of-the-art deep CNN models. The innovation of this research is that it works with
an improved canny edge algorithm to obtain edges in the images that localize the fracture
region. After that, grey images and their corresponding canny edge images are fed to the
proposed hybrid SFNet for training and evaluation. Furthermore, the performance is also
compared with the state-of-the-art deep CNN models on a bone image dataset. The results
showed that SFNet with canny (SFNet + canny) achieved the highest accuracy, F1-score
and recall, of 99.12%, 99% and 100%, respectively, for bone fracture diagnosis. This showed
that using a canny edge algorithm improves the CNN performance.

In [12], the authors proposed the YOLOv4-TP-Tiny based on the YOLOv4 model,
which mainly includes two modules, two-dimensional attention (TA) and pedestrian-based
feature extraction (PFM). First, they integrate the TA mechanism into the backbone network,
which increases the attention of the network to the visible area of pedestrians and improves
the accuracy of pedestrian detection. Then, the PFM is used to replace the original spatial
pyramid pooling (SPP) structure in the YOLOv4 to obtain the YOLOv4-TP algorithm, which
can adapt to different sizes of people to obtain higher detection accuracy. To maintain
this detection speed, we replaced the normal convolution with a ghost network with a
TA mechanism, resulting in the appearance more feature maps with fewer parameters.
The experimental results show that the YOLOv4-TP-tiny has 58.3% AP and 31 FPS in the
winder person pedestrian dataset. When using the same hardware conditions and dataset,
the AP of the YOLOv4-tiny is 55.9%, and the FPS is 29. In [13], the authors discuss the
challenges and recommendations for the effective implementation of digital technologies
in the energy sector to meet the sustainability requirements. The use of big data for energy
analytics, digital twins in smart grid modeling, virtual power plants with Metaverse, and
green loT are the major vital recommendations that are discussed in this study for future
enhancement. In [14], the authors demonstrate that, out of an initial 25 x 25 population of
DNA Keys, 14 keys are rendered weak. Complete results and calculations of how each weak
key can be strengthened by the generation of four new populations are illustrated. The
analysis of the proposed scheme for different initial populations shows that a maximum of
eight new populations must be generated to strengthen all 500 weak keys of a 500 x 500
initial population.

In [15], the authors developed an elaborative stepwise stacked artificial neural network
(ESSANN) algorithm to greatly improve automation industries controlling and monitoring
the industrial environment. Initially, an industrial dataset provided by KLEEMANN Greece
was used. The collected data were then pre-processed. Principal component analysis (PCA)
was used to extract features, and feature selection was based on the least absolute shrinkage
and selection operator (LASSO). Subsequently, the ESSANN approach is proposed to
improve automation industries. The performance of the proposed algorithm was also
examined and compared with that of existing algorithms. The key factors compared with
existing technologies are delay, network bandwidth, scalability, computation time, packet
loss, operational cost, accuracy, precision, recall, and mean absolute error (MAE). Compared
to traditional algorithms for industrial automation, the proposed techniques achieved high
results, such as a delay of approximately 52%, network bandwidth accomplished at 97%,
scalability attained at 96%, computation time acquired at 59 s, packet loss achieved at a
minimum level of approximately 53%, an operational cost of approximately 59%, accuracy
of 98%, precision of 98.95%, recall of 95.02%, and MAE of 80%. In [16], to examine the
performance of the proposed model, two real datasets, namely the Car-Hacking and
UNSE-NB15 datasets, were used. Real automated vehicle network datasets were used
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in the verification process of the proposed security solution. These datasets included
spoofing, flooding, and replay attacks, as well as benign packets. The categorical data
were transformed into numerical form via pre-processing. Machine learning and deep
learning algorithms, namely k-nearest neighbour (KNN) and decision trees, long short-
term memory (LSTM), and deep autoencoders, were employed to detect CAN attacks.
According to the findings of the experiments, using the decision tree and KNN algorithms
as machine learning approaches resulted in accuracy levels of 98.80% and 99%, respectively.
On the other hand, the use of LSTM and deep autoencoder algorithms as deep learning
approaches resulted in accuracy levels of 96% and 99.98%, respectively. The maximum
accuracy was achieved when using the decision tree and deep autoencoder algorithms.
Statistical analysis methods were used to analyse the results of the classification algorithms,
and the determination coefficient measurement for the deep autoencoder was found to
reach a value of R2 = 95%. The performance of all the models that were built in this way
surpassed that of those already in use, with almost perfect levels of accuracy being achieved.
The developed system can overcome security issues in IVNs. In [17], the authors proposed
a route that is determined between the current location of an emergency vehicle and its
target location in an emergency. Communication between traffic lights is provided with a
mobile application developed specifically for the vehicle driver. In this process, the person
controlling the lights can turn on the traffic lights during the passage of vehicles. After the
vehicles with priority to pass had passed, traffic signaling was normalized via the mobile
application. This process was repeated until the vehicle reached its destination.

Acknowledgments: Finally, the guest editors of this Special Issue would like to thank all authors
who submitted manuscripts for their consideration of the Sensors journal, as well as the reviewers
for their hard work during the review process. Furthermore, we would like to convey our heartfelt
appreciation to the referees, who provided informative and meaningful input. Finally, our heartfelt
gratitude goes to the editors of Sensors for their generous assistance and support. We hope that
readers enjoy reading the articles in this Special Issue and that the published works inspire them to
contribute to the advancement of cutting-edge Al and ML techniques.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Al-Sarem, M.; Saeed, F.; Alkhammash, E.H.; Alghamdi, N.S. An Aggregated Mutual Information Based Feature Selection with
Machine Learning Methods for Enhancing IoT Botnet Attack Detection. Sensors 2022, 22, 185. [CrossRef] [PubMed]

2. Aldhyani, T.H.H.; Alkahtani, H. Attacks to Automatous Vehicles: A Deep Learning Algorithm for Cybersecurity. Sensors 2022, 22,
360. [CrossRef] [PubMed]

3. Kumar, S.; Kolekar, T.; Patil, S.; Bongale, A.; Kotecha, K.; Zaguia, A.; Prakash, C. A Low-Cost Multi-Sensor Data Acquisition
System for Fault Detection in Fused Deposition Modelling. Sensors 2022, 22, 517. [CrossRef] [PubMed]

4. Chowdhury, D.; Das, A.; Dey, A,; Sarkar, S.; Dwivedi, A.D.; Rao Mukkamala, R.; Murmu, L. ABCanDroid: A Cloud Integrated
Android App for Noninvasive Early Breast Cancer Detection Using Transfer Learning. Sensors 2022, 22, 832. [CrossRef] [PubMed]

5. Zubair, A.A.; Razak, S.A.; Ngadi, M.A.; Al-Dhagm, A.; Yafooz, WM.S.; Emara, A.-H.M.; Saad, A.; Al-Aqrabi, H. A Cloud
Computing-Based Modified Symbiotic Organisms Search Algorithm (AI) for Optimal Task Scheduling. Sensors 2022, 22, 1674.
[CrossRef] [PubMed]

6.  Gupta, C,; Johri, L; Srinivasan, K.; Hu, Y.-C.; Qaisar, S.M.; Huang, K.-Y. A Systematic Review on Machine Learning and Deep
Learning Models for Electronic Information Security in Mobile Networks. Sensors 2022, 22, 2017. [CrossRef] [PubMed]

7. Aldhyani, TH.H.; Alkahtani, H. Artificial Intelligence Algorithm-Based Economic Denial of Sustainability Attack Detection
Systems: Cloud Computing Environments. Sensors 2022, 22, 4685. [CrossRef] [PubMed]

8.  Gupta, M.; Kumar, R; Shekhar, S.; Sharma, B.; Patel, R.B.; Jain, S.; Dhaou, I.B.; Iwendi, C. Game Theory-Based Authentication
Framework to Secure Internet of Vehicles with Blockchain. Sensors 2022, 22, 5119. [CrossRef] [PubMed]

9. Al-Saedi, A.A.; Boeva, V.; Casalicchio, E.; Exner, P. Context-Aware Edge-Based Al Models for Wireless Sensor Networks—An
Overview. Sensors 2022, 22, 5544. [CrossRef] [PubMed]

10. Padinjappurathu Gopalan, S.; Chowdhary, C.L.; Iwendi, C.; Farid, M.A.; Ramasamy, L.K. An Efficient and Privacy-Preserving
Scheme for Disease Prediction in Modern Healthcare Systems. Sensors 2022, 22, 5574. [CrossRef]

11. Yadav, D.P; Sharma, A.; Athithan, S.; Bhola, A.; Sharma, B.; Dhaou, I.B. Hybrid SFNet Model for Bone Fracture Detection and
Classification Using ML/DL. Sensors 2022, 22, 5823. [CrossRef]

12.  Zhou, H.; Wu, T.; Sun, K.; Zhang, C. Towards High Accuracy Pedestrian Detection on Edge GPUs. Sensors 2022, 22, 5980.

[CrossRef]


https://doi.org/10.3390/s22010185
https://www.ncbi.nlm.nih.gov/pubmed/35009725
https://doi.org/10.3390/s22010360
https://www.ncbi.nlm.nih.gov/pubmed/35009899
https://doi.org/10.3390/s22020517
https://www.ncbi.nlm.nih.gov/pubmed/35062478
https://doi.org/10.3390/s22030832
https://www.ncbi.nlm.nih.gov/pubmed/35161576
https://doi.org/10.3390/s22041674
https://www.ncbi.nlm.nih.gov/pubmed/35214574
https://doi.org/10.3390/s22052017
https://www.ncbi.nlm.nih.gov/pubmed/35271163
https://doi.org/10.3390/s22134685
https://www.ncbi.nlm.nih.gov/pubmed/35808184
https://doi.org/10.3390/s22145119
https://www.ncbi.nlm.nih.gov/pubmed/35890796
https://doi.org/10.3390/s22155544
https://www.ncbi.nlm.nih.gov/pubmed/35898044
https://doi.org/10.3390/s22155574
https://doi.org/10.3390/s22155823
https://doi.org/10.3390/s22165980

Sensors 2023, 23, 7814 50f5

13.

14.

15.

16.

17.

Singh, R.; Akram, S.V.; Gehlot, A.; Buddhi, D.; Priyadarshi, N.; Twala, B. Energy System 4.0: Digitalization of the Energy Sector
with Inclination towards Sustainability. Sensors 2022, 22, 6619. [CrossRef] [PubMed]

Mukherjee, P.; Garg, H.; Pradhan, C.; Ghosh, S.; Chowdhury, S.; Srivastava, G. Best Fit DNA-Based Cryptographic Keys: The
Genetic Algorithm Approach. Sensors 2022, 22, 7332. [CrossRef] [PubMed]

Al Shahrani, A.M.; Alomar, M.A.; Alqahtani, K.N.; Basingab, M.S.; Sharma, B.; Rizwan, A. Machine Learning-Enabled Smart
Industrial Automation Systems Using Internet of Things. Sensors 2023, 23, 324. [CrossRef] [PubMed]

Alsaade, EW.; Al-Adhaileh, M.H. Cyber Attack Detection for Self-Driving Vehicle Networks Using Deep Autoencoder Algorithms.
Sensors 2023, 23, 4086. [CrossRef] [PubMed]

Siddiqi, M.H.; Alruwaili, M.; Tarimer, i; Karadag, B.C.; Alhwaiti, Y.; Khan, F. Development of a Smart Signalization for Emergency
Vehicles. Sensors 2023, 23, 4703. [CrossRef] [PubMed]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.


https://doi.org/10.3390/s22176619
https://www.ncbi.nlm.nih.gov/pubmed/36081087
https://doi.org/10.3390/s22197332
https://www.ncbi.nlm.nih.gov/pubmed/36236428
https://doi.org/10.3390/s23010324
https://www.ncbi.nlm.nih.gov/pubmed/36616923
https://doi.org/10.3390/s23084086
https://www.ncbi.nlm.nih.gov/pubmed/37112429
https://doi.org/10.3390/s23104703
https://www.ncbi.nlm.nih.gov/pubmed/37430616

	References

