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Abstract: In the manufacturing process, equipment failure is directly related to productivity, so
predictive maintenance plays a very important role. Industrial parks are distributed, and data hetero-
geneity exists among heterogeneous equipment, which makes predictive maintenance of equipment
challenging. In this paper, we propose two main techniques to enable effective predictive maintenance
in this environment. We propose a 1DCNN-Bilstm model for time series anomaly detection and
predictive maintenance of manufacturing processes. The model combines a 1D convolutional neural
network (1DCNN) and a bidirectional LSTM (Bilstm), which is effective in extracting features from
time series data and detecting anomalies. In this paper, we combine a federated learning framework
with these models to consider the distributional shifts of time series data and perform anomaly
detection and predictive maintenance based on them. In this paper, we utilize the pump dataset to
evaluate the performance of the combination of several federated learning frameworks and time
series anomaly detection models. Experimental results show that the proposed framework achieves a
test accuracy of 97.2%, which shows its potential to be utilized for real-world predictive maintenance
in the future.

Keywords: federated learning; anomaly detection; time series; LSTM; data distribution

1. Introduction

Predictive maintenance (PdM) is the strategy to predict equipment failures and per-
form maintenance to prevent them before they occur [1]. This strategy is very important in
the era of Industry 4.0 and smart manufacturing. By leveraging sensor readings, process
parameters, and other operational characteristics, PdM can help reduce the number of
unnecessary repairs while maximizing the lifespan of equipment by reducing the likelihood
of unexpected failures [2]. This strategy reduces machine maintenance costs and maximizes
machine uptime, leading to increased productivity. Since most manufacturing processes
follow assembly line production, failure of a machine causes a domino effect. Therefore, it
is important to avoid failure points within the assembly line. In order to make the most
accurate and optimal predictions, it is essential to collect and analyze a large amount of
relevant data within a reasonable amount of time [3,4].

Since industrial parks are spread across multiple locations, data collection in real
time can be a problem that increases rapidly in scale. In traditional centralized cloud
systems, data are often sent to a central server for processing. However, this approach has
several problems.

• It increases the load on the central server. When a large amount of data from multiple
locations is sent to a centralized server in real time, the data processing volume
becomes very large and may exceed the processing power of the central server or
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cause network bottlenecks. This can result in delays or loss of data, which can reduce
the performance of the real-time predictive maintenance system.

• Data security issues may arise. In a centralized system, all data are sent to a central
server for processing, which can lead to data security and privacy issues. Critical man-
ufacturing process data or confidential information can be exposed, and data leaks can
occur if malicious actors are involved. This can lead to a decrease in competitiveness
or even costly losses for the organization [5].

To address these challenges, it is useful to introduce intelligent edge computing
systems for distributed data processing. Edge computing refers to the practice of processing
data on edge devices or local servers close to the source of data generation. This allows
data to be processed at the source and reduces the amount of data sent to a central server.
Edge devices analyze data in real time and send only needed information to the central
server, significantly reducing system load.

Federated Learning (FL) has emerged as a distributed, collaborative AI approach that
can enable many intelligent IoT applications by enabling AI training on distributed IoT
devices without the need to share data [6]. In an Edge–Cloud structure, each edge creates
a model through individual training and only updates the parameters (weights, etc.) of
each model per edge. Then, the cloud server creates a global model based on the edge
models, solving the aforementioned problems [7]. However, in associative learning, the
statistical heterogeneity of device data collected at each edge must be considered [8]. Statis-
tical heterogeneity includes data heterogeneity between heterogeneous devices, different
distributions of data collected over time from the same device, and stark differences in
the class distribution of training data. Since training a model with heterogeneous data is
likely to lead to model scatter, a structure is needed to address the problems arising from
data heterogeneity.

In the literature, various studies have been conducted to improve the efficiency of
fault prediction in edge IoT devices by building a global prediction model based on a
local prediction model [9] and association learning for predictive maintenance and quality
inspection in industrial applications [10]. However, there have been no studies on anomaly
detection models and association learning that consider the distributional shifts of time
series data collected from devices for predictive maintenance of manufacturing processes.

In the manufacturing process, equipment failure can be a threat to productivity. There-
fore, it is important to build a systematic predictive maintenance model for process equip-
ment from the perspective of preserving the product production schedule and quality, as
well as from the perspective of preventing energy waste and accidents. For this purpose, we
aim to identify various sensor data collected from the facility, analyze the comparison with
the existing normal state, and build a predictive model for the future state of the facility. In
this study, we use time series data obtained from sensors on pumps in a manufacturing
process to cooperatively learn a 1DCNN-Bilstm model and evaluate the performance of a
federated learning framework that considers the data distribution shifts of each machine.
The 1DCNN-Bilstm model for time series anomaly detection and predictive maintenance is
effective in extracting features from time series data and detecting anomalies, and effective
predictive maintenance is possible through a federated learning framework that considers
shifts in the distribution of time series data. In our experiments, the proposed framework
achieved a test accuracy of 97.2%. We demonstrate the superior performance of the pro-
posed framework compared to existing predictive conservation federated learning. The
main contributions are as follows:

1. Proposal of a federated learning framework that considers time series data distribution
shifts.

2. Proposal of a 1DCNN-Bilstm model for time series anomaly detection and predictive
maintenance of manufacturing processes.

The rest of this article is organized as follows: Section 2 provides an overview of the
background and related research in manufacturing process data and predictive mainte-
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nance, anomaly detection, and FL. Section 3 describes the proposed 1DCNN-Bilstm model
for anomaly detection and predictive maintenance and the design of federated learning con-
sidering time series data distribution shifts. Section 4 presents and analyzes the evaluation
results. Section 5 concludes the paper.

2. Related Work
2.1. Manufacturing Processes

Pumping equipment is responsible for moving fluids and is used in a variety of
industries. Pumps are mechanical devices that transfer liquids or gases at a specific pressure
or move them to a desired location. They play an important role in the manufacturing
process and can fail for a number of reasons.

The importance of pump equipment is as follows:

• Fluid transfer: Pumps are responsible for transferring liquids or gases to a desired
location. They are essential for accurately and efficiently moving a variety of fluids,
such as raw materials, byproducts, and solvents, in manufacturing processes.

• Pressure maintenance: Some processes require a constant specific pressure. Pumps
keep liquids or gases at a specific pressure, which allows stable and efficient processes.

• Mixing and separation: Some processes require mixing or separating multiple fluids.
Pumps can perform these tasks, mixing fluids in the correct proportions or separating
the desired components.

The causes of failure and the associated issues vary but, in general, involve the following:

• Mechanical failure: When parts inside a pump wear out or break, it can cause the
pump to perform poorly or stop. Examples include worn shafts and bearings, leaking
seals, and broken rotors or inverters.

• Fluid-related issues: Impurities, solid particles, and corrosion from the fluid handled
by the pump can build up inside the pump and affect its performance. This can
impede fluid flow or damage components.

• Changes in operating conditions: Such changes can put stress on the pump. For
example, fluctuations in the temperature, pressure, and flow rate of the fluid can
overload the pump or make it unsuitable for the operating conditions.

These failure causes and issues can be mitigated through preventive and regular
maintenance. Preventive maintenance involves regular assessment of the condition of
the pump to help prevent malfunctions. It is also important to implement a proper fluid
management and filtering system to maintain the cleanliness and quality of the fluid [11,12].

2.2. Predictive Maintenance

Predictive maintenance (PdM) is a recent preventive maintenance approach to im-
prove the performance and efficiency of manufacturing processes by increasing the life
of equipment and ensuring sustainable operational management [13]. This results in re-
duced downtime, a lower number of unnecessary line stops, and reduced repair costs. It is
important to maintain the highest efficiency and optimal condition of manufacturing equip-
ment [14]. Methods are needed to ensure the efficiency of the equipment by minimizing
machine downtime and preventing incidents in advance [13]. Since PdM is based on data
collected from multiple sensors, it must address a variety of issues such as development
cost, operations, and privacy [15]. To understand PdM, we need to define maintenance,
which is the combination of all the techniques that allow a system to restore and maintain its
ability to perform its required functions. As a simple example, Figure 1 is a potential failure
diagram for PdM that takes into account time and the condition of the equipment [16].
Maintenance can be divided into four types. The first is simple replacement of parts when
they fail. The second is scheduled periodic replacement of each part based on the failure
history, which has the advantage of increasing the overall time efficiency of scheduled
maintenance. However, periodic replacement of non-functional equipment is a waste of
resources. The third method is proactive maintenance, which involves eliminating defective
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elements to improve the efficiency of the facility. The final method analyzes equipment
data in attempt to identify and address abnormalities prior to failure. By solving problems
such as periodic replacement and inaccurate analysis, it has the advantages of reducing
the reliability and cost of facilities and extending their lifespan. Predictive maintenance
is one of the core technologies of smart factories and is a technology that recognizes and
predicts the causes and conditions of equipment failure and defects based on collected data
for efficient management [17].

Figure 1. Predictive maintenance over time and equipment conditions.

Predictive maintenance uses technological advances of real-time sensing and pre-
diction algorithms related to the state of physical systems [18]. Though one of the most
common keywords in Industry 4.0 is PdM [19], such systems are not widespread. One of
the reasons for this is the diversity of data, the characteristics of which can vary even in
the same work environment, making it difficult to reuse PdM models. In addition, data
from industrial sites are time-dependent series data that require accurate preprocessing
and feature extraction. The biggest problem is the imbalance of collected data, and it is dif-
ficult to secure equipment failure data. This hinders high performance during the training
process, and various unsupervised learning methods are being researched to resolve the
imbalance [20]. Predictive maintenance is advantageous over preventive maintenance and
can reduce costs and downtime. However, many PdM systems are prohibitively expensive
due to the cost of sensor and infrastructure installation, management of data storage and
servers, and deployment of software. However, in recent years, many technologies and
companies have aimed to improve machine learning capabilities and reduce sensor and in-
frastructure costs. Smart manufacturing technologies for Industry 4.0 production methods
are accelerating with data-driven approaches. Machine vision-based PdM is a technology
that monitors the status of machines and improves performance through diagnosis and
detection of problems before they occur. This method offers several options such as vi-
bration analysis and thermal imaging [21]. Research is also underway to use a managed
digital twin of a turbine engine to illustrate the design of a model architecture. A previous
study combined digital twin technology to predict the maintenance schedule of a machine
to reduce costs and increase machine lifetime. Our aim is to extend experimentation to
performance evaluation [22].

2.3. Anomaly Detection

An anomaly is defined as atypical data, such as that generated by an unusual pattern
or data with a low probability density. Anomalies are expressed in various terms, and the
definitions vary depending on the field or problem. Thus, there is no specific methodology,
and the chosen method is based on the defined problem. Anomaly detection aims to
detect abnormal patterns or anomalies to identify differences from normal conditions
(Figure 2). Anomaly detection, the process of detecting abnormal conditions in a dataset,
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is an important area of analysis in signal research. Several approaches can be considered
for defining anomalies, especially for time series sensor data. These approaches can
be grouped into six main methodologies: statistical and probabilistic methods, pattern
matching methods, clustering method, distance-based methods, predictive methods, and
ensemble methods [23]. Most of the data used in the industrial field are time series data,
and statistical research on anomaly detection using time series data has been conducted for
a long time, most commonly using methodologies that consider the mean and variance
over time. To achieve good performance and cost reduction with time series data, anomaly
detection models need to be designed based on the context [24]. With such data, anomalies
occur at a specific point in time. Most methodologies are based on Long Short-Term
Memory (LSTM) or Convolutional Neural Networks (CNNs).

Figure 2. Monitoring anomaly detection in time series data.

Anomaly detection in time series data collected from systems can be used to mon-
itor system status and predict problems to avoid failure and reduce cost [25]. Various
anomaly detection studies are ongoing. One study based on unsupervised learning us-
ing Transformer showed better performance than LSTM and CNNs in learning dynamic
patterns of sequential data based on self-attention. The method consists of an encoder
comprised of a Transformer encoder layer and a decoder containing a Conv1D layer [26].
It is difficult to obtain labeled data in anomaly detection research based on sequential
data because anomalies are rare. Current anomaly detection methods are typically based
on unsupervised or semi-supervised training, where sequences that deviate from normal
patterns can be categorized as anomalies [27–29]. However, although these approaches
can make predictions about sequences, they cannot explain the results, limiting their wide
application [30]. Anomaly detection is difficult for a number of reasons, but the main one
is lack of domain knowledge. The ‘normal’ pattern must be determined to then identify
data as abnormal. In everyday situations, anomalous data are rare and often not obvious.
Therefore, without established domain knowledge, it can be problematic to determine
what is normal. This method also requires an understanding of the data being measured
and generated, i.e., preprocessing domain knowledge. The second problem with anomaly
detection is that training with limited amounts of anomalous and normal data can lead to
poor performance. Therefore, unsupervised learning has been the main focus of research in
anomaly detection in most domains, including system operation, security-related systems,
and process data management. Anomaly detection and outliers are also used in business.

2.4. Federated Learning

Federated learning is a technology in which multiple local clients and a central server
cooperate to learn a global model in a situation where data are decentralized, and local
clients are IoT devices, smartphones, etc. After the first study [31] on such learning was
published in 2015, it was introduced on Google’s blog [32] in 2017, and is starting to receive
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attention as a technology for KEYBOARD application. Federated learning enables learning
without issues with data privacy and leakage. Most DL/ML models learn based on big
data, which can cause privacy and security issues. Federated learning stores the data on
each individual’s local client rather than on a centralized server, trains locally, and updates
a model on a centralized server with the parameters of the updated model (Figure 3) [33].
The goal is to avoid data conflicts while protecting privacy. Multiple clients coordinate
with one or more central servers for a distributed machine learning setup. When network
traffic and costs increase during the training process, federated learning can reduce costs
by only receiving updates from local models. The basic idea behind federated learning is
that the central server modifies the global model with local updates. However, the central
server is a single point of failure, which can be problematic. In federated learning, local
devices or communities collaborate to learn. In comparison, distributed learning involves
model training in an environment where data are stored on multiple servers.

Figure 3. Illustration of FL framework proposed by Google.

Federated learning is essentially a distributed learning method in which multiple
distributed clients individually train a machine learning model using their own local data
under the coordination of a central server, which then aggregates the trained models into a
final global model. Training is an iterative process of updating local models and aggregating
the global model until the models converge or reach a predefined number of interactions.
Federated learning represents a significant shift from centralized and expensive machine
learning to a distributed approach that can use many computing resources [34]. In many
networking applications, local learning is becoming necessary because large amounts of
data are generated or collected at the network edge and cannot all be sent to the cloud
due to issues such as network capacity constraints, latency requirements, and privacy
concerns [35]. In its basic form, federated learning follows an iterative procedure to train a
global model for use by all clients. A central server selects a subset of clients with whom to
share the current global model, and each selected client updates the model using only local
data and forwards the updated model to the central server, which aggregates the updated
local models from the clients to update the global model. This process is repeated until
certain convergence criteria are met [36]. The learning process of federated learning is as
follows: calculate the weight values of the local data of each client, aggregate the weights
of multiple local datasets, and convert the data to a shared global model. As federated
learning is based on multiple devices and clients, the distribution of the population cannot
be assessed with any local data. Also, the number of data points varies among individuals.
Currently, federated learning is most actively researched in the medical field. As such data
are privacy-sensitive, AI models must be developed in situations that prevent data leakage.
In the existing architecture proposed by Google, individual mobile devices are connected
to medical institutions, AI model training is performed using data from within the medical
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institution, and the learned parameters are sent to the central server to develop a global
model. There are two main methods of federated learning, Federated Stochastic Gradient
Descent (FedSGD) and Federated Averaging (FedAVG). Compared to FedSGD, which
updates the parameters at every transmission, FedAVG transmits updated parameters
from the mobile device, which reduces network costs and enables efficient use of mobile
devices. In a related study, the results of the two methods were not significantly different,
so FedAVG is recommended [8]. In addition to the medical field, there is active research
on applying federated learning to communication networks. A previous study applied
federated learning to edge networks to help determine the amount of data to offload from
edge servers to cloud servers through multi-access edge computing [37]. An algorithm
called BlockFL, which aggregates the preferences of multiple users and sends them to the
edge server, is also being researched to cross-validate weights from users in combination
with BlockChain for security.

3. Federated Learning for Predictive Maintenance and Anomaly Detection

In manufacturing, equipment failure can be a threat to productivity. Therefore, it is
important to build a systematic PdM model for process equipment from the perspective of
preserving product production schedules and quality, as well as from the perspective of
preventing energy waste and accidents. For this purpose, we identify sensor data collected
from the facility, compare the data with the existing normal state, and build a predictive
model for the future state of the facility.

3.1. Overall Architecture

The proposed framework is a 1DCNN-Bilstm model for PdM series data distribution
shifts in manufacturing. Figure 4 is a schematic illustration of the proposed framework,
mainly composed of a client, a group (edge computing server), and a secondary server
(cloud computing server); devices can exchange information through real-time communica-
tion. First, clients are mobile or IoT devices that collect real-time data from manufacturing
equipment, and each client has an individual dataset. A group is a set of clients selected by
the secondary server, and a group can be empty. A group creates a model by associatively
learning the included clients. The secondary server is responsible for assigning clients
to each group and aggregating the models generated by each group to create a common
model. Unlike traditional federated learning frameworks, our model considers the shifting
data distribution of each client and reassigns the client groups when a new device joins.

The model used by each client, group, and secondary server is 1DCNN-Bilstm, which
is proposed for anomaly detection in time series data. This model consists of a Conv1D-
based feature fusion layer, an LSTM-based time series prediction layer, and an output layer.
The input layer contains sliding window processed data. Each variable is weighted by the
CNN, and the information between variables is combined to predict time series anomalies.

The detailed roles of clients, groups, and secondary servers in the framework are
as follows:

• Client:
Each client has its own local dataset, which consists of data collected in a specific
environment. The client trains its local model using its own dataset. The training
is customized to the client’s environment, and the trained model is used for the
client’s updater. Updates to the trained local model are sent to the group or secondary
server. The updates contribute to the model global update through intra-group and
inter-group aggregation.

• Groups:
Grouping clusters clients into groups with similar characteristics. This allows similar
model updates within the group. The model updates of the clients in the group are
aggregated to train the group model. This takes into account the characteristics of
the clients in the group, and the group model is used to initialize client updates.
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This model aggregates the updaters of the clients in the group to form a global
model update.

• Auxiliary Server:
The auxiliary server provides the group with an initial model and optimization di-
rection and serves as a starting point for the group to begin training its local model.
This server receives aggregated updates from within the group, performs inter-group
aggregation, and combines updates from group models to form a global model of
the entire system. The auxiliary server designs an algorithm for cold-starting new
participants and to determine how new clients are assigned to groups to start learning.

Figure 4. Proposed framework structure.

Figure 5 shows the predictive maintenance process using federated learning. First,
data are collected for each facility in real time through sensors or recording logs. Then,
the raw data are analyzed and preprocessed to increase anomaly detection, improving the
quality of the data to extract useful information. Data preprocessing improves the quality
of the data, removes noise or missing values, extracts useful features, and formats the
data. The preprocessed data are divided by device or group to perform federated learning.
Federated learning is used to build models while protecting data between individuals or
organizations in a distributed data environment. Each client (device or group) trains a
model using local data, shares information on a central server, and combines the models to
create an improved global model. The predictive maintenance model generated through
federated learning is applied to the actual manufacturing process, and data from equipment
are collected in real time and analyzed using PdM models. The model detects patterns in
the data based on anomaly detection algorithms and sends notifications to field managers
when there is an anomaly in the signal. After receiving the notification, the field manager
can inspect the equipment and take necessary actions. This allows rapid identification and
resolution of equipment anomalies, ensuring efficient use and maintenance of equipment.
This process can be used to build a PdM system with data preprocessing and federated
learning to analyze data in real time and increase efficiency and reliability in detecting and
acting on abnormalities.

Thus, clients use local data to train a local model, 1DCNN-BiLSTM, and send updates
to the model, while groups aggregate updates from clients in the group to form a group
model and perform inter-group aggregation. The auxiliary server provides the initial model
and optimization direction, performs inter-group aggregation, and handles the cold start of
new participants. This process refers to the procedure when a single round of association
learning is performed, and the goal is to improve the accuracy of the model by repeating
the process multiple times. In other words, it represents a single process from the client to
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the joint anomaly detection model. This allows efficient model updates and participant
management in a federated learning system, enabling efficient anomaly detection.

Figure 5. Suggested predictive maintenance process.

3.2. Time Series Data Distribution Shifts

The federated learning technique adopted in this paper performs federated learning
by considering the distributional shifts of clients [34]. Data distribution shifting is a natural
phenomenon in training devices that mainly use IoT nodes such as industrial sensors,
wearable devices, and cameras. These IoT nodes collect data from the environment and are
often used for training, where the data distribution may change over time. This change in
data distribution can affect the performance of the model, so a flexible data distribution
strategy is needed.

Static clustering methods are used to initially divide data into groups of clients. How-
ever, as data distribution shifts, this clustering structure can be difficult to maintain. There-
fore, we introduce a flexible data distribution strategy to solve this problem. The flexible
migration strategy uses the Wasserstein Distance to detect training data distribution shifts
for all clients (except cold clients) before each training round. If the Wasserstein Distance ex-
ceeds a predefined threshold i, that client schedules a new training start phase, called a cold
start. This allows us to identify clients whose data distribution has changed significantly
and to treat them as appropriate.

The formula below is defined based on the Wasserstein Distance with a distribution
shift threshold i for client ci. The Wasserstein Distance is used as a metric to measure the
distance between two probability distributions. If this distance exceeds the preset threshold
i, the client’s data distribution shift is large, and a cold start is scheduled. This allows
the identification of clients that are sensitive to data distribution shifts and treatment to
improve the performance of the model.

τi =
0.2

LabelSize
ni, (1)

A cold start algorithm is used to ensure that clients within each group have an initially
fair start. The algorithm detects shifts in the distribution of training data among clients and
aims to exclude clients with large early shifts using the distance measure EDC (Euclidean
distance of Decomposed Cosine similarity). The EDC decomposes a client’s model updates
in a certain direction and computes the similarity between the update direction and the
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specific direction to measure the similarity between clients. The EDC formula is defined as
follows [34]:

EDC(i, j) =
1
m

√
∑

v∈V
(S(i, v)− S(j, v))2, (2)

EDC(i, j) =
1
m
‖K(∆w(ci)

t , VT)− K(∆w
(cj)
t , VT)‖, (3)

V = SVD(∆WT , m), V ⊂ Rdw×m. (4)

where V is the matrix obtained after decomposing the model updates in a specific direction,
computed using Singular Value Decomposition (SVD). The matrix V is Rdw×m in dimension.

When EDC is used to calculate the distance between clients, those with large dis-
tributional shifts are far distant from other clients; those above a distance threshold are
scheduled for a cold start. This eliminates clients with large early distribution shifts and
allows grouped clients to achieve stable performance. Thus, the cold start algorithm miti-
gates the performance degradation caused by an initially unbalanced data distribution and
allows grouped clients to train more consistently.

3.3. Anomaly Detection Model

The 1DCNN-BiLSTM is a model proposed for time series anomaly detection and PdM.
The preprocessed data are converted to the input form of the BiLSTM using the sliding
window technique and are used as the input of the model. Second, a CNN is used to extract
features from the time series data. Third, the BiLSTM is used to predict anomalies in the
feature-extracted data. Figure 6 shows the process of anomaly detection.

1. Data preprocessing
For data preprocessing, the relationship between variables is assessed through cor-
relation analysis of data columns. Then, outliers and missing values in the data are
detected and removed or replaced. PCA is used to reduce the dimensionality of
the data by extracting principal components considering the correlation between
variables. Since Bi-LSTM has a three-dimensional shape in the form of samples, time
steps, and features, it converts the data into a sequence through a sliding window. In
the sliding window, the step is set to 1/2 of the window size to reduce duplicate data.

2. 1DCNN-BiLSTM
The layers of the model consist of a 1D convolution layer, maxpooling, dropout, two
Bi-LSTM layers, and two hidden layers.

3. 1DCNN
To extract fine-grained features of a time series, we use a one-dimensional convolu-
tional neural network (1D CNN) on the input data using a filter. The resulting value
is calculated as an output value through an activation function that uses the Rectified
Linear Unit (ReLU) function. Through this process, local features of the input data are
extracted and used to learn global features. After that, the size of the output value
is reduced in the maxpooling layer, and the performance is improved by preventing
overfitting in the dropout layer.

4. BiLSTM
Bidirectional LSTM is used to detect anomalies in time series data. BiLSTM pro-
cesses the input sequence in both directions, allowing it to take into account both
the information before and after the sequence. The BiLSTM computes the input se-
quence x = (x1, x2, . . . , xn) as a forward hidden sequence

−→
ht = (

−→
h1 ,
−→
h2 , . . . ,

−→
hn ) and

a backward hidden sequence
←−
ht = (

←−
h1 ,
←−
h2 , . . . ,

←−
hn ) in opposite directions, with each

LSTM sharing equal weights in the forward and backward propagation process. The
encoded vector is formed by concatenation of the final forward and backward outputs,
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yt = [
−→
ht ,
←−
ht ], where ht is a vector of size 2 X h, and h is the hidden state size of the

LSTM [38]. −→
h t = σ(W−→

h x
xt + W−→

h
−→
h

−→
h t−1 + b−→

h
), (5)

←−
h t = σ(W−→

h x
xt + W−→

h
−→
h

←−
h t−1 + b−→

h
), (6)

yt = W
y
−→
h

−→
ht + W

y
−→
h

←−
ht + by (7)

The output from Bilstm was processed through a dense layer and a dropout layer, and
the final output was used for anomaly detection using the softmax function.

Figure 6. Proposed 1DCNN-BiLSTM anomaly detection model.

4. Experiment and Results
4.1. Experiment Environments

Table 1 shows the experimental environment of the hardware and software used
to conduct the study. The hardware configuration includes an AMD Ryzen 7 6800HS
processor and an NVIDIA GeForce RTX 3060 graphics card. The operating system used in
the software is Windows. As a programming language, we used Python 3.7, which is widely
used in the field of data analysis and machine learning. We also utilized TensorFlow 2.11.0,
an open-source machine learning framework, to develop and run our model. TensorFlow
provides a variety of libraries related to deep learning model development.

Table 1. System specification.

Hardware Environment Software Environment

CPU: AMD Ryzen 7 6800HS Window11, Tensorflow 2.11.0
GPU: NVIDIA GeForce RTX 3060 Python 3.7

4.2. Dataset
4.2.1. Data Definition and Introduction

This study uses pump sensor data for predictive maintenance, a public dataset from
Kaggle. The data collection period was from 1 April 2018 to 31 August 2018, and the total
number of data points was 220,320. The data were collected through 51 sensors with time
stamps and was assigned one of three labels: ‘NORMAL’, ‘BROKEN’, or ‘RECOVERING’.
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4.2.2. Data Preprocessing

As shown in Figure 7, the data is unbalanced with a large difference in the number of
data in each class. In the figure, there are 205836 ‘NORMAL’ data, 4477 ‘RECOVERING’
data, and 7 ‘BROKEN’ data. Since the number of ‘RECOVERING’ and ‘BROKEN’ classes is
small compared to the number of ‘NORMAL’ classes, we combined ‘RECOVERING’ and
‘BROKEN’ into one class (anomaly).

Figure 7. Comparison of the number of data classes.

We also used PCA to reduce the characteristics of the data (Figure 8). Principal
component analysis revealed that 73.5% of the variance in the original dataset lies on the
first principal axis, 8.3% on the second principal axis, and 3.6% on the third principal axis.
This reduces the dimensionality of the data from 52 to 3.

4.2.3. Data Separation

The training and test datasets represented 75% and 25% of the total data, respectively.
To allocate the data to all clients in the federated learning, we varied the number of data
points among clients to take advantage of the time series nature of the data. We set the total
number of clients to 30.

4.2.4. Learning Path for Predictive Maintenance

The separated data is assigned to each client for association learning, and each client
is randomly assigned to a group. Within the group, each client trains a BI-LSTM model
to create a model that can classify the pump data as normal or abnormal, and the weights
of each client’s model are aggregated to create a group model. After that, the weights of
each client’s model are aggregated between groups, and a joint model is created to perform
association learning.
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4.3. Performance Metrics
4.3.1. Weighted Accuracy

The experiments in this study were evaluated using weighted accuracy, a metric that
measures the performance of a model considering the imbalance in the data distribution.
The weighted accuracy used in CFL-based frameworks is calculated by applying weights
proportional to the size of the test dataset in each group and is expressed by the following
formula:

WeightedAccuracy =
∑C

i=1(Accuracyi ×Weighti)

∑C
i=1(Weighti)

(8)

Figure 8. Visualization of PCA results.

The “weighted sum of the number of correctly classified samples” is calculated con-
sidering the numbers of misclassified samples in each group based on test dataset size.
The weighted accuracy depends on the test dataset size of each group, and the overall
performance can be evaluated by considering the imbalance of the data distribution. This
ensures that the difference in performance among groups is taken into account, and that
the performance of the group with the larger dataset has a greater impact on the overall
performance. Using weighted accuracy, the performance of a model can be evaluated fairly,
and the bias caused by an imbalance in the data distribution can be mitigated.
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4.3.2. Data Discrepancy

Mismatch indicates the degree of difference in model parameters between the global
model and the clients, with lower values indicating greater agreement between the models.
Below is the formula for dissimilarity [34].

Discrepancy(t) ,
1
|St| ∑

i∈St

‖wi − wt‖. (9)

For every client i in the client set St, the Euclidean distance between that client’s
model parameters wi and the global model parameters wt is computed and averaged, as
a formula for the discrepancy at time t. The goal of federated learning is to minimize
the dissimilarity, and strategies can be used to achieve this, such as coordinating model
updates between clients or using a weighted average to update the global model. The
dissimilarity is calculated as the value at time t and can be used to observe the change in
dissimilarity over time as federated training progresses and to understand the progress of
model training.

4.4. Results

In this paper, we consider client-level distributional shifts. FlexCFL uses an approach
that updates the global model by aggregating updates from grouped clients. Each client
performs an update within its group, which is combined with updates from other clients
in the group. The combined updates are treated with the same weight as updates from
other clients in the group. A portion of the updates that a client produces during training
are aggregated with the updates from other clients in the group and contribute to the
update of the global model. This allows FlexCFL to combine the knowledge of grouped
clients to build a stronger and more efficient global model. By playing an important role in
coordinating updates from grouped clients and managing the variance of model training,
FlexCFL can improve the performance of federated learning while balancing the differences
between client groups. For our experiments, we compared the performance of 1DCNN-
BILSTM, 1DCNN-LSTM, and LSTM models in combination with the federated learning
frameworks FedAVG, FlexCFL, FeSEM, and IFCA. Each framework and model is compared
in terms of test accuracy, train loss, and discrepancy.

The following is a description of the federated learning framework used in our experiments:

• FedAvg: Vanilla FL framework. A federated learning framework that performs local
training of clients in parallel and averages the central model [31].

• IFCA : A framework that optimizes model parameters for user clusters via gradient
descent while estimating the user’s cluster ID [39].

• FeSEM: A distance-based CFL framework that probabilistically minimizes the ex-
pected disagreement between `2 clients and groups [40].

For our experiments, each framework performed a total of 100 rounds of association
learning. At the end of each round, we derive the accuracy of the global model on test
data for performance evaluation. Finally, we select the largest accuracy among the derived
accuracies for each round and consider it as the final performance of each framework.

4.4.1. Test Accuracy

Figure 9 and Table 2 compare the test accuracy of each framework and model. The
experimental results show that FlexCFL-1D-BILSTM achieves 97.2%, FlexCFL-1D-LSTM
performs 96.5%, and FlexCFL-LSTM performs 96.6% in terms of accuracy. Within the
FlexCFL framework, we can see that 1DCNN-BILSTM has the highest accuracy. Among
the federated learning frameworks, FedAVG and FeSEM have the highest accuracies in
the 99% range, while IFCA has the lowest accuracy. However, we can see that the overall
accuracy of the models is between 91% and 99%. For FeSEM, there seems to be a lot of
variation in the initial accuracy across the three models.
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Table 2. Test Accuracy: using a combination of anomaly detection models LSTM, 1D-LSTM, and
1D-BILSTM and federated learning FedAVG, FeSEM, IFCA, and FlexCFL to measure test performance.

Model FedAVG FeSEM IFCA FlexCFL

1D-BILSTM 0.998571455 0.998552315 0.914563614 0.972923049

1D-LSTM 0.998571455 0.998552315 0.959681333 0.965874879

LSTM 0.998571455 0.998552315 0.933049078 0.966081691

Figure 9. Train Accuracy.

4.4.2. Train Loss

Figure 10 shows a visualization of the train loss of each framework versus the model.
We can see from the train loss that the models are generally well trained, except for FeSEM.
In the case of FeSEM, we can see that the train loss is somewhat deviated, suggesting that
the model has not yet learned enough and has reached a local minimum, or that there is
insufficient training for certain classes due to data imbalance. The LSTM tends to have the
most stable decrease in train loss, while the 1DCNN-LSTM is the most unstable.

Figure 10. Train Loss.

4.4.3. Discrepancy

Figure 11 shows a visualization comparing the discrepancy of the models with each
framework. From the experimental results, we can see that FeSEM tends to have a very
high variance of discrepancy values for all three models, which indicates that the models
are likely overdispersed. We can see that FeAVG has the lowest discrepancy among all three
models. Overall, 1DCNN-LSTM tends to have the largest deviation from the discrepancy
value, and LSTM has the lowest.
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Figure 11. Discrepancy.

Until now, we have compared each framework and model combination through
three metrics: test accuracy, train loss, and discrepancy. When the proposed model is a
combination of Bi-LSTM and a federated learning framework, FedAVG, FeSEM, FlexCFL,
and IFCA perform well in the order of test accuracy, but when other metrics are also
considered, FeSEM does not learn the model well. Therefore, except for FeSEM, we can see
that FeAVG performs the best in test accuracy, train loss, and discrepancy, and FlexCFL
performs the second best. In the case of IFCA, we can see that it has the lowest performance
among the compared frameworks, but it is not much worse than the performance of the
other frameworks.

5. Conclusions

This paper emphasizes the importance of PdM in manufacturing processes and pro-
poses a federated learning framework and a 1DCNN-Bilstm model that considers time
series data distribution shifts. In this paper, a combination of 1DCNN-BILSTM, 1DCNN-
LSTM, and LSTM models and federated learning frameworks FedAVG, FlexCFL, FeSEM,
and IFCA are used for time series data preprocessing and experimentation, and each
framework and model are compared in terms of test accuracy, train loss, and discrepancy.
The experimental results show that the proposed framework achieves 97.2% test accuracy.
Although the proposed structure did not show the best performance when compared to
other frameworks and model combinations, it can be said that the proposed framework
has the second best performance after FedAVG because the deviation of the test accuracy
and training loss of the model in each round of FeSEM is large and it is judged that proper
learning is not achieved.

In future research, we plan to develop this work to monitor the condition of the
equipment to enable real-time predictive maintenance. In addition, we plan to develop
data preprocessing and compression techniques to reduce the amount of data transmission
in the edge computing structure by visualizing the data collected for predictive maintenance
so that managers can understand at what point a problem occurs. We will convert the data
collected from edge devices into the required information and utilize data compression
algorithms to realize efficient data transmission. By carrying out the above research plan,
it is expected that a real-time predictive maintenance system utilizing a distributed edge
computing system can be built more efficiently.

Author Contributions: Conceptualization, J.A.; methodology, J.A. and Y.L.; software, J.A. and N.K.;
validation, J.A. and Y.L.; formal analysis, J.A. and N.K.; investigation, J.A.; resources, J.A.; data
curation, J.A.; writing—original draft preparation, J.A. and C.P.; writing—review and editing, J.A.;
visualization, J.A.; supervision, J.J.; project administration, J.J. All authors have read and agreed to
the published version of the manuscript.



Sensors 2023, 23, 7331 17 of 18

Funding: This research was supported by the SungKyunKwan University and the BK21 FOUR(Graduate
School Innovation) funded by the Ministry of Education(MOE, Korea) and National Research Foun-
dation of Korea(NRF)

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Pump sensor data for predictive maintenance(https://www.kaggle.
com/datasets/nphantawee/pump-sensor-data) (accessed on 4 March 2019).

Acknowledgments: This research was supported by the SungKyunKwan University and the BK21
FOUR (Graduate School Innovation) and funded by the Ministry of Education (MOE, Korea) and
National Research Foundation of Korea (NRF). Moreover, this research was supported by the MSIT
(Ministry of Science and ICT), Korea, under the ITRC (Information Technology Research Center)
support program (IITP-2023-2018-0-01417) and supervised by the IITP (Institute for Information &
Communications Technology Planning & Evaluation).

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Nguyen, D.C.; Ding, M.; Pathirana, P.N.; Seneviratne, A.; Li, J.; Poor, H.V. Federated learning for internet of things:

A comprehensive survey. IEEE Commun. Surv. Tutor. 2021, 23, 1622–1658. [CrossRef]
2. Scheffer, C.; Girdhar, P. Practical Machinery Vibration Analysis and Predictive Maintenance; Elsevier: Amsterdam, The Netherlands, 2004.
3. Patel, P.; Ali, M.I.; Sheth, A. On using the intelligent edge for IoT analytics. IEEE Intell. Syst. 2017, 32, 64–69. [CrossRef]
4. Ali, M.I.; Patel, P.; Breslin, J.G. Middleware for real-time event detection andpredictive analytics in smart manufacturing. In

Proceedings of the 2019 15th International Conference on Distributed Computing in Sensor Systems (DCOSS), Santorini, Greece,
29–31 May 2019; pp. 370–376.

5. Jiang, J.C.; Kantarci, B.; Oktug, S.; Soyata, T. Federated learning in smart city sensing: Challenges and opportunities. Sensors 2020,
20, 6230. [CrossRef] [PubMed]

6. Xu, G.; Liu, M.; Wang, J.; Ma, Y.; Wang, J.; Li, F.; Shen, W. Data-driven fault diagnostics and prognostics for predictive maintenance:
A brief overview. In Proceedings of the 2019 IEEE 15th International Conference on Automation Science and Engineering (CASE),
Vancouver, BC, Canada, 22–26 August 2019; pp. 103–108.

7. Khan, L.U.; Saad, W.; Han, Z.; Hossain, E.; Hong, C.S. Federated learning for internet of things: Recent advances, taxonomy, and
open challenges. IEEE Commun. Surv. Tutor. 2021, 23, 1759–1799. [CrossRef]

8. Li, T.; Sahu, A.K.; Talwalkar, A.; Smith, V. Federated learning: Challenges, methods, and future directions. IEEE Signal Process.
Mag. 2020, 37, 50–60. [CrossRef]

9. Harth, N.; Anagnostopoulos, C.; Voegel, H.J.; Kolomvatsos, K. Local & Federated Learning at the network edge for efficient
predictive analytics. Future Gener. Comput. Syst. 2022, 134, 107–122.

10. Pruckovskaja, V.; Weissenfeld, A.; Heistracher, C.; Graser, A.; Kafka, J.; Leputsch, P.; Schall, D.; Kemnitz, J. Federated Learning for
Predictive Maintenance and Quality Inspection in Industrial Applications. arXiv, 2023, arXiv:2304.11101.

11. Karassik, I.J.; Messina, J.P.; Cooper, P.; Heald, C.C. Pump Handbook; McGraw-Hill Education: Berkshire, UK, 2008.
12. Fausing Olesen, J.; Shaker, H.R. Predictive maintenance for pump systems and thermal power plants: State-of-the-art review,

trends and challenges. Sensors 2020, 20, 2425. [CrossRef]
13. Randall, R.B. Vibration-Based Condition Monitoring: Industrial, Automotive and Aerospace Applications; John Wiley & Sons: Hoboken,

NJ, USA, 2021.
14. Costa, V.L.; Eberhardt, B.; Chen, J.; Roßmann, J. Towards Predictive Maintenance: An Edge-based Vibration Monitoring System in

Industry 4.0. In Proceedings of the 2023 International Conference on Sustainable Computing and Data Communication Systems
(ICSCDS), Erode, India, 23–25 March 2023; pp. 1430–1437.

15. Chong, K.E.; Ng, K.C.; Goh, G.G.G. Improving Overall Equipment Effectiveness (OEE) through integration of Maintenance Failure
Mode and Effect Analysis (maintenance-FMEA) in a semiconductor manufacturer: A case study. In Proceedings of the 2015
IEEE International Conference on Industrial Engineering and Engineering Management (IEEM), Singapore, 6–9 December 2015;
pp. 1427–1431.

16. Achouch, M.; Dimitrova, M.; Ziane, K.; Sattarpanah Karganroudi, S.; Dhouib, R.; Ibrahim, H.; Adda, M. On predictive
maintenance in industry 4.0: Overview, models, and challenges. Appl. Sci. 2022, 12, 8081. [CrossRef]

17. Kim, J.; Kim, D.; Je, S.; Lee, J.; Kim, D.; Ji, S. A Study on the Establishment of Prediction Conservation System for Smart Factory
Facilities. In Proceedings of the Proceedings of KIIT Conference, Jeju, Korea, 1–3 December 2022; pp. 703–706.

18. Bousdekis, A.; Lepenioti, K.; Apostolou, D.; Mentzas, G. Decision making in predictive maintenance: Literature review and
research agenda for industry 4.0. IFAC-PapersOnLine 2019, 52, 607–612. [CrossRef]

19. Compare, M.; Baraldi, P.; Zio, E. Challenges to IoT-enabled predictive maintenance for industry 4.0. IEEE Internet Things J. 2019,
7, 4585–4597. [CrossRef]

https://www.kaggle.com/datasets/nphantawee/pump-sensor-data
https://www.kaggle.com/datasets/nphantawee/pump-sensor-data
http://doi.org/10.1109/COMST.2021.3075439
http://dx.doi.org/10.1109/MIS.2017.3711653
http://dx.doi.org/10.3390/s20216230
http://www.ncbi.nlm.nih.gov/pubmed/33142863
http://dx.doi.org/10.1109/COMST.2021.3090430
http://dx.doi.org/10.1109/MSP.2020.2975749
http://dx.doi.org/10.3390/s20082425
http://dx.doi.org/10.3390/app12168081
http://dx.doi.org/10.1016/j.ifacol.2019.11.226
http://dx.doi.org/10.1109/JIOT.2019.2957029


Sensors 2023, 23, 7331 18 of 18

20. Servetnyk, M.; Fung, C.C.; Han, Z. Unsupervised federated learning for unbalanced data. In Proceedings of the GLOBECOM
2020–2020 IEEE Global Communications Conference, Taipei, Taiwan, 7–11 December 2020; pp. 1–6.

21. Haq, I.U.; Anwar, S.; Khan, T. Machine Vision Based Predictive Maintenance for Machine Health Monitoring: A Comparative
Analysis. In Proceedings of the 2023 International Conference on Robotics and Automation in Industry (ICRAI), Peshawar,
Pakistan, 3–5 March 2023; pp. 1–8.

22. Marchiningrum, A.U.; Albarda. Digital Twin for Predictive Maintenance of Palm Oil Processing Machines. In Proceedings of
the 2022 6th International Conference on Information Technology, Information Systems and Electrical Engineering (ICITISEE),
Yogyakarta, Indonesia, 13–14 December 2022; pp. 1–6.

23. Calikus, E.; Nowaczyk, S.; Sant’Anna, A.; Dikmen, O. No free lunch but a cheaper supper: A general framework for streaming
anomaly detection. Expert Syst. Appl. 2020, 155, 113453. [CrossRef]

24. Mehra, P.; Ahuja, M.S.; Aeri, M. Time Series Anomaly Detection System with Linear Neural Network and Autoencoder. In
Proceedings of the 2023 International Conference on Device Intelligence, Computing and Communication Technologies, (DICCT),
Dehradun, India, 17–18 March 2023; pp. 659–662.

25. Li, L.; Yan, J.; Wang, H.; Jin, Y. Anomaly detection of time series with smoothness-inducing sequential variational auto-encoder.
IEEE Trans. Neural Netw. Learn. Syst. 2020, 32, 1177–1191. [CrossRef] [PubMed]

26. Kim, J.; Kang, H.; Kang, P. Time-series anomaly detection with stacked Transformer representations and 1D convolutional
network. Eng. Appl. Artif. Intell. 2023, 120, 105964. [CrossRef]

27. Ruff, L.; Vandermeulen, R.; Goernitz, N.; Deecke, L.; Siddiqui, S.A.; Binder, A.; Müller, E.; Kloft, M. Deep one-class classification.
In Proceedings of the International Conference on Machine Learning, PMLR, Stockholm, Sweden, 10–15 July 2018; pp. 4393–4402.

28. Ruff, L.; Zemlyanskiy, Y.; Vandermeulen, R.; Schnake, T.; Kloft, M. Self-attentive, multi-context one-class classification for
unsupervised anomaly detection on text. In Proceedings of the 57th Annual Meeting of the Association for Computational
Linguistics, Florence, Italy, 28 July–2 August 2019; pp. 4061–4071.

29. Ruff, L.; Vandermeulen, R.A.; Görnitz, N.; Binder, A.; Müller, E.; Müller, K.R.; Kloft, M. Deep semi-supervised anomaly detection.
arXiv 2019, arXiv:1906.02694.

30. Cheng, H.; Xu, D.; Yuan, S. Sequential Anomaly Detection with Local and Global Explanations. In Proceedings of the 2022 IEEE
International Conference on Big Data (Big Data), Osaka, Japan, 17–20 December 2022; pp. 1212–1217.

31. Brendan McMahan, H.; Moore, E.; Ramage, D.; Hampson, S.; Agüera y Arcas, B. Communication-efficient learning of deep
networks from decentralized data. arXiv 2016, arXiv:1602.05629.

32. McMahan, B.; Ramage, D. Federated learning: Collaborative machine learning without centralized training data. Google Res. Blog
2017, 3.

33. Li, L.; Fan, Y.; Tse, M.; Lin, K.Y. A review of applications in federated learning. Comput. Ind. Eng. 2020, 149, 106854. [CrossRef]
34. Duan, M.; Liu, D.; Ji, X.; Wu, Y.; Liang, L.; Chen, X.; Tan, Y.; Ren, A. Flexible clustered federated learning for client-level data

distribution shift. IEEE Trans. Parallel Distrib. Syst. 2021, 33, 2661–2674. [CrossRef]
35. Chiang, M.; Zhang, T. Fog and IoT: An overview of research opportunities. IEEE Internet Things J. 2016, 3, 854–864. [CrossRef]
36. Mai, V.S.; La, R.J.; Zhang, T.; Huang, Y.; Battou, A. Federated Learning With Server Learning for Non-IID Data. In Proceedings of

the 2023 57th Annual Conference on Information Sciences and Systems (CISS), Baltimore, MD, USA, 22–24 March 2023; pp. 1–6.
37. Lim, W.Y.B.; Luong, N.C.; Hoang, D.T.; Jiao, Y.; Liang, Y.C.; Yang, Q.; Niyato, D.; Miao, C. Federated learning in mobile edge

networks: A comprehensive survey. IEEE Commun. Surv. Tutor. 2020, 22, 2031–2063. [CrossRef]
38. Cai, L.; Zhou, S.; Yan, X.; Yuan, R. A stacked BiLSTM neural network based on coattention mechanism for question answering.

Comput. Intell. Neurosci. 2019, 2019, 9543490. [CrossRef] [PubMed]
39. Ghosh, A.; Chung, J.; Yin, D.; Ramchandran, K. An Efficient Framework for Clustered Federated Learning. arXiv 2021,

arXiv:2006.04088.
40. Xie, M.; Long, G.; Shen, T.; Zhou, T.; Wang, X.; Jiang, J.; Zhang, C. Multi-center federated learning. arXiv 2021, arXiv:2108.08647.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

http://dx.doi.org/10.1016/j.eswa.2020.113453
http://dx.doi.org/10.1109/TNNLS.2020.2980749
http://www.ncbi.nlm.nih.gov/pubmed/32287020
http://dx.doi.org/10.1016/j.engappai.2023.105964
http://dx.doi.org/10.1016/j.cie.2020.106854
http://dx.doi.org/10.1109/TPDS.2021.3134263
http://dx.doi.org/10.1109/JIOT.2016.2584538
http://dx.doi.org/10.1109/COMST.2020.2986024
http://dx.doi.org/10.1155/2019/9543490
http://www.ncbi.nlm.nih.gov/pubmed/31531011

	Introduction
	Related Work
	Manufacturing Processes
	Predictive Maintenance
	Anomaly Detection
	Federated Learning

	Federated Learning for Predictive Maintenance and Anomaly Detection
	Overall Architecture
	Time Series Data Distribution Shifts
	Anomaly Detection Model

	Experiment and Results
	Experiment Environments
	Dataset
	Data Definition and Introduction
	Data Preprocessing
	Data Separation
	Learning Path for Predictive Maintenance

	Performance Metrics
	Weighted Accuracy
	Data Discrepancy

	Results
	Test Accuracy
	Train Loss
	Discrepancy


	Conclusions
	References

