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Abstract: In this paper, an event-triggered finite-time controller is proposed for solving the forma-
tion control problems of underactuated multiple autonomous surface vessels (ASVs), including
asymmetric mass matrix, collision avoidance, maintaining communication distances and prescribed
performance. First, to not only avoid collisions between the follower and leader but also maintain an
effective communication distance, a desired tracking distance is designed to be maintained. Second,
an improved barrier Lyapunov function (BLF) is proposed to implement the tracking error constraint.
In addition, the relative threshold event-triggering strategy effectively solves the communication
pressure problem and greatly saves communication resources. Finally, based on coordinate transfor-
mation, line of sight (LOS) and dynamic surface control (DSC), a comprehensive finite-time formation
control method is proposed to avoid collisions and maintain communication distance. All the signals
of the proposed control system can be stabilized in finite time (PFS). The numerical simulation results
verify the effectiveness of the proposed control system.

Keywords: underactuated multiple ASVs; collision avoidance; finite-time control; event-triggered
control; barrier Lyapunov function

1. Introduction

In recent years, due to the increasing demand for ocean exploration, autonomous
surface vessels (ASVs) have been widely used in ocean exploration and exploitation and
have played an increasingly important role [1]. However, it has been quite difficult for
single autonomous surface vessels (ASVs) to accomplish some exploration tasks, such
as large-scale cruising, the formation of combat formations and complex sea exploration.
Therefore, cooperative control of multiple ASVs is necessary and meaningful [2]. Among
various cooperative control methods, formation control is widely applied due to its simple
structure and scalability [3–5], so formation control has received much attention in ASV
motion control [6]. However, most multiple ASV formation control is used for fully actuated
ASVs, but an underactuated system can not only reduce the system cost and allow for a
simpler structure but also provide an emergency control strategy in the case of an actuator
failure of the fully driven system. Therefore, the formation control of underactuated ASVs
is very worthy of attention.

Recently, due to the complexity of the task performed by the ASV, the requirements
for the motion performance of the ASV have increased. In [7], an adaptive neural network
trajectory tracking controller with an output saturation model is proposed. To improve
the performance of the control system, a barrier Lyapunov function is introduced to
achieve the prescribed performance. To handle the angle and LOS range constraints, the
BLF was introduced into the control scheme [8]. In [9], an output feedback controller
was designed using a log-type BLF to solve the output constraint problem. Based on a
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neural network observer, tan-type BLF and DSC technique, an adaptive controller was
proposed in [10] that not only handles output constraints but also avoids collisions and
maintains ASV connectivity. An improved BLF was proposed in the control strategy to
solve the error constraint in [11], which is applicable both with and without constraints.
However, in the practical ocean engineering environment, communication between ASVs
and sensors is usually limited [12]. Therefore, communication between ASVs is not always
maintained, thereby raising connectivity problems [13]. In addition, collision avoidance of
ASVs is an important problem to be considered in leader–follower formation strategies [14].
In [15], a new formation error based on nonlinear transformation was proposed to realize
initial connectivity protection and collision avoidance. By introducing a performance
function and BLF in [16], communication connectivity is maintained, collisions between the
formation vehicles are avoided, and the tracking error reaches the specified performance.
Avoiding obstacles while avoiding collisions and maintaining connectivity of ASVs was
achieved in [17], which was further advanced for collision avoidance studies. In short, the
introduction of a BLF can effectively improve the system performance and avoid collisions.
However, for underactuated ASVs, among existing BLFs, the use of log-type BLFs is limited
by performance functions, while tan-type BLFs add additional complexity to controller
design [12].

In practice, it is not only limited by the effective sensing range of the sensor and the
communication distance of the communication equipment; the communication bandwidth
is often limited as well [18]. In [19], an adaptive controller based on event triggering was
proposed by combining the event-triggered strategy with the adaptive law, which does not
need to obtain the current ASV state at any time and reduces the communication resources
needed. For cooperative estimation with communication delay, an event-triggered delay-
based distributed state observer was designed in [20]. A sliding mode control scheme
based on an event-triggered strategy was proposed in [21], and this control method can
effectively reduce communication bandwidth compared to conventional controllers without
event-triggered methods. The above event-triggered strategies are all based on a fixed
threshold to determine whether the triggering conditions are satisfied, which can make
the event-triggered controller trigger frequently before the system stabilizes in response to
large changes in control inputs.

In the above work, the ASV tracking errors are asymptotically convergent, which
means that the error converges to the origin exponentially. In fact, the stable control of
formation always needs to be completed in a finite time to improve the stable speed of
the formation control system [22]. In [23], a finite-time control method was developed for
ASVs with error constraints by introducing a BLF and saturation functions. A finite-time
formation controller based on a neural network is proposed to solve the actuator faults and
unknown dynamics in multiple underactuated ASVs in [24]. However, none of the above
works consider collision avoidance or communication bandwidth issues.

Motivated by the above discussion, and considering the nondiagonal inertia matrix, a
leader–follower finite-time formation control system based on an event-triggered strategy
is proposed to achieve the maintenance of communication effectiveness and collision
avoidance. In this work, a BLF is introduced to maintain communication effectiveness and
collision avoidance. To avoid the employment of derivatives of the virtual control signals, a
DSC technique is employed. Limited by the communication bandwidth, an event-triggered
strategy based on a relative threshold is proposed. Therefore, the main contributions are as
follows:

(1) An improved BLF is developed to guarantee both prescribed transient error tracking
and steady performance. Differently from the existing works in [9,23], maintaining
communication distance and collision avoidance between ASVs is also achieved.

(2) Compared with existing works [25], a relative threshold-based event-triggered con-
troller is proposed to reduce the communication bandwidth. Compared with the
existing fixed threshold event-triggered controllers [26,27], the relative threshold
strategy can achieve fewer stable errors.
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(3) A finite-time event-triggered formation tracking control strategy is proposed to solve
the error constraint problem of underactuated multi-ASV formation. In the control
system, all signals are practical finite-time-stable (PFS), which is different from the
existing works on ASV tracking control with constraints [11,12,28].

The rest of the paper is organized as follows. Section 2 describes the preliminaries
and problem formulation. Section 3 describes the formation controller design. Section 4
describes the simulations. Finally, Section 5 gives the conclusions.

2. Preliminaries and Problem Formulation
2.1. Preliminaries

Lemma 1 [29]. Define a system
.
x = f (x), if κ1 > 0, κ2 > 0, ε l > 0 and β∈ (0, 1) such that

.
V(x) ≤ −κ1V(x)− κ2Vβ(x) + ε l (1)

Therefore, the continuous nonlinear system is a practical finite-time-stable (PFS) system with

the residual set ΩL = min
{

ε l
(1−H)κ1

,
(

ε l
(1−H)κ2

)1/β
}

of the solution, where 0 < H < 1. The

settling time is:

T(x0) ≤ max
{

1
κ1H(1− β)

ln
(

κ1HV1−β(x0) + κ2

κ2

)
,

1
κ1(1− β)

ln
(

κ1V1−β(x0) + κ2H
κ2H

)}
(2)

Lemma 2 [30]. For a ∈ R and ε0 > 0 , the following inequality holds:

0 ≤ |a| − atanh
(

a
ε0

)
≤ 0.2785ε0 (3)

2.2. Model of Underactuated ASVs

The modeling of the i−th underactuated ASV is as follows [31]:{ .
ηi = Ji(ψi)υi.
υi = M−1

i (−Ci(υi)− Di(υi) + τi)
, i = 1, 2, . . . , n (4)

where

Ji(ψi) =

cos ψi − sin ψi 0
sin ψi cos ψi 0

0 0 1

, Mi =

mi,11 0 0
0 mi,22 mi,23
0 mi,32 mi,33

,

Di(υi) =

di,11 0 0
0 di,22 di,23
0 di,32 di,33

, Ci(υi) =

 0 0 Ci,13
0 0 Ci,23

Ci,31 Ci,32 0

 (5)

In this paper, Mi, Ci(υi) and Di(υi) denote the mass matrix, the total Coriolis and the
centripetal acceleration matrix, respectively. Ji(υi) is a rotation matrix. ηi = [xi, yi, ψi]

T is
the position. (xi, yi) and ψi denote the position and yaw angle, respectively.
τci = [τui, 0, τri]

T is the event-triggered control input of the ASV. υi = [ui, vi, ri]
T is the

velocity vector. The geometric structure is shown in Figure 1. ωi and φi are the LOS range
and angle, respectively.
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In System (4), both the yaw angle and yaw velocity are affected by the control input
τri due to the mass matrix Mi. Therefore, the coordinate transformation is described as [6]:

xi = xi + ςi cos ψi
yi = yi + ςi sin ψi
vi = vi + ςiri

(6)

where ςi =
mi,23
mi,22

. With Equation (6), System (4) can be rewritten as:{ .
ηi = Ji(ψi)υi.
υi = fi + δi

Tτci
(7)

where ηi = [xi, yi, ψi]
T , υi = [ui, vi, ri]

T , fi = [ fi1, fi2, fi3]
T , δi = [1/mi,11, 0, mi,22/mi,33]

T

and mi,33 = mi,22mi,33 −m2
i,23. The vectors fi are defined as:


fi1 = (mi,22viri + mi,23r2

i − di,11ui)/mi,11

fi2 = (−mi,11uiri − di,22vi − di,23ri)/mi,22

fi3 = ((mi,11mi,22 −m2
i,22)uivr + (mi,11mi,32 −mi,23mi,22)uivr −mi,22(di,33ri + di,32vi) + mi,23(di,23ri + di,22vi))/(mi,22mi,33 −mi,23mi,32)

(8)

2.3. Leader–Follower Formation Architecture

In this paper, a formation tracking controller with the desired distance is designed with
a leader–follower architecture as the objective. Figure 2 shows the tracking relationship
and communication topology between the leader and follower.
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Figure 2. Formation structure of underactuated ASVs.

The LOS is introduced to facilitate the subsequent control design. For any group of
leader–follower formations, i is defined as the follower number and i − 1 as the leader
number. The LOS range ωi and angle φi are defined as{

ωi(t) =
√
(xi−1 − xi)

2 +
(
yi−1 − yi

)2

φi(t) = atan2(yei, xei)
(9)

and [
xei
yei

]
=

[
cos ψi sin ψi
− sin ψi cos ψi

][
xi−1 − xi
yi−1 − yi

]
(10)

atan2(yei, xei) =



arctan
(

yei
xei

)
if xei > 0,

arctan
(

yei
xei

)
+ π if xei < 0 and yei ≥ 0,

arctan
(

yei
xei

)
− π if xei < 0 and yei < 0,

+π
2 if xei = 0 and yei > 0,
−π

2 if xei = 0 and yei < 0,
undefined if xei = 0 and yei = 0,

(11)

Define vi as the maximum distance designed, depending on the measuring capability
of the sensor. vi denotes the minimum safe distance. φ

i
and φi represent the minimum and

maximum of the angle detected by the sensor, respectively. vi and φi are described by:{
vi < ωi(t) < vi
φ

i
< φi(t) < φi

(12)

Based on (12), vi,des and φi,des represent the desired distance and angle, respectively,
which can avoid collisions and maintain communication. Therefore, we define the tracking
errors as follows: {

evi(t) = ωi −vi,des
eφi(t) = φi − φi,des

(13)

where vi,des = (vi + vi)/2 and φi,des = (φ
i
+ φi)/2. From (12) and (13), evi and eφi satisfy:{

vi −vi,des < evi(t) < vi −vi,des
φ

i
− φi,des < eφi(t) < φi − φi,des

(14)
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In this work, a performance function is incorporated to guarantee the performance of
formation control. Thus, the errors satisfy the following inequalities:{

−Lvi(t) < evi(t) < Lvi(t)
−Lφi(t) < eφi(t) < Lφi(t)

(15)

In addition, the performance function is designed as:{
Lvi(t) = (Lvi,0 − Lvi,∞) exp(−βvit) + Lvi,∞
Lφi(t) = (Lφi,0 − Lφi,∞) exp(−βφit) + Lφi,∞

(16)

where Lvi,0 = vi −vi,des and Lφi,0 = φi − φi,des. βvi and βφi denote the convergence speed.
Lvi,∞ and Lφi,∞ represent the maximum values after the error has stabilized. If the designed
control law makes Equations (15) and (16) hold, the error constraint of (14) is satisfied,
which means that the Inequality (12) holds.

Assumption 1: The desired trajectories h0 and
.
h0 are bounded.

Remark 1: From (13), the tracking error performance is consistent with the distance error perfor-
mance. When the distance error ωi converges to near the desired distance, the tracking error evi
converges to a small region near zero.

Remark 2: When achieving collisions and effective communication distance, Inequality (12) can be
held to satisfy 0 < ωi < ωi < ωi so that xei = 0 and yei = 0 do not hold simultaneously, which
avoids the undefined point of φi. Even if there is some measurement error in the onboard sensors,
the ASV formation will work equally well as long as the distance between the ASVs remains within
the communication range.

3. Formation Controller Design

In this section, a modified BLF is designed for the controller to meet the constraints of
the formation tracking error. Then, a finite-time formation controller is proposed, which
combines DSC technology and an event-triggering mechanism. Finally, the system’s
stability is proven.

3.1. Barrier Lyapunov Function

A BLF is developed as follows:
Vvi =

1
2

(
Lvievi

Lvi−evi

)2

Vφi =
1
2

( Lφieφi
Lφi−eφi

)2 (17)

Even if there is no constraint on the formation tracking error, the following can be obtained:
lim

Lvi→∞
1
2

(
Lvievi

Lvi−evi

)2
=

e2
vi
2

lim
Lφi→∞

1
2

( Lφieφi
Lφi−eφi

)2
=

e2
φi
2

(18)

This means that this BLF can be discussed as a special case of constraint requirements
on systems with no constraint requirements. Therefore, Equation (17) is a general BLF,
which can be regarded as an unconstrained universal BLF.

Remark 3: Obviously, Vni = 0 if and only if eni = 0, and the minimum value of eni is 0. When
eni → Lni , there exists Vni → +∞ . This shows that the errors eni will not exceed Lni as long as
Vni is bounded, and n = v, φ.
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Remark 4: The log-type BLF methods are also used in the underactuated ASV control strat-

egy [9,28]; Vni =
1
2 log

(
L2

ni
L2

ni−e2
ni

)
, n = v, φ. When Lni → +∞ , Vni = 0, there is no limit to the

errors. Thus, the log-type BLF cannot be regarded as a universal BLF in unconstrained conditions.
It is worth mentioning that a tan-type BLF can be implemented with or without constraint situa-
tions [12,32]. Unfortunately, a tan-type BLF adds complexity to the controller. However, the BLF
(17) developed has a simple structure and is suitable for both constrained and unconstrained cases.

3.2. Finite-Time Formation Controller Design

In this work, the formation controller design includes two steps, namely, kinematic
controller design and dynamic controller design.

Step 1: The errors are given by:{
eui = ui − α f ,ui
eri = ri − α f ,ri

(19)

The boundary layer errors are defined as follows:{
e f ,ui = α f ,ui − αui
e f ,ri = α f ,ri − αri

(20)

where αui is the virtual control of u and αri is the virtual control of r. α f ,ui and α f ,ri are
the filtered inputs obtained from Filter (26), respectively. Consider Equation (13), whose
derivative along System (9) is:{ .

evi = −ui cos φi − vi sin φi + xi−1 cos(ψi + φi) + yi−1 sin(ψi + φi).
eφi =

[
ui sin φi − vi cos φi − xi−1 sin(ψi + φi) + yi−1 cos(ψi + φi)

]
/vi − ri

(21)

Consider the Lyapunov function candidate Vi1

Vi1 =
1
2

(
Lvievi

Lvi − evi

)2
+

1
2

(
Lφieφi

Lφi − eφi

)2

(22)

Its derivative is:

.
Vi1 =

Lvievi
Lvi − evi

(
L2

vi
.
evi −

.
Lvie2

vi

(Lvi − evi)
2

)
+

Lφieφi

Lφi − eφi

 L2
φi

.
eφi −

.
Lφie2

φi(
Lφi − eφi

)2

 (23)

For Equation (23) and velocity errors described by (19), (20) and (21), the virtual
controller can be designed as:

αui =
1

cos φi

[
−vi sin φi +

.
qi−1Pi1 + kdievi

(Lvi − evi)

Lvi
−

.
Lvi

L2
vi

e2
vi + LdiL

−3/2
vi e1/2

vi (Lvi − evi)
3/2

]
(24)

αri =
ui sin φi − vi cos φi +

.
qi−1Pi2

vi
+ kaieφi

(
Lφi − eφi

)
Lφi

−
.
Lφi

L2
φi

e2
φi + LaiL

−3/2
φi e1/2

φi
(

Lφi − eφi
)3/2 (25)

with Pi1 = [cos(ψi + φi), sin(ψi + φi)]
T , Pi2 = [− sin(ψi + φi), cos(ψi + φi)]

T and
.
qi−1 =

[ .
xi−1,

.
yi−1

]
. kdi, kai, Ldi and Lai are positive parameters.

Remark 5: If φi = ±π
2 , the virtual controller described by (24) is singular, but this can be avoided

by (12). Therefore, we define
∣∣∣φi

∣∣∣ < π
2 ,
∣∣φi
∣∣ < π

2 .
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To avoid the “differential explosion” problem caused by the differential of the virtual
signal, the DSC method is introduced in [33]. Thus, the first-order filter can be defined as:{

ξui
.
α f ,ui + α f ,ui = αmui, α f ,ui(0) = αmui(0)

ξri
.
α f ,ri + α f ,ri = αmri, α f ,ri(0) = αmri(0)

(26)

with αmui = αui + ξuievisvi cos φi and αmri = αri + ξrieφisφi, where svi =
L3

vi
(Lvi−evi)

3 and

sφi =
L3

φi

(Lφi−eφi)
3 . ξui and ξri are the filter time parameters. Then, the derivatives of e f ,ui and

e f ,ri are: { .
e f ,ui = −

e f ,ui
ξui

+ evisvi cos φi − Nui(·)
.
e f ,ri = −

e f ,ri
ξri

+ eφisφi − Nri(·)
(27)

where
.
αui , Nui(·) and

.
αri , Nri(·) with Nui(ηi−1,

.
ηi−1,

..
ηi−1, υi, kvi,

.
kvi,

..
kvi, evi, eui, eri, e f ,ui, e f ,ri)

and Nri(ηi−1,
.
ηi−1,

..
ηi−1, υi, kφi,

.
kφi,

..
kφi, eφi, eui, eri, e f ,ui, e f ,ri) being unknown continuous functions.

Substituting (19), (20), (21), (24) and (25) into (23) yields:

.
Vi1 = −kdi

(
Lvievi

Lvi−evi

)2
− Ldi

(
Lvievi

Lvi−evi

)3/2
− euievisvi cos φi − e f ,uievisvi cos φi

−kai

( Lφieφi
Lφi−eφi

)2
− Lai

( Lφieφi
Lφi−eφi

)3/2
− erieφisφi − e f ,rieφisφi

(28)

Define the following Lyapunov function:

Vi2 = Vi1 +
e2

f ,ui

2
+

e2
f ,ri

2
(29)

Its derivative along (20), (26), (27) and (28) is:

.
Vi2 = −kdi

(
Lvievi

Lvi−evi

)2
− Ldi

(
Lvievi

Lvi−evi

)3/2
−

e2
f ,ui
ξui
− euievisvi cos φi − e f ,ui Nui(·)

−kai

( Lφieφi
Lφi−eφi

)2
− Lai

( Lφieφi
Lφi−eφi

)3/2
−

e2
f ,ri
ξri
− erieφisφi − e f ,ri Nri(·)

(30)

Step 2. For System (7), the derivatives of (19) are as follows:{ .
eui = fi1 +

τui
mi,11

+
e f ,ui
ξui
− evisvi cos φi

.
eri = fi3 +

mi,22τri
mi,33

+
e f ,ri
ξri
− eφisφi

(31)

Therefore, the actual controllers are designed as follows: α2,ui = mi,11(−kuieui − fi1 −
e f ,ui
ξui

+ 2evisvi cos φi − luie
1
2
ui − Luie

3
2
f ,uie

−1
ui )

α2,ri =
mi,33
mi,22

(−krieri − fi3 −
e f ,ri
ξri

+ 2evisvi − lrie
1
2
ri − Lrie

3
2
f ,rie
−1
ri )

(32)

where kui, kri, lui, lri, Lui and Lri are positive design parameters. For (32), the relative
threshold event-triggered mechanism is further considered: hui(t) = −(1 + εui)

(
α2,uitanh

(
euiα2,ui

σ

)
+ puitanh

(
eui pui

σ

))
hri(t) = −(1 + εri)

(
α2,ritanh

(
eriα2,ri

σ

)
+ pritanh

(
eri pri

σ

)) (33)

 τui = hui(tui
k ) ∀t ∈

[
tui
k , tui

k+1

)
τri = hri(tri

k ) ∀t ∈
[
tri
k , tri

k+1

) (34)



Sensors 2023, 23, 6756 9 of 20

{
tui
k+1 = inf{t ∈ R| |Eui(t)| ≥ εui|τui(t)|+ pui}
tri
k+1 = inf{t ∈ R| |Eri(t)| ≥ εri|τri(t)|+ pri}

(35)

where Eui = hui − τui and Eri = hri − τri represent the measurement errors. εui, εri, σ, pui,
pri, pui and pri are positive, with pui

1−εui
< pui and pri

1−εri
< pri. tu,k and tr,k, k ∈ Z+ denote

the update times. The control laws in (34) are changed to hui(tui
k+1) and hri(tri

k+1), which

indicates that the control inputs do not change at the time intervals t ∈
[
tui
k , tui

k+1

)
and

t ∈
[
tri
k , tri

k+1

)
.

In this paper, an underactuated ASV formation controller based on finite-time the-
ory, a BLF and event triggering is proposed. The proposed control system avoids zero
behavior by adjusting the appropriate parameters, and the stability of the control system is
demonstrated. The following theory is proposed in this work.

Theorem 1. For ASV System (4), and under Assumption 1, consider the actual controller shown
in (33)–(35) with the virtual control laws in (24) and (25). If given Bei > 0, the initial conditions
satisfy Vi3(0) ≤ Bei/2. There exist design parameters εui, εri, pui, pri, pui, pri, ξui, ξri, kui, kri,
kdi, kai, Ldi, Lai, lui, lri, Lui, Lri, such that

.
Vi3(x) ≤ −κi1Vi3 − κi2V3/4

i3 + ε∗i and:

(1) All signals of the control system are finite-time stable, and satisfying the tracking error
constraint in (14) means that Inequality (12) also holds, which realizes collision avoidance
and communication distance maintenance.

(2) There are times t∗ui > 0, the lower bound of the trigger interval tui
k+1− tui

k is t∗ui, and tri
k+1− tri

k
is t∗ri, which means that there is no Zeno behavior in the proposed control system.

Proof. Define the following Lyapunov function:

Vi3 = Vi2 +
e2

ui
2

+
e2

ri
2

(36)

Its derivative along (30) and (31) is:

.
Vi3 = −kdi

(
Lvievi

Lvi−evi

)2
− Ldi

(
Lvievi

Lvi−evi

)3/2
−

e2
f ,ui
ξui
− 2euievisvi cos φi − e f ,ui Nui(·) + eui fi1 +

τuieui
mi,11

+
e f ,uieui

ξui

−kai

( Lφieφi
Lφi−eφi

)2
− Lai

( Lφieφi
Lφi−eφi

)3/2
−

e2
f ,ri
ξri
− 2erieφisφi − e f ,ri Nri(·) + eri fi3 +

mi,22τrieri
mi,33

+
e f ,rieri

ξri

(37)

From (35), in the intervals
[
tui
k , tui

k+1

)
and

[
tri
k , tri

k+1

)
, we have

{
hui(t) = (1 + χi1(t)εui)τui(t) + χi2(t)pui
hri(t) = (1 + χi1(t)εri)τri(t) + χi2(t)pri

(38)

where χi1(t) and χi2(t) are time-varying parameters, |χi1(t)| ≤ 1, and |χi2(t)| ≤ 1. There-
fore, the actual controller (34) can be rewritten as: τui =

hui(t)
1+χi1(t)εui

− χi2(t)pui
1+χi1(t)εui

τri =
hri(t)

1+χi1(t)εri
− χi2(t)pri

1+χi1(t)εri

(39)

Thus, substituting (39) into (37) yields:
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.
Vi3 = −kdi

(
Lvievi

Lvi−evi

)2
− Ldi

(
Lvievi

Lvi−evi

)3/2
−

e2
f ,ui
ξui
− 2euievisvi cos φi − e f ,ui Nui(·) + eui fi1 +

e f ,uieui
ξui

−kai

( Lφieφi
Lφi−eφi

)2
− Lai

( Lφieφi
Lφi−eφi

)3/2
−

e2
f ,ri
ξri
− 2erieφisφi − e f ,ri Nri(·) + e f ,ri fi3 +

e f ,rieri
ξri

+
mi,22eri

mi,33

(
hri(t)

1+χi1(t)εri
− χi2(t)pri

1+χi1(t)εri

)
+ eui

mi,11

(
hui(t)

1+χi1(t)εui
− χi2(t)pui

1+χi1(t)εui

) (40)

From Lemma 2, because a ∈ R and ε0 > 0, −atanh
(

a
ε0

)
≤ 0; we can obtain euihui ≤ 0

and erihri ≤ 0 from (33). For |χi1(t)| ≤ 1 and |χi2(t)| ≤ 1, satisfy:

euihui(t)
1+χi1(t)εui

≤ euihui(t)
1+εui

erihri(t)
1+χi1(t)εri

≤ erihri(t)
1+εri

− euiχi2(t)pui
1+χi1(t)εui

≤
∣∣∣ eui pui

1−εui

∣∣∣
− eriχi2(t)pri

1+χi1(t)εri
≤
∣∣∣ eri pri

1−εri

∣∣∣
(41)

According to Lemma 2, substituting (33) and (41) into (40) yields:

.
Vi3 = −kdi

(
Lvievi

Lvi−evi

)2
− Ldi

(
Lvievi

Lvi−evi

)3/2
−

e2
f ,ui

ξui
− kuie2

ui − luie
3/2
ui − Luie

3/2
f ,ui − |eui pui|+

∣∣∣ eui pui
1−εui

∣∣∣− e f ,ui Nui(·)

−kai

(
Lφieφi

Lφi−eφi

)2
− Lai

(
Lφieφi

Lφi−eφi

)3/2
−

e2
f ,ri

ξri
− krie2

ri − lrie
3/2
ri − Lrie

3/2
f ,ri − |eri pri|+

∣∣∣ eri pri
1−εri

∣∣∣− e f ,ri Nri(·) + 1.114σ
(42)

Consider the sets

Ωdi ,
{
‖ηi−1‖2 +

∥∥ .
ηi−1

∥∥2
+
∥∥ ..

ηi−1
∥∥2

+ ‖υi‖2 + ‖kvi‖2 +
∥∥∥ .

kvi

∥∥∥2
+
∥∥∥ ..

kvi

∥∥∥2
≤ Bdi

}
with Bdi > 0. Consider the sets Ωei ,

{
‖evi‖2 +

∥∥eφi
∥∥2

+‖eui‖2 +‖eri‖2 +
∥∥∥ef ,ui

∥∥∥2
+
∥∥∥ef ,ri

∥∥∥2
≤ Bei

}
with Bei > 0. Bdi and Bei are compact sets. From (27), all the error variables in the functions
Nui(·) and Nri(·) are bounded in the compact set Ωdi ×Ωei, and it follows that constants
N∗ui and N∗ri exist with |Nui(·)| ≤ N∗ui and |Nri(·)| ≤ N∗ri.

By completion of squares, the following inequalities hold:−e f ,ui Nui(·) ≤
e2

f ,ui
2 +

N∗ui
2

2

−e f ,ri Nri(·) ≤
e2

f ,ri
2 +

N∗ri
2

2

(43)

For pui
1−εui

< pui and pri
1−εri

< pri, substituting these and (43) into (42) yields:

.
Vi3 = −kdi

(
Lvievi

Lvi−evi

)2
− Ldi

(
Lvievi

Lvi−evi

)3/2
−
(

2−ξui
2ξui

)
e2

f ,ui − kuie2
ui − luie

3/2
ui − Luie

3/2
f ,ui +

N∗ui
2

2

−kai

( Lφieφi
Lφi−eφi

)2
− Lai

( Lφieφi
Lφi−eφi

)3/2
−
(

2−ξri
2ξri

)
e2

f ,ri − krie2
ri − lrie

3/2
ri − Lrie

3/2
f ,ri +

N∗ri
2

2 + 1.114σ
(44)

Thus, (44) becomes:
.

Vi3(x) ≤ −κi1Vi3 − κi2V3/4
i3 + ε∗i (45)

where
κi1 = min

{
kdi
2 ,

kφi
2 ,
(

2−ξui
ξui

)
,
(

2−ξri
ξri

)
, 2kui, 2kri

}
κi2 = min

{
2

3
4 Ldi, 2

3
4 Lai, 2

3
4 lui, 2

3
4 lri, 2

3
4 Lui, 2

3
4 Lri

}
ε∗i =

N∗ui
2

2 +
N∗ri

2

2 + 1.114σ

(46)
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Therefore, all signals of the control system can converge to a circular region

ΩLi = min
{

ε∗i
(1−H)κi1

,
(

ε∗i
(1−H)κi2

)4/3
}

near the origin in a practical finite time, according to

Lemma 1:

Ti ≤ max

{
4

κi1H
ln

(
κi1HV1/4(0) + κi2

κi2

)
,

4
κi1

ln

(
κi1V1/4(0) + κi2H

κi2H

)}
(47)

By choosing appropriate design parameters εui, εri, pui, pri, pui, pri, ξui, ξri, kui, kri, kdi, kai,

and Ldi, Lai, lui, lri, Lui, Lri, ΩLi values are limited to a region C∗i = min
{

ε∗i
(1−H)κi1

,
(

ε∗i
(1−H)κi2

)4/3
}

,

with:
1
2

(
Lvievi

Lvi − evi

)2
+

1
2

(
Lφieφi

Lφi − eφi

)2

+
e2

f ,ui

2
+

e2
f ,ri

2
+

e2
ui
2

+
e2

ri
2
≤ C∗i (48)

Thus:

1
2

(
Lvievi

Lvi − evi

)2
≤ C∗i ,−

√
2C∗i Lvi√

2C∗i + Lvi
≤ evi ≤

√
2C∗i Lvi√

2C∗i + Lvi
,−

Lvi
(√

2C∗i + Lvi
)√

2C∗i + Lvi
< evi <

Lvi
(√

2C∗i + Lvi
)√

2C∗i + Lvi
(49)

1
2

(
Lφieφi

Lφi − eφi

)2

≤ C∗i ,−
√

2C∗i Lφi√
2C∗i + Lφi

≤ eφi ≤
√

2C∗i Lφi√
2C∗i + Lφi

,−
Lφi
(√

2C∗i + Lφi
)√

2C∗i + Lφi
< eφi <

Lφi
(√

2C∗i + Lφi
)√

2C∗i + Lφi
(50)

From (48), (49) and (50), satisfy the following:

|evi| < Lvi,
∣∣eφi
∣∣ < Lφi,

∣∣∣e f ,ui

∣∣∣ < √2C∗i ,
∣∣∣e f ,ri

∣∣∣ < √2C∗i , |eui| <
√

2C∗i , |eri| <
√

2C∗i (51)

In summary, the errors evi, eφi, e f ,ui, e f ,ri, eui and eri are stable for a practical finite time,
and the follower tracks its leader to complete the specific formation in finite time.

Motivated by [34], if t∗ui > 0 and t∗ri > 0, the lower bound of the trigger interval
tui
k+1 − tui

k is t∗ui, and tri
k+1 − tri

k is t∗ri. Therefore, combining Eui(t) = hui(t) − τui(t),∀t ∈[
tui
k , tui

k+1

)
and Eri(t) = hri(t)− τri(t), ∀t ∈

[
tri
k , tri

k+1

)
, we obtain:

d
dt |Eui| = sign(Eui)

.
Eui ≤

∣∣∣ .
hui

∣∣∣
d
dt |Eri| = sign(Eri)

.
Eri ≤

∣∣∣ .
hri

∣∣∣ (52)

It can be seen from the above discussion that all signals are bounded, i.e., there is
γui > 0 and γri > 0; and

∣∣∣ .
hui

∣∣∣ ≤ γui and
∣∣∣ .
hri

∣∣∣ ≤ γri. In addition, Eui(t) = 0, Eri(t) = 0,

lim
t→tui

k+1

Eui(t) = εui|τui(t)|+ pui and lim
t→tri

k+1

Eri(t) = εri|τri(t)|+ pri; thus, t∗ui ≥
εui |τui(t)|+pui

γui

and t∗ri ≥
εri |τri(t)|+pri

γri
. Therefore, the proposed control system avoids Zeno behavior [35].

The proof is complete. �

4. Simulations

In this section, numerical simulations are conducted to verify the effectiveness and tracking
performance of the proposed relative threshold-based finite-time event-triggered control method.
The virtual leader’s trajectory is set to h0 = [100 sin(0.01t), 60(1− cos(0.01t))]T. The initial
states of the ASVs are chosen as η1(0) = [−5.1, 0,−0.02]T , η2(0) = [−9,−3, 0.01]T and
η3(0) = [−13.1,−6, 0.02]T . The parameters of the underactuated ASV dynamic model are
shown in Table 1 [31].
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Table 1. The model parameters of the underactuated ASV.

Parameter Value

mi,11 25.8000
mi,22 33.8000

mi,23 = mi,32 1.0115
mi,33 2.7600

Ci,13 = −Ci,31 −1.0115ri − 33.8000vi
Ci,23 = −Ci,32 25.8000ui

di,11 5.8664u2
i + 1.3274|ui|+ 0.7225

di,22 0.8050|ri|+ 36.2823|vi|+ 0.8612
di,23 0.8450|vi|+ 3.4500|ri| − 0.1079
di,32 −5.0437|vi| − 0.1300|ri| − 0.1025
di,33 0.7500|ri| − 0.0800|vi|+ 1.9000

The performance functions shown in (16) are chosen as Lvi(t) = (0.5− 0.06)exp(−0.1t) +
0.06 and Lφi(t) = (π

8 − 0.06)exp(−0.1t) + 0.06. The underactuated ASV formation distance
and angle constraint parameters are given by vi = 4.5m, vi = 5.5m, φ

1
= −π/8, φ1 = π/8,

φ
2
= φ

3
= π/8 and φ2 = φ3 = 3π/8. The desired tracking distance and angle are given by

vi,des = 5, φ1,des = 0 and φ2,des = π/4. Table 2 shows the design parameters.

Table 2. Control parameters.

Parameter Value Parameter Value Parameter Value

εui 0.10 kai 2 pui 0.05
εri 0.10 Ldi 1 pri 0.05
pui 0.06 Lai 1 ξui 0.01
pri 0.06 lui 5 ξri 0.01
kui 2.00 lri 7.00
kri 4.00 Lui 5.00
kdi 1.00 Lri 7.00

In Figure 3, each ASV tracks its leader while maintaining the desired distance between
a group of leaders and followers. The LOS range and angle error satisfy the prescribed
performance specification, realize the connectivity of formation control communication and
avoid collision, as shown in Figures 4 and 5. Figures 6–8 show the control input with the
event-triggering mechanism. In Figures 6–8, the control inputs of each ASV are continuous
and chattering-free. The control input of ASV1 based on time-triggered development is
continuously updated, as shown in Figure 9. The tracking performance of the time-triggered
control of ASV1 is shown in Figures 10 and 11. As shown in Figures 9–11, compared with
time-triggered control, the event-triggered control strategy has better control performance
and saves more communication resources. The triggering effect of the proposed event-
triggered strategy based on the relative threshold is shown in Table 3 and shows that the
proposed event-triggered strategy can save considerable communication bandwidth.

In addition, to verify the performance of the proposed control strategy, it is compared
with the tan-type Lyapunov function (TBLF) control strategy in [12]. From Figure 12,
compared with the TBLF strategy, this control method has a smaller tracking error and
faster convergence rate. The maximum steady-state error of the proposed control method
does not exceed 0.005, but the maximum of the TBLF strategy can reach approximately
0.02. As shown in Figures 13 and 14, when the control input is basically the same, the angle
tracking error of the control algorithm in this paper is less than that of TBLF method. In
summary, the control system designed in this paper has good control performance and
saves considerable communication resources.
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Table 3. Number of communication triggers and percentage of total communication time (total
sampled data: 60,000).

Variable Triggering Time Percentage

τu1 2665 4.44%
τr1 2110 3.52%
τu2 6272 10.45%
τr2 2134 3.56%
τu3 4158 6.93%
τr3 1857 3.09%

FET-τu1 2707 4.51%
FET-τr1 2445 4.07%
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Compared with the analysis of the fixed-threshold event-triggered strategy (FET) [26],
the event-triggered strategy based on the relative threshold proposed in this paper can greatly
reduce the communication resources used by the system. As shown in Figures 15 and 16, the
proposed event-triggered strategy based on the relative threshold has a faster response
speed and better tracking accuracy. As shown in Table 3, using the FET method, the
percentages of ASV1 communication triggers in the total communication time are changed
from 4.44% and 3.52% to 4.51% and 4.07%, respectively, which indicates that the proposed
strategy can save more communication resources than the FET method.
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5. Conclusions

In this paper, a finite-time event-triggered formation controller is proposed to solve the
problem of achieving underactuated ASV formation control with limited communication
resources and limited performance while maintaining communication efficiency and avoid-
ing collisions. By developing an improved BLF, prescribed transient tracking error and
steady-state performance are guaranteed, and the maintenance of communication distance
and collision avoidance between the ASV leader and the follower is realized. To reduce
the communication bandwidth, a relative threshold event-triggered strategy is proposed.
The results of stability analysis show that all signals of the control system are PFS. Finally,
the simulation results show that the proposed control method is effective and feasible.
Typically, actuator output limitations have a significant impact on ASVs, and when actuator
output saturation occurs, it may have some impact on the control accuracy of the control
system. Moreover, actuator faults resulting in insufficient actuator output may not only
affect the control system accuracy but also lead to control system paralysis. In practice, the
impact of the environmental load cannot be ignored in the navigation mission of ASVs.
Therefore, in future work, the environmental load, actuator output saturation and actuator
faults will be considered, and the proposed control method will be applied to practical
scenarios to further improve the experimental verification and optimize the control system.
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