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Abstract: Due to the advantages of simple construction, easy application and good environmental
suitability, handheld structured-light measurement systems have broad application prospects in
3D measurements. Here, a monocular-vision-guided line-structured-light measurement system is
developed, and the posture of the handheld device can be obtained via a specifically designed target
attached to it. No more marker points need to be adhered onto the object under inspection. The key
for the system calibration is to obtain the coordinate transformation matrix from the sensor to the
featured target coordinate system. The mathematical model of the system is first established. Then,
an improved multi-view calibration method is proposed, where a selection process for the image
pairs is conducted for accuracy improvement. With this method, the maximum relative error of the
measured stair heights can be reduced from 0.48% to 0.16%. The measurement results for the specific
parts further verified the effectiveness of the proposed system and the calibration method.

Keywords: three-dimensional measurement; line structured light; handheld scanning; improved
multi-view calibration

1. Introduction

Line-structured-light sensors (LSLSs) are based on the optical triangulation principle.
They generally consist of a camera, a laser line projector and a frame that connects them
together [1,2]. In the measurement process, a laser plane that emits from the laser line
projector intersects the surface under inspection and a perturbed stripe that carries the
profile information can be captured by the camera [3,4]. Since the relative position between
the laser plane and the camera is fixed, the point coordinates on the intersection profile can
be calculated through the pre-calibrated sensor parameters [5].

To achieve the measurement of three-dimensional (3D) surfaces, the LSLS needs to
be integrated with other motion coordinates [6–8]. According to different measurement
requirements, the type and number of motion coordinates are varied. The sensor can be
integrated with a linear stage [9], a rotational table [10], a combination of linear and rotation
motion stages [7], robotic arms [8,9] and an articulated arm measurement system for
portable measurement applications [11–13]. However, the measurement range is limited by
the motion range or the structural size of the mechanical systems. The integrity is affected
by the degree of motional freedoms. Measurement accuracy also highly depends on the
motion accuracy of the mechanical devices.

Compared with the motional-axes-based line-structured-light measurement systems
(LSLMS), the handheld measuring devices are more flexible. The objects can be scanned
from different viewpoints to ensure measurement integrity [14–16], although the accuracy
of the result highly relies on the data fusion techniques and has the problem of unsmooth
edges [17,18]. Data fusion via marker points can lead to a higher accuracy and has been
widely adopted by the commercial handheld scanners [19]. Users need to adhere a sufficient
number of highly reflective marker points onto the object; this is inconvenient. Another
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choice is to obtain the posture of the handheld device by use of an inertial measurement
unit (IMU) [20,21]. The posture and the acceleration data from the IMU are greatly affected
by external forces, vibrations and environments. It is difficult to achieve a high-precision
measurement result with commercial IMU components.

Ayaz et al. [22] studied a 3D handheld scanning system based on visual–inertial navi-
gation and structured light. This system had a limited scanning range and could only use
block-matching algorithms for 3D reconstruction, resulting in low accuracy. Additionally,
the introduction of inertial sensors reduced the scanning efficiency. Wang et al. [23] pro-
posed a handheld laser scanning system for the on-site measurement of large objects. To
collect the data points near the edges and highly curved areas of the object, it was required
to paste density markers onto the object. Peng et al. [24] introduced a mechanical structure
for an LSLS and a portable box volume measurement system based on deep learning. How-
ever, it needed strict calibration requirements and exhibited significant uncertainty when
measuring the different surfaces of a box. These handheld devices require the attachment
of markers onto objects for point cloud stitching. However, pasting marker points onto the
object is inconvenient and sometimes not allowed. Here, a handheld LSLMS based on a
non-planar feature target is presented to make the measurement task more convenient.

System calibration of the handheld measurement system can be summarized as a hand–
eye problem. Currently, this problem can be solved based on the quaternion algebra [25],
the Euclidean group [26], the dual quaternion [27], the Kroenke product [28,29], etc. Besides
these, Cao et al. [30] combined neural networks with robot joint angles to compensate for
non-geometric errors. Guo et al. [31] optimized the hand–eye relationship through the least
squares method and the particle swarm optimization algorithm. Pachtrachai et al. [32]
optimized the hand–eye matrix by the rotation translation matrix obtained by alternating
iteration. These calibration methods are based on the fact that the initial position and pose
have small deviations from the ideal value. Moreover, the original hand–eye data for the
optimization process show a significant impact on the final calibration results. The method
of how to reject unfavorite data still needs to be analyzed.

In this paper, a high-precision calibration method for handheld LSLMS is proposed
by use of multi-view image pairs. Large noise images are eliminated through the data
selection. The method improves the calibration accuracy of the coordinate transformation
relationship between the sensor and the featured target coordinate system, leading to a
better measurement result.

2. Mathematical Model

The proposed monocular-vision-guided LSLMS is shown in Figure 1. This system
consists of a laser line projector, two cameras and a featured target. The laser line projector
and one camera are fixed onto a handheld device, constituting an LSLS. With this sensor,
an arbitrary intersection profile between the laser plane and the object under inspection
can be obtained within the sensor coordinate frame FS. The other camera is fixed in the
world coordinate frame FW and captures the image of the featured target attached to the
handheld device. FC and FT denote the fixed camera coordinate frame and the featured
target coordinate frame, respectively. The posture of the handheld device can be computed
in a real-time manner. By transforming the obtained profiles from FS to FT and then to
FC, we can obtain a series of intersection profiles on the object surface.

Assuming Ps = (Xs, Ys, Zs, 1)T is a point on the intersection profile with the sensor
coordinate values, Pw = (Xw, Yw, Zw, 1)T is its corresponding coordinates within FW, then

PW = HW
C HC

THT
s Ps (1)

where HT
S , HC

T and HW
C represent the coordinate transformation matrix and are denoted

in Figure 1. HC
T can be computed in real time when the intrinsic parameters of the fixed

camera and the dot interval distances on the feature target are known. HW
C only affects

the relative position of the measurement results and has no influence on the geometrical
accuracy. Thus, the key issue for system calibration is to obtain the value of HT

S .
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Figure 1. Illustration of the measurement system.

3. Calibration Method
3.1. Common Field-of-View Calibration Method

The common field-of-view calibration method (CFVCM) is shown in Figure 2. A
chessboard target TB is placed within the overlapped visual field of two cameras. The
featured target on the handheld device is also located in the visual field of the fixed camera.
Then, the transformation matrix from the sensor camera to the featured target can be
expressed by

HT
S =

(
HC

T

)−1
HC

B

(
HS

B

)−1
(2)

where HC
B and HS

B are the coordinate transformation matrices from the chessboard target
to the sensor and the fixed camera, respectively. Both of them can be calculated via the
intrinsic parameters and the known target parameters.Sensors 2023, 23, x FOR PEER REVIEW 4 of 14 
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Figure 2. Common field-of-view calibration method.

With this calibration method, a plane with a size of 60 × 60 mm is scanned, and the
measurement point cloud is shown in Figure 3. The result is totally different from what we
expected. Although all the intersection profiles are straight lines, they align in a disordered
manner. The edge of the plane should also be a straight line. Now, it becomes an irregular
space curve.
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Figure 3. Measurement result for a plane with the CFVCM.

This failure result is most probably introduced by an inaccurate calibration result for
HT

S , which occurred for the following reasons. To achieve this calibration, both the planar
target and the featured target should be located within the visual field of the fixed camera.
The calibration target TB should also have a reasonable distance from the sensor camera to
ensure image quality. Therefore, a significant difference exists between the planar and the
featured target in the optical axis direction of the fixed camera. Additionally, this direction
is also the error sensitive direction for the extrinsic parameter computation of HC

B and
HS

B. This is why the calibration results of HT
S cannot meet the accuracy requirements of

the system.

3.2. Improved Multi-View Calibration Method

To improve the calibration accuracy of HT
S , an improved multi-view calibration

method (MVCM) is proposed, as shown in Figure 4. For easy illustration, HT
S is rep-

resented by X. (n)HC
T stands for the posture of the featured target at the nth view of the

handheld device; (n)HB
S is the posture of the handheld camera that is computed via the

chessboard underneath.
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As the relative position between the chessboard and the fixed camera is unchanged, an
arbitrary point on the chessboard has a constant coordinate value in the coordinate frame of
FC. Its coordinate value is irrelevant to the posture of the handheld device. The following
equation can be achieved for two arbitrarily chosen positions of the handheld device:

(i)HC
TX(i)HS

B = (j)HC
TX(j)HS

B (3)

where X is the coordinate transformation matrix to be solved. From Equation (3), it can
be seen that the essence of this problem is a hand–eye calibration problem in the robotic
research area. The difference is the posture of the handheld device is computed by using



Sensors 2023, 23, 6469 5 of 13

the featured target attached to it, not the coordinate values of the robotic joints. Here, the
coordinate transformation matrix X is calculated by the classical method brought by Park
and Martin [26]. Then, a calibration strategy is brought out to identify and reject some
image pairs that may deteriorate the accuracy of the calibration results. The procedures are
illustrated in Figure 5.
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For each position of the handheld device, two images need to be captured. One is the
featured target image for posture computation of the handheld device. The other is the
chessboard image that can be used to obtain HB

S . These two images can be called an image
pair. Assuming that the number of image pairs is n, m is the number that is chosen for
the calibration with the least squares criterion [31]. Cm

n combinations can be found. Each
combination corresponds to one calibrated result denoted by Xk. A virtual testing point
method is brought out to detect the unfavorite image pairs. The measurement process is
to obtain the measurement value in the world coordinate system with the transformation
relationship shown by Equation (1). The calibration error of the matrix Xk would make the
translated point in the world coordinate system not be overlapped. The distances between
the translated points are used to detect the unfavorite image pairs.

The selected image pairs are obtained by counting the number of the occurrence results
that are within the threshold value. A more accurate calibration result of X can be achieved
by a recalculation process using the selected image pairs. Assuming Pi

F is the ith point in
FC that is calculated by use of Xi, the relative distances between this point and the rest of
the points are denoted by Di = {d(i,1), d(i,2), . . . , d(i,k), . . . , d(i,b)}, b = Cn

m− 1. The interclass
variance of d(i,k) within the data set of Di can be calculated by

σ2
i (d(i,k)) = ωi

0

(
µi

0 − µi
T

)2
+ ωi

1

(
µi

1 − µi
T

)2
(4)

where wi
0 = l/(b − 1), l is the number of the elements that are smaller than d(i,k) in the data

set of Di, wi
1 = 1 − wi

0 denotes the proportion of other distance values, µ0 is the average
value that is smaller than d(i,k), µ1 is the average value of the elements that are larger or
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equal to d(i,k) and µT is the average value of all the elements of Di. When σ2
i (d(i,k)) achieves

its maximum value, its corresponding value of ϕ(i) is the optimal threshold value for the
data set Di.

f
(

ϕ(i)

)
= f

(
max

1≤k≤b

{
σ2

i

(
d(i,k)

)})
(5)

Similarly, we can obtain a distance data set for an arbitrary point within the fixed
camera coordinate system. Then, its corresponding optimal threshold value can be achieved
using Equations (4) and (5). The optimal threshold values for different points can generate a
new data set and are denoted by Ψi = {ϕ(1), ϕ(2), . . . , ϕ(i)}, i = 1,2, . . . , Cm

n . By computing the
interclass variance of each value within the data set Ψi, we can also find a maximum value.
Its corresponding value of ϕ(i) is the final threshold value for the distance segmentation.

f
(
Tg
)
= f

(
max

1≤i≤Cm
n

{
σ2

i

(
ϕ(i)

)})
(6)

After that, each value of d(i,k) can be compared with Tg, and the ones that are larger
than Tg are deleted. We can count the image sequences corresponding to the selected
distance values. The image pairs that have the lowest frequencies would be deleted. This
process would be repeated until the optimal image sequences have been found. The rest
image pairs are used to recalculated X using the hand–eye calibration method. The detailed
system description and calibration procedures are as follows.

4. Calibration Procedures
4.1. Setup of the Measurement System

The hardware of the handheld LSLMS is illustrated in Figure 6. In order to ensure the
synchronization of the images taken by the handheld structured-light sensor camera and the
vision guiding camera, global exposure cameras (Shenzhen Mindvision, MV-SUA134GM-T,
Shenzhen, China) with an external trigger function were selected. The wavelength range of
the sensitive spectrum of the camera’s CMOS detector was 400 nm to 950 nm, covering the
spectral content of the feature target and laser. The cameras had 1280 × 1024 pixels with an
image acquisition frequency of 211 fps, which could meet the requirements of the handheld
scanning situations. The wavelength of the laser was 632.8 nm (Guangdong Shengzuan
Lasers Co., Ltd., Shenzhen, China), and the minimum stripe width could reach 0.3 mm at a
projection distance of 300 mm.
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The featured target on the handheld device is also important to ensure measurement
accuracy. The composition and key parameters of the target are shown in Figure 7. The
light spot of the target was asymmetrically arranged to facilitate the sorting of spots.
Independent infrared LEDs illuminated each spot with a wavelength of 850 nm. One side
of the mask was coated with a light scattering layer, and the other side was processed with
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a circular hole corresponding to the lamp position to ensure the clarity of the feature points.
The lamp holder was fabricated using a 3D printing technique. The position accuracy of
the dots could not fulfill the measurement requirements. Therefore, a binocular method
was used to recalibrate the relative distances between the feature points. The calibrated
results were used for the computation of the extrinsic parameters.
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4.2. Calibration Procedures

Calibration of the measurement system mainly included three steps. The first step
was to calibrate the internal parameters of two cameras using Zhang’s method [33]. The
next step was the sensor calibration where the equation of the laser plane needs to be
computed in the handheld camera coordinate system [2]. The final step was to calibrate the
transformation matrix between the featured target coordinate system and the handheld
camera coordinate system. The camera and the sensor calibration methods are relatively
mature. Here, we focus on the final step. To achieve the calibration, 15 chessboard and
corresponding feature target images were taken at different postures of the handheld device.
During this process, the laser line projector was turned off to ensure the image quality of
the chessboard. Then, the calibration was completed using the method in Section 3.2.

Figure 8a,b represent the relative distances of the distribution point cloud after trans-
formation. Figure 8c represents the distribution of point clouds before and after selection.
Figure 8d represents the frequency of specific image pairs that are used for the computation
of selected points. These points are within the threshold value of Tg. The image pair that
has the least frequency is rejected for this iteration.

Table 1 shows the change in the proportion of large noise points (Pn) within the data
set of Di in the selection process of image pairs. For each iteration, one image pair would
be deleted. Meanwhile, Pn is also computed by comparing the number of points from
Tg and the total number. It can be seen from this table that Pn first decreases and then
increases. The reason is that as the images with large errors are eliminated, the amount
of data deviating from the threshold in the current data set becomes smaller and smaller.
When the image pairs that may introduce significant calibration errors are eliminated, the
rest of the image pairs meet the pre-set threshold and are at the same numerical level. When
the new threshold is computed, the proportion of large noise points from the new threshold
in the remaining data will gradually increase. Therefore, when the iteration number is
three, the calibration can reach the optimal result.

Table 1. Proportion of large noise points in the selection.

Iteration Number 1 2 3 4 5 6

Pn 0.0905 0.0745 0.0633 0.1109 0.1227 0.1850
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Figure 8. Selection of image pairs. (a,b) Relative distance of the distribution point cloud after
transformation. (c) Point clouds before and after selection. (d) Image sequence.

The value of HT
S can be obtained before and after the image selection process. For easy

comparison, the rotation angles and the translation vectors are computed and are shown
in Table 2. It can be seen that the image selection process has a significant impact on the
calibration results. The value of tz has a variation of even more than 1 mm. The effect of
the calibration matrix on the measurement accuracy can be found in Section 5.2.

Table 2. Parameters of the calibrated matrix before and after image selection.

α (◦) β (◦) γ (◦) tx (mm) ty (mm) tz (mm)

Before 0.3271 −0.0284 0.0149 68.1483 74.3070 −115.7414
After 0.3266 −0.0288 0.0131 68.8641 73.4806 −117.1400

5. Measurement Results and Discussions
5.1. Measurement of Typical Parts and Accuracy Evaluation

The plane has already been measured using the system that is calibrated by use of the
CFVCM. It is a failure result, as shown in Figure 3. After calibration with the improved
MVCM, the same plane is rescanned using the handheld LSLMS. The point cloud and the
fitted plane are shown in Figure 9a. Nearly all of the points are located on the fitted plane
and the edge of the point cloud now becomes straight. Some points are located under the
fitted plane due to the least squares fitting criterion and cannot be seen. This is why some
holes existed in the measurement result. When the tilt is removed, the residual surface
can be seen, as shown in Figure 9b. The evaluation parameters of the measurement results
can be obtained with a maximum deviation of 0.0523 mm. The absolute mean value is just
0.0285 mm, denoting a high measurement accuracy for the calibration method.

To further validate the effectiveness of the measurement system, a part with precisely
milled stairs was measured, as shown in Figure 10a. The diffused laser stripe from the stairs
can be seen clearly. This stripe is thin and bright, which ensures the accuracy of the results.
Figure 10b is the measured point cloud and the height of each stair has been denoted by
H1, H2 and H3. The fitted plane of the top stair is the reference for height computation.
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To make the result more reasonable, the edge points of each stair have been re-
moved. The height values are the mean distance between the points on the stair and
the planar fitting. The height of the stairs obtained by the coordinate measuring machine
(Hexagon Golbal 7107, Qingdao, China) is considered as the standard value, and they are
H1 = 24.0039 mm, H2 = 18.0027 mm and H3 = 10.0021 mm. The measurement results from
the use of the MVCM and the improved MVCM were compared. With each method, the
stairs are scanned five times. The measurement errors, the absolute mean error (AME) and
the relative error (RE) are shown in Tables 3 and 4.

Table 3. Measurement results using MVCM (mm).

No. 1 2 3 4 5 AME RE

H1 −0.0564 0.0330 −0.0921 0.1244 0.1407 0.0893 0.37%
H2 −0.0418 0.0684 −0.0645 0.0554 0.0868 0.0634 0.35%
H3 −0.0656 0.0734 −0.0354 0.0289 0.0372 0.0479 0.48%

Table 4. Measurement results using improved MVCM (mm).

No. 1 2 3 4 5 AME RE

H1 0.0030 −0.0139 −0.0339 −0.0196 −0.0223 0.0185 0.08%
H2 −0.0188 −0.0353 −0.0305 −0.0069 −0.0302 0.0243 0.13%
H3 −0.0080 −0.0034 −0.0320 −0.0039 −0.0319 0.0158 0.16%

The maximum relative error of the measured stairs with the handheld structured-light
equipment calibrated using MVCM is 0.48%. With the improved method, the maximum
relative error is reduced to 0.16%.
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Besides the plane and the stairs, we also milled a more complex surface on a precision
machine, as shown in Figure 11a. It is a saddle surface with an equation in the workpiece
coordinate system of:

zw =
(xw − 42.5)2

200
− (yw − 27.5)2

200
−8 (7)

where xw, yw and zw are the 3D coordinate values of the surface points. The range of values
for xw and yw are 0–85 mm and 0–55 mm, respectively. A character is engraved in the
surface with a programming depth of 1 mm. After machining, the handheld scanning
device was used to obtain the point cloud data of the surface, and the reconstructed result
is shown in Figure 11b. The reference surface is adopted for the coordinate alignment
between the measurement system and the workpiece system.
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Three cross-sectional profiles, L1, L2 and L3, are selected along the xg direction on the
measured surface for analysis. According to Equation (7), the profiles of the saddle surface
in these three sections are all quadratic curves. Therefore, the least squares method was
employed to fit the data of these profile sections. The average distance between the data
points on the milled character profile and the corresponding fitted curve was calculated as
the measurement value of the milling depth, as shown in Figure 11c.

The depth of the character was also measured using the coordinate measuring machine,
with the measurement points distributed on the surface and the bottom of the character.
Equation (7) was used to fit the measurement data of the saddle surface, and the average
distance between the detection points of the character section and the fitted surface was
calculated as 1.0044 mm. This deviation from the programmed milling depth is 4.4 µm,
which can be used as a reference value for the measurement results. By comparison, the
deviations of the character depth from the reference values in the three cross-sections were
0.0402 mm, 0.0373 mm and 0.0370 mm, respectively.

From the experiments, it can be seen that the handheld scanning device has maximum
errors of 0.0285 mm, 0.0243 mm and 0.0402 mm when measuring planes, stepped surfaces
and complex curved surfaces, respectively. The measurement error is within 0.0500 mm. In
comparison, Creaform’s handheld scanning system demonstrates a measurement accuracy
ranging from 0.0250 mm to 0.0500 mm [34]. It should be noted that their measurement
systems require binocular guidance (MetraSCAN 3D) or the use of marker points (the series
of HandySCAN 3D). Our measurement system, on the other hand, achieves comparable
accuracy through only monocular guidance and can be easily used without marker points.
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This indicates that the proposed calibration method enhances the accuracy significantly for
monocular measurement systems.

5.2. Measurement of Parts with Complex Surfaces

The aim of the measurement system is to obtain 3D geometrical information of the
parts for quality inspection and reverse engineering. Therefore, a mouse, a natural shell,
a plastic enclosure and a welded part were scanned, as shown in Figure 12a,c,e,g. With
the proposed scanning system, these parts can be scanned from different angles. This
makes the system more flexible and leads to a more integrated result. The measured point
cloud is processed with the Delaunay triangulation method. Figure 12b,d,f,h show the
triangulated surfaces.
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Figure 12. Measurement of typical parts. (a) The mouse, (c) the natural shell, (e) plastic enclosure
and (g) the welded part; (b,d,f,h) are the reconstructed surfaces.

Figure 12b presents the contour of the mouse and accurately depicts the details of
the scroll wheel; Figure 12d clearly displays the texture of the seashell surface; Figure 12f
demonstrates the measurement results of the toy car’s enclosure and accurately represents
the concave and convex features; Figure 12h shows the reconstructed surface of the welded
part, revealing welding discontinuity and providing the three-dimensional point cloud
information of the weld slag. Therefore, this handheld scanning system shows potential for
defect detection in mechanical manufacturing. The aforementioned scanning reconstruction
results further validate the effectiveness of the handheld scanning device in capturing the
3D geometric information of complex surfaces.
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6. Conclusions

A handheld LSLMS was developed for the 3D geometrical measurement of complex
parts. This system is guided by monocular vision and can be applied without linear slides
or rotation tables. It consists of a movable structured-light sensor and a pose measure-
ment camera. High-precision calibration of the coordinate transformation matrix from
the movable line-structured-light sensor to the handheld target coordinate system is the
prerequisite for measurement. To achieve this goal, an improved MVCM is proposed
together with a selection procedure for image pairs. The accuracy of the transformation
matrix from the sensor to the feature target on the handheld device is improved. With this
method, the maximum relative error of the measured stair heights can be reduced from
0.48% to 0.16%. The maximum measurement error for the saddle surface is 0.0402 mm.
The proposed measurement system does not need to have pasted markers on the objects
during scanning, thereby avoiding the errors and time consumption associated with point
cloud stitching. Additionally, monocular guidance has lower usage requirements and cost,
making it applicable for quality inspection and reverse engineering. The next step is to
develop a real-time display and result evaluation module for in situ measurement.
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