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Abstract: Various methods of spatial redundancy can be used in local networks based on the Space-
Fibre standard for fault mitigation of network hardware and physical communication channels.
Usually, a network developer chooses the method of spatial redundancy according to the number of
failures that have to be mitigated, the time required for restoring the normal operation of the network,
required overheads and hardware costs. The use of different spatial redundancy mechanisms can
cause changes in the structure of the links between network nodes, in case of failure and subsequent
mitigation. In turn, this may cause changes in the broadcast transmission paths and the temporal
characteristics of their delivery from the source to the receivers. This article focuses on the change
in the propagation time of broadcasts in SpaceFibre networks with spatial redundancy. Broadcast
propagation rules significantly differ from data-packet propagation rules. Broadcast distribution
time is very important for many applications, because broadcasts are generally used to send urgent
messages, in particular for time synchronization. Various formal methods have been used to evaluate
the propagation characteristics of the broadcast. A method for estimating broadcast propagation
time along the shortest routes is proposed. In addition, we provide a formal method to estimate the
number of failures, which occurred in the network during the broadcast propagation. This method is
based on timed Petri nets; one of its features is the ability to calculate broadcast transmission delays.
In addition, as an alternative solution, we propose a method for estimating delays based on time
automata theory.

Keywords: SpaceFibre; broadcast; fault mitigation; FDIR; Petri nets; timed automata

1. Introduction

Most local area networks (LANs) require mechanisms to mitigate failures and faults.
The SpaceFibre standard [1] specifies methods for fault detection, isolation and recovery,
but does not specify particular mechanisms for fault mitigation and methods of spatial
redundancy. Currently, LANs use various methods of spatial redundancy. They differ in
connection schemes for redundant components (components can be in hot or cold redun-
dancy) and in the rules for building of a linked graph of the network (network structure).

Each type of spatial redundancy has different achievable network characteristics, such
as the amount of additional equipment used, additional power consumption, normal oper-
ation recovery time and network tolerance characteristics. None of the existing methods
is suitable for any type of network. Developers choose the most appropriate method
according to the system tasks and the acceptable overhead costs.

The choice of the most suitable spatial redundancy method is based on the transmission
characteristics and distribution rules of various types of data under conditions of different
kinds of failure. Note that the broadcast propagation rules are significantly different from
the rules used for data packets. There are a large number of publications in which data
packet propagation time for SpaceFibre networks with fault mitigation was estimated.
Such evaluations have not been made before for broadcasts. In particular, the transmission
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characteristics of broadcast messages can be very important for many applications, since
they are used to transmit highly important information. In this article, we evaluate the
dependence of the broadcast propagation time from the chosen spatial redundancy scheme
under network failure conditions. As a result, the effect of the used spatial redundancy
method on their propagation time will be different than for data packets.

A new method based on the formal technique of Petri nets is proposed to estimate the
mitigation of the number of faults during broadcast transmission. Using this method, it is
possible to convert the broadcast propagation through the SpaceFibre network into a timed
Petri net. By analyzing the reachability of the resulting Petri net, it is possible to evaluate
the effectiveness of the chosen redundancy method and the number of failures that the
network can mitigate. In addition, the time component of the Petri net, embedded in the
method, allows calculating the delay of broadcast transmission to various network nodes.

To verify and analyze the characteristics of broadcast transmission in SpaceFibre
networks, taking into account the dynamics of failures and faults, the formal technique
of timed automata is used. This technique was developed for verification and analysis of
the characteristics of systems with real-time requirements [2–4]. Special variables (timers
or clocks) are used to add the notion of time to formal models [5,6]. Timed automata
could also include variables of other types. For example, these variables can be used to
count events [7–10]. Timed automata use a special additional list of parameters which are
represented in detail in [8,9,11,12]. To study complex systems, networks of timed automata
can be built [13–16]. Interaction between automata is carried out through channels or
through the use of common variables [7,8,15,16]. Events (signals) can be transmitted
through channels. Each channel has one source and can have one or more receivers.
Channels can be implemented as synchronous or asynchronous. In the first case, the
transition that puts the event into the channel fires only if the transition that reads the event
from the channel can (and does) fire. Such transitions can be used to synchronize individual
timed automata in the network. If the transition is asynchronous, the reading of the event
from the channel can be delayed in relation to the moment when the event is written to the
channel [15–18]. In this paper, we propose an approach based on the networks built upon
the timed automata to dynamically analyze broadcast transmission characteristics.

2. Broadcast Message Propagation Rules for SpaceFibre Networks

A broadcast message is transmitted in the SpaceFibre network from one source to all
network nodes (routers and terminal nodes). A particular network node can process or
discard a broadcast depending on its type (receive only specific types of broadcasts). A
broadcast propagation mechanism prevents the message looping in the networks, whose
structure contains link cycles. This mechanism is based on the use of a dynamically
generated broadcast distribution tree. The following actions are performed in routers upon
receiving of the next broadcast. If such a broadcast is received in the router for the first time
since the start of operation, then it is sent to all ports of the router, except the one which it
came from. The number of the port from which the broadcast was received should be saved,
and then a timeout timer should be started. The timeout duration has to be longer than
the broadcast propagation time over the longest cycle in the network. If a broadcast of this
type has already arrived at the router, it is checked which port it previously came from. If
the broadcast came from the same port, it should be sent further. Otherwise, the expiration
of the timeout should be checked. If the timeout has not expired, then the broadcast is
identified as duplicate and discarded. If the timeout has expired, the broadcast, which is
propagated through the network in a different way, is considered to be a new one, because
the network configuration has changed. This could happen because of a network fault.
The result of the operation is building of a broadcast propagation tree. This tree can be
dynamically rebuilt if the network fails. Broadcast propagation time to various network
nodes may change when rebuilding the tree.
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If the source sends a broadcast of the same type with the same channel ID more often
than the timeout duration, then the broadcast might be lost during the rebuilding of the
propagation tree (not delivered to some network nodes).

3. Evaluation of Broadcast Propagation Time in SpaceFibre Networks

The maximum broadcast transmission time from the source node to different devices
in SpaceFibre networks is different and depends on the length of the broadcast trans-
mission route. In this article, we use the Lee algorithm to calculate the lengths of the
shortest routes [19,20].

In addition, the maximum broadcast transmission time depends on the processing
time in transit switches located on the route and the receiving device, on the transit input
and output port delays of all devices on the route, and on the broadcast transit time through
physical channels. These parameters are already known at the network design stage.

Since the paths of broadcast can change due to the dynamic change of the broadcast
distribution tree, the maximum broadcast transmission time can also be changed.

Article [21] provides an equation and formal scheme for evaluation of the broadcast
distribution time via a router. However, this calculation scheme is focused on several
specific devices implemented in the FPGA, which are discussed in that article. We offer
a generalized calculation scheme, focused on a wider class of devices. In this scheme,
delays are divided into the following main groups: delays in the input port, delays in
the output port, delays at the network level, and delays in the communication channel
between neighboring devices. The values of these delays can be determined based on the
analysis of the RTL (Register Transfer Level) models (written in VHDL or Verilog), which
are clock-accurate models of real circuits. These values depend on the specifics of the device
implementation, such as:

− sizes of elastic buffers,
− width of the broadcast transmission channels inside the devices (between sepa-

rate units),
− periods of clocks,
− number of cycles spent on performing various actions,
− service buffers and registers (which may be required to eliminate long communication

lines between individual units) and other specific components determined by the
implementation technology and the technology libraries used.

During the analysis of the RTL model, it is necessary to determine the areas in which
delays are strictly deterministic (depending only on the period of the corresponding clock
signal) and areas in which delays can be changed.

The reasons for the variability (the sources of the variability) are determined for areas
where delays may fluctuate. The main reasons include a non-deterministic phase shift
between clocks, a discrepancy in the clock periods and competition for resources (for
example, waiting for the previous symbol to be sent). Note that additional reasons may
exist for particular implementations.

If several variations are found, it is necessary to determine how they contribute to the
transmission time increasing in relation to each other. In some cases, they can “extinguish”
each other. This happens, for example, if they wait for two different events overlapping
in time (completely or partially). In other cases, they may summarize. This happens, for
example, when data objects of different types can compete at the input to the buffer, and
the write and read clocks for the buffer can be shifted arbitrarily. In some cases, delays can
be multiplied. This can happen, for example, if the data object consists of several atomic
elements. For each atomic element, there is a resource contention phase and transmission
through the time domain phase (clocks may be out of phase and not coincide in period), and
the resource contention phase cannot coincide in time with the write phase for the previous
atomic element. Further, according to these factors, the maximum data transmission time
is evaluated.
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The maximum broadcast transmission time for a device is calculated by the follow-
ing equation:

λtmax =
N−1

∑
j=1

(λport_outj) +
N

∑
j=2

(λport_inj) +
N

∑
j=2

(λnj) +
N−1

∑
j=1

(λphyj) (1)

where:

• N is the number of devices on the broadcast transmission route, including the source
node and the destination node;

• λport_outj is the delay in the broadcast passing through the output port of device j;
• λport_inj is the delay in the broadcast passing through the input port of device j;
• λnj is the broadcast processing time in device j;
• λphyj is a channel connecting device j with device j + 1.

All devices on the route are numbered from 1 (source node) to N (destination node) to
simplify the equation.

The Figure 1 shows an example of a route through five devices. For this route, the
maximum broadcast transmission time will be calculated using the following equation:

λtmax =
4

∑
j=1

(λport_outj) +
5

∑
j=2

(λport_inj) +
5

∑
j=2

(λnj) +
4

∑
j=1

(λphyj) (2)
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Figure 1. Example of a broadcast route. 
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4. Estimation of Broadcast Propagation Time Change
4.1. Considered Methods of Spatial Redundancy

The most widely used in LANs methods of spatial redundancy are represented in
this section [22,23].

The first method uses K + 1 identical networks (in case of mitigation of K faults). These
networks are not interconnected, but each terminal node is connected to all networks. In
particular, this approach is used within the framework of the AFDX standard [24–26].

The second method uses a single network which includes both the main and redundant
routers. In some cases, each router has its role—main or redundant; in other cases, there is
no division. For this method, the rules for adding redundant routers, the number of added
routers, and redundant and main router linking rules can significantly vary. One of the
most popular implementations of this method is making K + 1 identical networks (like in
first method), but there are “cross” links between routers from different networks [22,23].

Both of the above spatial redundancy methods can be applied to SpaceFibre networks.

4.2. Fault Mitigation by Using Identical Networks

There are K + 1 completely identical, not interconnected, SpaceFibre networks. A
separate broadcast distribution tree is built in each of these networks. Broadcast distribution
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trees may not be identical. This happens when there are multiple broadcast paths in the
network with relatively equal characteristics. The broadcast maximum transmission time
to any i terminal node over all K + 1 trees is also relatively equal.

If one of the networks fails, it will rebuild the broadcast propagation tree for that
network, but it will not affect the broadcast propagation trees for other networks. As a
result, if at most K failures occur, then at least one broadcast propagation tree will remain
unchanged. Thus, the maximum transmission time of the broadcast will not change.
Also, it will not change for those broadcasts that were transmitted directly during the
network failure.

4.2.1. Identical Networks for Networks with Tree Topology

The Figure 2 shows an example of this spatial redundancy method. The example uses
two identical networks with a tree topology. The terminal nodes of these networks are
connected to both networks. Such a structure allows mitigating one fault.
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Let us consider an example of fault mitigation using this spatial redundancy method
for the network shown in Figure 2. It shows two broadcast propagation routes from the
broadcast packet source N1 to the node N19. The first route passes through Network 1
(routers R3, R6 and R11), and the second one passes through Network 2 (routers R4, R8
and R15). Both routes are four hops long. When the network operation is correct, node
N19 receives two identical broadcast packets from source N1. In the example shown in
Figure 2, router R6 failed. Broadcast is transmitted along two routes, but node N19 receives
the broadcast only once.
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In this example, the failure of router R6 makes the transmission of broadcasts along
routes passing through routers R11 and R12 and connected to router R6 impossible. How-
ever, using identical networks allows sending broadcasts over alternative routes of the
same length as the original ones. Moreover, despite a router failure, all terminal nodes will
receive at least one broadcast.

The Figure 3 shows a histogram with estimation of the maximum broadcast transmis-
sion time from the source node N1 to all devices in the network. This histogram shows that
routers R6, R11 and R12 did not receive a broadcast, and nodes N19, N20, N23 and N24
connected to them received only one broadcast. The remaining terminal nodes will receive
two broadcasts, and the broadcast maximum transmission time for both routes is the same.
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with a failure of router R6. 
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Figure 3. Broadcast maximum transmission time in a network without failures and in a network with
a failure of router R6.

In the current example, the maximum route length is four hops: from the broad-
cast source node N1 to nodes N17–N24. As the number of devices in the network in-
creases/decreases, the maximum route length can also increase/decrease. The histogram in
Figure 4 shows a broadcast maximum transmission time over networks with a tree topology
with different route lengths. This histogram shows that the maximum transmission time
for routes of the same length in all networks is the same. The maximum transmission time
increases linearly with the maximum route length.
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Figure 4. Broadcast maximum transmission time in networks with a tree topology with different
route lengths (spatial redundancy with identical networks).

4.2.2. Identical Networks for Networks with 2D-Grid Topology

Similarly, fault mitigation is performed on other topologies. Let us consider an example
of fault mitigation for a network with a two-dimensional grid topology.

An example from Figure 5 shows two broadcast propagation routes over the network
from the source N001 to the node N030. The first route passes through Network 1 (routers
R011, R021 and R031), and the second one passes through Network 2 (routers R111, R121
and R131). Both routes are four hops long. When the network operation is correct, node
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N030 receives two identical broadcast packets from source N001. In the example shown
in Figure 5, router R021 failed. Due to the fact that the broadcast is transmitted along two
routes, node N030 receives only one broadcast.
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In contrast to the previously considered network with a tree topology, in a network
with a 2D-grid topology, the failure of router R021 does not make it impossible to send
a broadcast through other network routers. However, in this example, the length of the
broadcast route from the source node R001 to the router R031 has increased by two hops.

Figure 6 shows a histogram of the broadcast maximum transmission time from the
source node N001 to all devices in the network. This histogram shows that router R021 did
not receive a broadcast, and node N020, connected with it, received only one broadcast. The
remaining terminal nodes received both broadcast packets, and the broadcast maximum
transmission time for the two routes will be the same.

In current example, the maximum route length is five hops: from the broadcast
source node (N001) to nodes N033 and N133. As the number of devices in the network
increases/decreases, the maximum route length can also increase/decrease. Histogram
on the Figure 7 shows a broadcast maximum transmission time over networks with a
2D-grid topology with different route lengths. This histogram shows that the maximum
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transmission time for routes of the same length in all networks is similar. At the same time,
the maximum transmission time increases linearly with the maximum route length.
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route lengths (spatial redundancy with identical networks).

If there are cycles in networks that use this spatial redundancy method, the presence
of independent propagation trees provides the ability to send broadcasts of the same type
more often than the maximum transmission duration per cycle (maximum timeout time).
Such broadcasts will be delivered to network terminal nodes along the trees that have
not changed.

4.3. Fault Mitigation Using Redundant Routers and Cross-Links

A single broadcast distribution tree is built for this spatial redundancy method. It
could include both primary and redundant routers (except the cold redundant routers). If
any of the routers or communication channels included in the distribution tree fails, the
broadcast distribution tree dynamically changes.

In this case, it is potentially possible that the transmission time over the new tree will
be close to the transmission time over the original tree.

4.3.1. Redundant Routers in Networks with 2D-Grid Topology

The Figure 8a shows an example of a network with 2D-grid topology, which current
method of spatial redundancy is used for. In Figure 8b, redundant routers are included
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in this network in such a way that an additional row and column is added to the two-
dimensional grid. After adding redundant routers, each row and column is closed, trans-
forming into a torus topology. Also, for each terminal node, an additional link is added
with a neighbor router (located in the same row).
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dant routers.

Let us consider an example of fault mitigation for a 2D-grid topology using this spatial
redundancy method. Figure 9a shows a network with a two-dimensional grid topology
and one of the broadcast transmission routes. In this network, a terminal node is connected
to each router; however, the figure shows a connection scheme for only two terminal nodes
(N111 and N151), and the rest of routers are connected in a similar way.
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This example shows one of the broadcast transmission routes. The broadcast source is
node N111 connected to router R11, and the receiver is node N121 connected to router R51.
The length of the original broadcast transmission path is six hops. Including redundant
routers has made it possible to shorten the route; the new route is five hops (see Figure 9b).

During the transmission of a packet from the source to node N151 (connected to router
R51), the R61 or part of it failed. In this case, the route will be changed. The modified route
is shown in Figure 9c; it is also five hops long.

Histogram from the Figure 10 shows that when redundant routers are added, the
broadcast maximum transmission time from the source node N111 either remains the same
(for terminal nodes N121, N131, N141) or decreases, and the failure of router R61 does not
affect the broadcast transmission time.
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4.3.2. Calculation of Transmission Route Length in Networks with 2D-Grid Topology

Adding redundant routers and cross-links can help to shorten the broadcast trans-
mission route. For the case when the broadcast sender and receiver are connected to
routers located in the same column, the length of the alternative route Lcol is calculated by
the equation:

Lcol = N + 2− H (3)

where H is the length of the original route in hops, and N is the number of devices in the
column (taking into account the redundant router added to the column).

If the length of the alternative route is less than the length of the original route
(Lcol < H), broadcasts will be transmitted along the alternative route through the redun-
dant router.

For the case when the broadcast sender and receiver are connected to routers located
on the same row, the length of the original route is reduced by 1 hop:

H′ = H − 1 (4)

The reduction of the original route is performed by adding links of terminal nodes
with neighbor routers located in the same line. In this case, the length of the alternative
route is calculated by the following equation:

Lrow = N + 2− H′ (5)

where H is the length of the original route in hops, and N is the number of devices in the
row (including the redundant router added to the row). If the length of the alternative



Sensors 2023, 23, 6161 11 of 29

route is less than the length of the original route (Lrow < H′), broadcasts will be transmitted
along the alternative route through the redundant router.

Let us calculate the length of the alternative route for the case when the broadcast
sender and receiver are connected to routers located in different rows and columns. In
this case, the length of the original route is divided into two components: the route in the
column (Hcol) and the route in the row (Hrow):

H = Hcol + Hrow (6)

The length of the original route should be reduced by 1 hop (H′ = H − 1), by reducing
the length of the route in row by 1 hop (H′row = Hrow − 1):

H′ = Hcol + H′row (7)

In this case, the length of the alternative route is calculated by the equation:

Lrow_col = (Ncol + 2− Hcol) + (Nrow + 2− H′str) (8)

where Ncol is the number of devices in the column (including the redundant router added
to the column), and Nrow is the number of devices in the row (including the redundant
router added to the row).

If the length of the alternative route is less than the length of the original route
(Lrow_col < H′), broadcasts will be sent along the alternative route through the redun-
dant router.

In the previously considered example (Figure 9), the maximum route length is six
hops: from the broadcast source node N111 to node N153. As the number of devices in
the network increases/decreases, the maximum route length can also increase/decrease.
Histogram on the Figure 11 shows the transmission time of the broadcast over networks
with a 2D-grid topology with different route lengths. The histogram shows that the
transmission time for routes of the same length in all networks is the same. At the same
time, the maximum transmission time increases linearly with the maximum route length.

Sensors 2023, 23, x FOR PEER REVIEW 12 of 30 
 

 

0

1000

2000

3000

4000

5000

6000

Network I. 8
devices + 5
redundant

routers

Network II. 12
devices + 6
redundant

routers

Network III. 32
devices + 9
redundant

routers

Network IV. 40
devices + 10
redundant

routers

Network V. 72
devices + 13
redundant

routers

Br
oa

dc
as

t t
ra

ns
m

iss
io

n 
tim

e,
 n

s

1 hop 2 hops 3 hops 4 hops 5 hops 6 hops 7 hops

 
Figure 11. Broadcast maximum transmission time in networks with a 2D-grid topology with differ-
ent route lengths (spatial redundancy with redundant routers). 

4.3.3. Redundant Routers in Networks with Tree Topology 
Let us consider an example of fault mitigation for a network with a tree topology. 
The Figure 12a shows an example of a network with a tree topology, for which this 

method of spatial redundancy is used. In Figure 12b, redundant routers are included in 
each line of routers of this network. After adding redundant routers, each line of routers 
is closed, transforming into a torus topology. In addition, for each terminal node, an ad-
ditional link with a neighbor router (located on the same line) is added.  

 
Figure 12. Network with a tree topology: (a) without redundant routers, (b) with redundant routers. 

Consider an example of fault mitigation for a tree topology using this spatial redun-
dancy method. The Figure 13a shows a network with a tree topology and one of broadcast 

Figure 11. Broadcast maximum transmission time in networks with a 2D-grid topology with different
route lengths (spatial redundancy with redundant routers).

4.3.3. Redundant Routers in Networks with Tree Topology

Let us consider an example of fault mitigation for a network with a tree topology.
The Figure 12a shows an example of a network with a tree topology, for which this

method of spatial redundancy is used. In Figure 12b, redundant routers are included in
each line of routers of this network. After adding redundant routers, each line of routers
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is closed, transforming into a torus topology. In addition, for each terminal node, an
additional link with a neighbor router (located on the same line) is added.
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Consider an example of fault mitigation for a tree topology using this spatial redun-
dancy method. The Figure 13a shows a network with a tree topology and one of broadcast
transmission routes. The sender of the broadcast is node N9, the receiver is node N13.
The original broadcast transmission path is four hops long. Adding redundant routers
and cross-links makes it possible to shorten the route, and the new route is three hops
long (Figure 13b).
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Let us assume that during the transmission of a packet from the source to node N9,
router R5, or part of it, fails. In this case, the route will be changed. The modified route is
shown in Figure 13c; it is also five hops long.

Histogram on the Figure 14 shows that when redundant routers are added, the broad-
cast maximum transmission time remains the same or decreases. However, the failure of
router R5 leads to an increase in the lengths of some routes. Histogram on the Figure 14
shows the transmission time only for routes where the broadcast source node is N9. If the
source node is another node, the routes will be rebuilt and the histogram will be different.
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4.3.4. Calculation of Transmission Route Length in Networks with Tree Topology

Adding redundant routers and cross-links in network with tree topology can help to
shorten the broadcast transmission route if the sender and receiver are located in the same
tree level. To calculate the length of an alternative route, the length of the original route is
divided into two components: the length of the route section that runs between the levels
of the tree (Hr) and the length of the route section that runs within one level (Hs):

H′ = Hr + H′s (9)

where H′ is the length of the original route, reduced by 1 hop (H′ = H − 1), and H′s is
the length of the route section that is located within the same level, reduced by 1 hop
(H′s = Hs − 1). If the length of the route section that runs within the same level is 0 (i.e.,
in a situation where the source and receiver of the broadcast are connected to the same
switch), H′s = Hs.

The length of the alternative route is calculated by the equation:

L = Hr + (N − H′s) (10)

where N is the number of devices within the same layer (including the redundant router). If
the length of the alternative route is less than the length of the original route (L < H′), then
broadcasts will be transmitted along the alternative route through the redundant router.

In addition, for networks with tree topology, the length of the broadcast route built
when a failure occurs is calculated as follows:

Lerr = Hr + (N − H′s− 2) (11)

The worst case is a situation where H′s = 0. This situation can occur if the router that
connects the broadcast source and receiver fails. Therefore, the length of the route can
increase by N − 2 hops maximum.
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In the previously considered example (Figure 13), the maximum route length from
node N1 is three hops (to all terminal nodes). As the number of devices in the network
increases/decreases, the maximum route length can also increase/decrease.

The Figure 15 shows the broadcast maximum transmission time over networks with a
tree topology with different route lengths. It proves that the transmission time for routes
of the same length in all networks is equal. At the same time, the maximum transmission
time increases linearly depending on the maximum route length.
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4.4. Comparative Analysis of Spatial Redundancy Methods

The first method of spatial redundancy is based on using identical networks. Regard-
less of the topology, the number of redundant devices depends on the number of devices in
the original network and the number of identical networks, which were added before. The
number of redundant devices can be calculated by the equation:

N′ = N × K (12)

where N′ is the number of redundant devices (routers and terminal nodes) in the network
after adding K identical networks, N is the number of devices (routers and terminal nodes)
in the original network, and K is the number of identical networks. Figure 16 shows a
graph of the number of redundant devices versus the number of devices in the original
network, using the example of networks with one, two and three identical networks.

Unlike the first method, the second method involves a smaller number of redundant
devices. The number of redundant routers that must be connected to the network depends
on the network topology.

For 2D-grid topology, the number of redundant routers depends on the number of
rows and columns in the original network. The number of redundant routers can be
calculated by the equation:

R = Nrow + Ncol + 1 (13)

where R is the number of redundant routers that must be added in the network, Nrow is
the number of rows in the original network, and Ncol is the number of columns in the
original network. One more redundant router was added to save the regularity of 2D-grid
topology. The number of redundant routers does not depend on the number of terminal
nodes connected to the routers.
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According to the tree topology, the number of redundant routers depends on the
number of levels of routers in the original network. The number of redundant routers can
be calculated by the equation:

R = Nlev (14)

where R is the number of redundant routers that must be added in the network, and Nlev is
the number of levels of routers in the original network. The number of redundant routers
does not depend on the number of terminal nodes connected to the routers. In addition,
the number of redundant routers does not depend on routers at the same level.

The Figure 17b shows the number of redundant routers versus the number of levels of
routers in the original network.

Another advantage of the second spatial redundancy method is the ability to reduce
route lengths. When redundant routers are added, cross-links are also added, and switch
lines are closed, transforming into a torus, which allows building alternative routes of
smaller length.
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However, networks that use the second method of spatial redundancy have less fault
tolerance compared to networks with redundant routers.

5. Analysis of Broadcast Message Propagation over a Network Using Petri Nets

If the number of copies of network structure instances is used to ensure fault tolerance,
the various methods of network analysis should be used in order to calculate the value
of mitigated failures and the efficiency of broadcast distribution over the network. In
such case, the most suitable analysis is the Petri net theory, since it allows analyzing the
dynamics of parallel processes and has specific methods of reachability analysis. Petri nets
have formal semantics, visual representation and expressiveness. Time Petri nets are used
in order to calculate the transmission delay of broadcasts. The difference between Petri nets
with time from the classic Petri net is that the transition has an additional time condition. In
this case, time is considered not as an absolute value, but as time units, i.e., hours, seconds,
nanoseconds, etc. (depending on the process being modeled). Two types of Petri nets can
represent them: hard and soft time. For Petri nets with hard time (time Petri nets), the time
constraint is the delay λ for firing of a transition (after the transition is allowed). In addition,
for a time Petri net, the transition fires during the specified time interval (α, β), where α

is the lower and β is the minimum and maximum transition firing time after it becomes
allowed [27,28]. For Petri nets with soft time (timed Petri nets), the only time constraint
is that the transition fires in a certain time, so each transition is assigned a specific delay
value λ only.

To analyze the propagation of broadcast messages, it is sufficient to use timed Petri
nets (with soft time). In this case, the delay associated with the transition will consist of
the value of the transmission delay on the input channel and the delay in processing the
message in the ports, as well as delays inside the device. The calculation of the delay for
each transition is represented by the following equation:

λ(ti) = λphy + λport_in + λport_out + λn (15)

where λphy is the transmission delay on the input channel, λport_in/λport_out is the
transmission delay in the input/output port, and λn is the total data-processing latency
within the device.

A special rule is proposed to effectively analyze the propagation of broadcasts. This
rule represents the propagation of a broadcast message over a network in the form of a
Petri net:

1. The Initiator node and a Receiver node of the broadcast message, as well as all switches
from the transmission trajectory, are represented as places of the Petri net. The names
of specific network devices remain associated with place.

2. The Initiator is marked with one token corresponding to the broadcast message. Thus,
the initial marking of the Petri net is µ0 = {1, 0, 0, . . . , 0}.

3. A transition represents the event of transmitting a broadcast message through the
corresponding network device. Thus, the channels of the network are transformed
into transitions and some arcs of the Petri net connecting the corresponding positions.

4. The multiplicity of arcs cannot be more than 1.
5. The delay for a particular Petri net transition is calculated according to Equation (12).
6. The Receiver can have more than one transition in the input set I(pi).
7. The Petri net is built in accordance with the algorithm for constructing a Petri net for

broadcast transmission.

An appropriate algorithm was created to build a Petri net that displays broadcast
transmission. The algorithm for constructing a Petri net for broadcast transmission is
as follows:

1. The algorithm operation starts from the initiator node, marked with one token.
2. Petri net is built:
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a. each output channel is transformed into a transition, with one arc entering
it with a multiplicity of 1, and the output set of arcs is formed according to
the number of channels outgoing from the network device (each can transmit
a broadcast);

b. each newly formed arc from the transition is associated with a place correspond-
ing to the network device where the broadcast is transmitted.

c. if the Petri net already has another place corresponding to the same network
device, this place is a duplicate (the broadcast has already been delivered to
this node), and the construction of this branch of the Petri net stops;

d. move to the next transition, which is not processed by the algorithm;

3. When there are no transitions left for processing in the Petri net, all transitions lead-
ing to the receiving node from different network devices are connected into one
receiving transition.

4. Building the Petri net is stopped.

Let us consider an example of a network with structural redundancy for which ana-
lyzing of the broadcast message distribution is required. The network topology is shown
in Figure 18.
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Let us consider the process of transmitting a broadcast message from node N0 to node
N1. The algorithm for constructing a Petri net for broadcast transmission should be applied.
The calculation of specific delays corresponding to transitions will not be considered within
the framework of this article, since it depends on the specific technical characteristics of the
network equipment used. The result of building a Petri net is shown in Figure 19.

Sensors 2023, 23, x FOR PEER REVIEW 18 of 30 
 

 

 
Figure 18. Network topology for Petri net analysis. 

Let us consider the process of transmitting a broadcast message from node N0 to node 
N1. The algorithm for constructing a Petri net for broadcast transmission should be ap-
plied. The calculation of specific delays corresponding to transitions will not be consid-
ered within the framework of this article, since it depends on the specific technical char-
acteristics of the network equipment used. The result of building a Petri net is shown in 
Figure 19. 

 
Figure 19. Petri net based on the chosen network topology. 

A reachability tree does the analysis of the resulting Petri net. Vertices of such a reach-
ability tree are marked with markings that are reached in the process of operation of this 
net. The root vertex of the reachability tree is marked with the initial marking µ0, and the 
arcs outgoing from the vertex are marked with all possible transitions t that can be trig-
gered by marking µ0 and lead respectively to the vertices marked with directly reachable 
markings µ1, µ2, … Further, from each vertex µ1, µ2, … new arcs come out in accordance 
with all possible transitions from this marking, etc. 

The reachability tree represents all possible transition trigger sequences. Any path in 
the tree that starts at the root matches a valid hop sequence [29]. This building algorithm 
is given in detail in [30,31] 

The reachability tree built for the Petri net from the Figure 19 is provided in Figure 
20. It shows only the main path, since the tree itself is huge. 

Figure 19. Petri net based on the chosen network topology.



Sensors 2023, 23, 6161 18 of 29

A reachability tree does the analysis of the resulting Petri net. Vertices of such a
reachability tree are marked with markings that are reached in the process of operation
of this net. The root vertex of the reachability tree is marked with the initial marking µ0,
and the arcs outgoing from the vertex are marked with all possible transitions t that can
be triggered by marking µ0 and lead respectively to the vertices marked with directly
reachable markings µ1, µ2, . . . Further, from each vertex µ1, µ2, . . . new arcs come out in
accordance with all possible transitions from this marking, etc.

The reachability tree represents all possible transition trigger sequences. Any path in
the tree that starts at the root matches a valid hop sequence [29]. This building algorithm is
given in detail in [30,31]

The reachability tree built for the Petri net from the Figure 19 is provided in Figure 20.
It shows only the main path, since the tree itself is huge.
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The resulting tree shows the final marking µn = {0, 0, 0, 1, 1, 0, 1, 1, 1, 0, 0, 1, 0, 0, 1, 0, 0, 2},
where the number of tokens in place, corresponding to node N1, is 2. This means that two
broadcast messages can reach the node in the current network. In fact, this proves that the
network is resistant to one failure (in case of a second failure, no message will reach the receiver).

This method of analysis also shows that by summing the delays associated with elements
from the set of the launch sequence á = {t0, t2, t1, t4, t5, t8}, the delay in transmitting a broadcast
message over the network is calculated. It is represented by the following equation:

λ = λ(t0) + λ(t2) + λ(t1) + λ(t4) + λ(t5) + λ(t8) (16)

This method can be used to automate the process of analyzing the propagation of
broadcast messages over the network. If the switch breaks down and is not included
in the network, the Petri net will not include the corresponding place and the transition
associated with it, so the final marking will differ from the one required. To detect this
situation, the software implementation of the method (quite simple in terms of code and
not resource-intensive) can be periodically launched on the network nodes. Based on the
results of the analysis, it is possible to make a decision to reconfigure the network and
switch on the cold redundant devices.

6. Broadcast Transmission Parameter Evaluation Using Timed Automata
6.1. The Limitations of Previous Methods

Let us consider a small example illustrating the limitations of the previously considered
methods for evaluating ongoing processes in dynamics. Consider the case of a network,
where at some moment one of the routers fails. If we use the Lie algorithm to evaluate
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the network characteristics (which was used for the estimation in the first part of the
article), the connection graphs (corresponding adjacency or incidence matrices) for two
network versions are considered separately. The first version is the one in which the router
is present and the second version is the one in which this router is absent. For each of the
versions, a reachability tree is formed separately, and the delivery time is estimated. Thus,
performance estimation is done for two static states of the system. It is assumed that the
failure of the router is equivalent to the absence of this router and the communication lines
connected to it in the network. There is no way to estimate what will happen in the system
if a router failure occurs directly during the broadcast transmission time period.

It should also be noted that faults and failures could be quite different in their local-
ization and in the forms of manifestation. In relation to the broadcast transmission, the
following set of typical failures can be distinguished:

• Inability to receive a broadcast over one of the channels (ports of the router). It occurs
as a result of a physical break (rupture) in the communication line, as a result of
prolonged noise in the communication line, as a result of failures and faults in the
router/terminal node port. In this article, we equate not receiving a broadcast and
receiving a broadcast with an incorrect format, incorrect field values, since such a
distorted broadcast will be discarded on the receiving side at the Network Layer.

• Inability to transmit the broadcast to one of the channels. The reasons are similar
to the previous point. Note that in the case of a break or prolonged noise in the
physical channel, both reception and transmission are impossible. Failures and faults
inside the port controller can potentially lead to the impossibility of either receiving or
transmitting separately.

• Inability to process the broadcast in the network layer. It occurs due to failures and
faults in the broadcast controller unit of the network layer or due to the failure of the
entire router (for example, power-off).

• Inability to process the broadcast correctly due to the resetting of the router; as a result,
information on the history of the broadcast distribution is lost (timeouts, etc.)

• Situations like the “babbling idiot”, in which, because of failures and/or faults, a
broadcast with the correct structure spontaneously begins to be sent to the network.
Such situations may arise, for example, due to the occurrence of failures of the “stuck-
at-1” type for the flags of receiving a broadcast from individual ports, for the flag of the
requirement to send a broadcast at the network layer. As a result, such an outwardly
correct broadcast can be sent to all or some individual output ports.

Note that failures and faults can occur in the network one by one or in groups. In the
second case of several network devices, communication channels go into a failure state
simultaneously or almost simultaneously (during a time interval shorter than the time
of distribution of the broadcast over the network). Failure of one device can also evolve
gradually, whereby the first port may fail, then the second, etc.

If we evaluate the broadcast transmission time using the algorithm described in
Sections 3 and 5, we will need to perform the following actions:

1. identify the stages of the transition process;
2. form connection graphs corresponding to each of the stages of the transition process;
3. perform calculations of characteristics using the algorithm described in Sections 3 and 5.

At the same time, to determine the stages of the transition process (the study of
the transition process itself), to determine the set of these states, another mathematical
technique is needed. Timed automata can be used. Note that this technique can also
be used to evaluate time characteristics (it can actually implement the algorithm from
Sections 3 and 5).

We propose an approach for the formation of a SpaceFibre network model to determine
the set of states that the network passes through in the transient process when failures and
faults occur and when the network returns from the states of failures into regular operation
and to evaluate the time characteristics.
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6.2. Proposed Network Model Based on Timed Automata

As part of this approach, timed automata are used to model network devices (routers
and terminal nodes). Broadcasts have the highest priority in relation to other types of infor-
mation in the SpaceFibre standard, and transmission of other information is temporarily
interrupted when a broadcast occurs. Therefore, the presence/absence of other types of
data flows in the network does not affect broadcast transmission in any way, despite the
fact that the same physical channels between network devices are used for this. As a result,
in timed automata, we take into account only the transmission of broadcasts.

The proposed network model has common features with the model proposed for
studying scheduling mechanisms in networks [32–34]. Similar to this model, we have
defined a universal interface for automata—models of network devices. This interface
includes channels and global variables.

Routers and terminal nodes used in local networks can potentially have a different
number of ports. Therefore, we used an approach based on automata templates, in which
the number of ports can be set parametrically. Templates of temporary automata cor-
responding to routers and terminal nodes were developed to form the network. These
templates define the behavior corresponding to the correct operation of devices and opera-
tion in case of failures and faults.

To control the process of generating a broadcast by terminal nodes and the time points
at which failures and faults should occur in network devices, a special time automaton
is used in the network: a simulation process manager. No real device in the network
corresponds to this automaton. Such a centralized automaton allows “creating” failures
and faults at various time points related to the time of sending the broadcast. This allows us
to generate and explore any boundary situations. Also, this automaton is used to estimate
the time of distribution of the broadcast over the network. A generalized scheme of the
proposed network of timed automata is shown in the Figure 21. It includes three types of
automata (in the figure they are represented by rectangles):

• routers (Rj in the figure);
• terminal nodes (Tj);
• the simulation process manager (M).
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The following global parameters are defined for the network of timed automata:

• L—the number of routers;
• K—the number of terminal nodes;
• C—the number of communication channels between routers and terminal nodes.
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When examining a certain network, the number of routers, terminal nodes and com-
munication channels between them is set in accordance with the graph of connections
between network nodes.

For timed automata templates corresponding to routers and terminal nodes, the pa-
rameter Nj is defined as the number of external ports of the corresponding network device.
Inside the template, for brevity, we will denote this parameter as N. In the automaton
model, each port is represented by an input channel chi1 and an output channel cho1,
where l ∈ [1, N] (in the SpaceFibre standard, external ports are numbered from 1; the port
number 0 is reserved as the internal port of the device used for service applications). These
channels are used for communication between routers and terminal nodes. The events
transmitted over them correspond to the Broadsasts transmitted in the SpaceFibre network.
Global channels, named chsi.j, where i ∈ [0, C − 1], j ∈ [0, 1], are used for communica-
tion between the corresponding automata. (Double numbering is used because physical
communication channels are bidirectional.) When exploring a network, the channels chsi.j
connect time automata, according to the graph of connections for a given network.

The templates of timed automata of terminal nodes interact with the simulation pro-
cess manager using a set of sendi and reci channels, where i ∈ [0, K− 1]. The send channels
are output for the manager’s automaton and input for the terminal node automaton. They
transmit events corresponding to the commands for sending a broadcast. Rec channels
are output channels for the terminal node automaton and input channels for the manager
automaton. The terminal node automaton sends an event to this channel when receiving
the broadcast. For many tasks, it is necessary to estimate the time of the broadcast propa-
gation to routers; router templates also interact with the simulation process manager by
rec channels.

The dynamic timed automata (DTA) proposed in [35] and the reconfigurable hierar-
chical timed automata proposed in [36,37] can be used to model the change in network
structure that may occur, in particular, due to the occurrence of failures and faults. When
using this approach, the structure of connections between the locations of automata can
change. Edges can be excluded and added. However, in our work, we used a different
approach, based on changing the attributes of transitions between automata locations
depending on the values of global variables. Due to this change, the automaton can be
used to simulate the correct and incorrect behavior of a network device, as well as its
exclusion from the network without changing the structure of connections. This eliminates
the need to move from automata with a reconfigurable structure to alternative classical
time automata for formal verification.

Two global variables are defined for the network—ERR[L + K] and {ERR_chs}. The
variable ERR is an array with Boolean elements. Elements ERR[0]− ERR[L− 1] correspond
to routers, elements ERR[L] − ERR[K − 1] correspond to terminal nodes. If ERR[i] = false,
then the corresponding automaton functions according to the behavior scheme for a work-
able device. Otherwise, it functions according to the scheme of behavior for refusal. The
values of this variable are controlled by the automaton of the simulation process manager
(according to the test scenario). As for the timed automata corresponding to routers and
terminal nodes, they are available to read. {ERR_chs} represents a set of global channels for
which a failure or faults occurred. The simulation process manager controls the addition of
channels to this set and their exclusion from it, according to the test scenario. For the rest of
the timed automata, this set is available to read.

The use of these separate variables for modeling failures and faults in routers as a
whole and in individual channels allows us to increase the detalization of possible scenarios
of system behavior, compared with the approach proposed in [38], in which there is no
such gradation.

The Figure 22 shows a template of a timed automaton for a router. In this figure, the
ovals correspond to locations. A unique identifier and mnemonic designation are specified
for each location. For those locations, where the invariant is not a constant “true” value, the
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invariant is also specified. In this figure, the transitions are indicated by arrows. A unique
identifier, transition condition, and related actions are specified for each transition.
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In this timed automaton template there are three locations (L0, L1, L2) and six tran-
sitions (E0–E5). The template uses two timer variables (Timer1, Timer2). The following
parameters are defined for the template:

• PT—the broadcast processing time (λn)
• ST—the broadcast transmission time (λport_out + λphy + λport_in)

A local variable Cp is defined for the template to store the port number from which
the broadcast came.

The parameter N is defined for the template as the number of input channels and out-
put channels through which events corresponding to broadcast are transmitted/received.
The input channels are indicated by chi(i), and the serial number of the channel is indicated
in parentheses. The output channels are indicated by cho(i), with the serial number of the
channel again indicated in parentheses.

For the template, the observed variable is ERR (the global variable ERR(i) according to
the number of the network device to which this template corresponds). The “true” value
corresponds to the state of inability to process the broadcast in the network layer. A global
variable is defined for the template—the set {ERR_ch}. It contains the numbers of channels
over which the broadcast cannot be transmitted or received. (In this article, to reduce the
transition conditions, we have combined these two faults into one.) The values of these
variables are controlled by the simulation process manager.

Let us take a closer look at the transition attributes and invariants. The E0 transition
is used to simulate failures and faults. If the input channel, through which the next event
(broadcast) came, currently belongs to the {ERR_chs} set, the event is discarded without
any additional actions. This allows us to simulate situations where there is no possibility of
transmission due to a physical disconnection (break) of the line, the effect of long-term noise.
If ERR = true, the event is also discarded, which allows us to simulate the current inactivity
of this router. (In a real network, in similar situations, the corresponding broadcasts will
also be discarded/not sent.) After this transition, the timed automaton returns back to
location L0. In general, the automaton can stay in this location for a long time, so the
invariant for it has the true value.
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The E1 transition is triggered if the event came via a channel that does not currently
belong to ERR_chs and ERR = false. This corresponds to the workability of the channel and
the router at the current time. The automaton goes to location L1. The Timer1 variable is
reset. The automaton will be placed in location L1 either until the time specified by the
PT parameter expires (the time of processing the broadcast in the router) or until the ERR
variable is set to true (the router has entered an inoperable state). If the automaton is in
the L1 location before Timer1 = PT, it goes through the E2 transition if the broadcast is
recognized as correct. It also goes through the E3 transition if the broadcast is recognized as
incorrect. According to E3, the transition to the L0 location is carried out, which corresponds
to the rejection of an incorrect broadcast. If the ERR variable takes the true value when the
automaton is in location L1, it goes to location L0 by transition E4, which corresponds to
the failure of the router.

The automaton can be in the L2 location either until ERR=true, or until Timer1 is
less than the ST parameter. (The value of this parameter determines the time when the
broadcast is sent via channels.) If ERR = true, then the automaton goes to location L0,
which corresponds to the failure of the router. If the automaton performs an E5 transition,
then events corresponding to broadcast are sent to all workable output channels, except the
one from which it came. The automaton goes to location L0.

Thus, transitions E0, E4, E6 provide the possibility of modeling failures and faults of
routers and communication channels during network operation.

Figure 23 shows a timed automaton template for a terminal node.
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Unlike the router model, the terminal node model registers received broadcast, but
does not send events corresponding to broadcast distribution to the output channels. An
event is sent to the simulation process manager via the rec channel.

Sending an event corresponding to the broadcast is carried out by a command from
the simulation process manager (the send channel is used for this).

On the basis of such timed automata templates, networks with an arbitrary topology
(any graph of connections between routers and terminal nodes) can be formed.

The SystemC library version 2.1 was used to implement and simulate a network of
timed automata, but later versions can also be used. The templates of the automata were im-
plemented based on SC_HAS_PROCESS. Channels between automata were implemented
on the basis of SC_SIGNAL. Using SystemC allows us to implement additional functional-
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ity required for dynamic reconfiguration. These features are difficult to implement when
using tools for studying timed automata networks such as UPPAAL [39].

An example of a fragment of a network is shown in the Figure 24.
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Figure 24. An example of a fragment of a timed automata network.

The variable ERR.Ti is assigned to each terminal node, and the variable ERR.Ri is
assigned to each router (from the ERR array). In order to simulate a failure or fault of
a network node occurring at some point in time, the simulation process manager sets
the corresponding variable to ‘true’. In case of failure simulation, after some time, this
variable can be set to ‘false’ again. In order to simulate a failure or fault of a communication
channel, the identifier of the corresponding channel is placed in the set ERR_chs. If a failure
simulation is performed, then after a while, the ID of this channel can be excluded from
this set. For example, at some point in time, the simulation process manager can assign the
variable ERR.R2 = true, ERR_chs = {chs6}. As a result, the current network configuration
will look as shown in the Figure 25.
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Figure 25. An example of the network configuration with the router and communication channel
disconnected.

In this figure, the components that are considered inoperable in the current configu-
ration are marked in light gray. If the timed automaton corresponding to router R2 was
not in location L0 at the time of the configuration change, it will move to location L0. If
events (corresponding to broadcasts) are sent to it via channels chs2 and chs3, they will be
discarded. Events will not be sent to channel ch2 (global identifier chs6) in the automaton
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corresponding to router R9. Similarly, in the automaton corresponding to terminal node T1,
events will not be sent to channel ch2 (global identifier chs6).

The timed automaton is the manager of the simulation process functions according
to the test scenarios. It changes the values of ERR and {ERR_chs}, sends events to sendi
channels, receives events from reci channels. For the test manager, L + K timers Timer_ti,
i ∈ [0, L + K − 1] are defined to estimate the time of the broadcast propagation to terminal
nodes and routers. These timers are reset when the event is sent via the sendi channel. The
values of the corresponding timers at the time of receiving events over the reci channel
allow us to determine the delivery time to the corresponding network devices.

Optional variables can be added to the network of timed automata, which allow
collecting various statistical information during the modeling process. In particular, a
broadcast_counter variable can be added for each channel, which allows estimating the
number of broadcasts in channels, because the actual part of the channel bandwidth is
occupied by broadcast transmission. The broadcast counter action should be added to the
set of actions related to the E5 transition (broadcast_counter = broadcast_counter + 1;) for
the router and the terminal node automata templates to implement this evaluation.

6.3. Example of Proposed Approach Use

The use of this approach, in particular, allows us to obtain a more accurate estimation
of the broadcast propagation time in the presence of failures in the network. To illustrate
this, we give the following example of a network fragment, shown in Figure 26. In this
example, the shortest path of the broadcast propagation is between T1 and T7:

T1→ R4→ R5→ R51→ R52→ T7.
The time of the broadcast distribution can be determined for it using the method

proposed in Sections 3 and 5.
The following system behavior scenario was considered. At the time of passing the

considered broadcast through router R5, its channel ch4 (chi4, cho4) was in a state of
malfunction (Figure 26a). Immediately after passing the broadcast via this router, the
variable ERR was set to true (Figure 26b). Then, after a time less than the time of the
broadcast propagation along path R6–R50, this variable was set to false (Figure 26c). (This
corresponds to the restart of the router.) Next, this broadcast came via channel 3 to the
router and was sent through channels 1, 2 and 4. As a result, this broadcast reached the R51
router via the following path:

T1→ R4→ R5→ R6→ . . . → R50→ R5→ R51→ R52→ T7.
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in a malfunction state, (b) entire router R5 is in reset state, (c) the router R5 and all its channels
operate correctly.

For transmission along this path, it took significantly longer time than that which can
be calculated when building a distribution tree without taking into account such a possible
failure–recovery scheme. (This broadcast also reached routers R4, R6 and R50, but if no
reset was performed, it is defined as a doublet). Potentially, such a situation can lead to
an incorrect interpretation of this broadcast (a sequence of broadcasts) in terminal nodes
connected to router R51. This problem may occur when, for example, another broadcast
(a broadcast corresponding to another event with a different channel number, but logically
related to the one being checked) is sent over the network after a sufficient time for the
distribution of the first broadcast in the absence of failures.

7. Conclusions

The article discusses the dependency of the broadcast maximum transmission time of
used methods of spatial redundancy. Examples of using spatial redundancy methods on
two-dimensional grids and tree topologies are considered.

The use of spatial redundancy methods allows to mitigate faults that occur along the
path of broadcast maximum transmission time over the network. The lengths of the built
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routes are in many cases less than or equal to the lengths of the original routes, or exceed
them by a small number of hops.

Also, the addition of redundant routers and cross-links allows us to shorten broadcast
maximum transmission routes when the network is operating correctly without failures.

The introduced algorithm for Petri net construction, which displays the transmission
of a broadcast message, makes it possible to automate the process of assessing network
fault tolerance, as well as to estimate the delay of broadcast transmission to recipient nodes.
This algorithm can be extremely useful for speeding up the process of fault mitigation and
reconfiguring the network in real time.

The article also proposes an approach to evaluate the characteristics of broadcast
transmission in the SpaceFibre network based on timed automata and suggests templates of
timed automata that allow evaluating characteristics in conditions of dynamically occurring
failures and faults. This allows studying the process of distribution of broadcasts in the
SpaceFibre network in conditions of possible failures and faults in detail. Failures and
faults can be modeled with a high level of detail. In particular, it is possible to evaluate
the consequences of failures and faults of individual router ports (especially sequential
degradation of the router). The rest of the router remains functioning correctly. As a result,
accurate evaluation of the characteristics of the system becomes possible under various
scenarios of failures and faults.

Author Contributions: Writing—original draft preparation, N.C.; methodology, E.S.; writing—review
& editing, V.O. All authors have read and agreed to the published version of the manuscript.

Funding: The paper was prepared with the financial support of the Ministry of Science and Higher
Education of the Russian Federation, grant agreement No. FSRF-2023-0003, Fundamental principles
of building of noise-immune systems for space and satellite communications, relative navigation,
technical vision and aerospace monitoring.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data sharing is not applicable to this article.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. ECSS-E-ST-50-11C; SpaceFibre—Very high-Speed Serial Link. ESA-ESTEC: Noordwijk, The Netherlands, 2019.
2. Alur, R.; Dill, D. A theory of timed automata. Theor. Comp. Sci. 1994, 126, 183–235. [CrossRef]
3. Karpov, Y.G. Model Checking. In Verification of Parallel and Distributed Software Systems; BHV: Saint Petersburg, Russia, 2010;

pp. 1–560.
4. Abd Alrahman, Y.; Azzopardi, S.; Piterman, N. Model Checking Reconfigurable Interacting Systems. In Leveraging Applications of

Formal Methods, Verification and Validation. Adaptation and Learning; Margaria, T., Steffen, B., Eds.; Springer: Cham, Switzerland,
2022; Volume 13703, pp. 59–72.

5. Velder, S.E.; Lukin, M.A.; Shalyto, A.A.; Yaminov, B.R. Verification of Automata-Based Programs; Science: Saint Petersburg, Russia,
2011; pp. 1–102.

6. Govind, R.; Herbreteau, F.; Srivathsan, B.; Walukiewicz, I. Abstractions for the local-time semantics of timed automata: A
foundation for partial-order methods. In Proceedings of the 37th Annual ACM/IEEE Symposium on Logic in Computer Science,
Haifa, Israel, 31 July–12 August 2022; pp. 1–22.

7. Alur, R.; La Torre, S.; Pappas, G. Optimal Paths in Weighted Timed Automata. Theor. Comp. Sci. 2004, 318, 297–322. [CrossRef]
8. André, E.; Lime, D.; Roux, O.H. Decision Problems for Parametric Timed Automata. In ICFEM: Formal Methods and Software

Engineering. Lecture Notes in Computer Science; Ogata, K., Lawford, M., Liu, S., Eds.; Springer: Tokyo, Japan, 2016; Volume 10009,
pp. 400–416.

9. André, E.; Lime, D.; Ramparison, M. TCTL model checking lower/upper-bound parametric timed automata without invariants.
In FORMATS: Formal Modeling and Analysis of Timed Systems. Lecture Notes in Computer Science; Jansen, D.N., Prabhakar, P., Eds.;
Springer: Beijing, China, 2018; Volume 11022, pp. 37–52.

10. Jensen, P.G.; Kiviriga, A.; Guldstrand Larsen, K.; Nyman, U.; Mijaika, A.; Høiriis Mortensen, J. Monte Carlo Tree Search for Priced
Timed Automata. In Quantitative Evaluation of Systems, Proceedings of the 19th International Conference (QEST 2022), Warsaw, Poland,
13–16 September 2022; Ábrahám, E.E., Paolieri, M., Eds.; Springer: Cham, Switzerland, 2022; Volume 13479, pp. 381–398.

https://doi.org/10.1016/0304-3975(94)90010-8
https://doi.org/10.1016/j.tcs.2003.10.038


Sensors 2023, 23, 6161 28 of 29
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