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Abstract: The encoding of classical data in a physical support can be done up to some level of
accuracy due to errors and the imperfection of the writing process. Moreover, some degradation
of the stored data can happen over time because of physical or chemical instability of the system.
Any readout strategy should take into account this natural degree of uncertainty and minimize its
effect. An example are optical digital memories, where the information is encoded in two values of
reflectance of a collection of cells. Quantum reading using entanglement, has been shown to enhances
the readout of an ideal optical memory, where the two level are perfectly characterized. In this work,
we analyse the case of imperfect construction of the memory and propose an optimized quantum
sensing protocol to maximize the readout accuracy in presence of imprecise writing. The proposed
strategy is feasible with current technology and is relatively robust to detection and optical losses.
Beside optical memories, this work have implications for identification of pattern in biological system,
in spectrophotometry, and whenever the information can be extracted from a transmission/reflection
optical measurement.

Keywords: quantum channel discrimination; quantum hypothesis testing; quantum enhanced
measurement

1. Introduction

The use of quantum resources, such as quantum correlations and squeezing, has
allowed to surpass classically imposed limits on a variety of practical tasks. Restricting
to the optical domain, quantum metrology and sensing [1–3] shows the possibility to
improve parameter estimation [4], such as phase [5–7] and transmission [8–10], with
relevant applications both to technology [11,12] and fundamental physics [13–15]. In
quantum hypothesis testing [16,17], a certain number of protocols have been proposed,
in particular the quantum illumination [18–22] addressed to target detection in a noisy
background and the quantum reading (QR) [23–29] , capable of improving the readout of
data stored in classical digital memories. In classical memories information is encoded in a
physical object for later reuse, and a successful readout also depends on the reliability of the
writing (encoding) process. An example are optical digital memories, where the information
is encoded in two possible values of the reflectance (or equivalently transmittance) of a
collection of cells. In this context, the QR protocol [23] shows a significant quantum
enhancement of the readout performance, in terms of bits extracted from a cell for a
fixed energy. Single cell QR has been recently realized experimentally [30] and has been
theoretically generalized to a more realistic multicell scenario [31–34]. While those limits
are important in gauging the possible improvement offered by quantum resources over
classical strategies, in a more application oriented approach, it is useful to consider the case
in which the transmittance values cannot be reproduced with arbitrary precision, rather
they can be more realistically represented by classical random variables whose distributions
can be eventually characterized. The scenario could be the one of a commercial production,
with a limited single-cell accuracy, but with the possibility of an extremely precise post-
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production characterization. This problem studied here has some analogy to the recently
proposed task of Quantum Conformance Test (QCT) [35], although the goal is different, the
last one being devoted to the recognition of a defective production process with respect to
a standard. In this work, we analyse the effect of possible defects in the construction of the
memory on the readout performance and maximize the readout accuracy in presence of an
imperfect, yet characterized, writing process.

Moreover, we extend the analysis of QR with imperfect cells by considering a more
general classical benchmark that takes into account a multicell memory and a collective
measurement of the probed cells, showing that cell-by cell quantum readout remains
anyway better in recovering the stored information. A multicell memory can be seen as a
large block of cells for which the information is stored, according to some classical encoding,
in classical codewords expressed by cells (quantum channels). In the limit of very large
memories (infinte number of cells) the maximum amount of information retrieved can by
found with a constrained (at fixed energy) optimization of the Holevo bound [36–38], that
we solve in the case of classical input states and imperfect encoding.

2. Materials and Methods
2.1. Optical Memory and Readout Model

Let us consider an optical memory composed by D cells, each storing one bit of
information in two possible values of trasmittance τ0 and τ1. The readout of each cell is
carried out using a transmitter emitting a bipartite optical probe in a state ρ. Let us call the
two systems of the bipartite state signal (S) and idler (I) system. A number M of optical
modes in the signal system are sent to the cell while L modes of the idler system are sent
directly to a receiver where a general joint POVM with the returning signal is performed.
A decision on the value, y = 0, 1, of the stored bit is taken after classical post processing
of the measurement result. A schematic of the protocol is given in Figure 1A. The optical
transmittance acting on the signal modes can be modelled by means of a pure loss quantum
channel Eτ , so that the state at the receiver can be written as στ = (Eτ ⊗ I)ρ, where I
is the identity operator acting on the idler modes. The problem of information recovery
can then be seen as a problem of quantum channel discrimination [39,40] between two
channels, Eτ0 and Eτ1 , with the minimum probability of error. When the discrimination
is performed using optical states that live in an infinite dimensional Hilbert space, a non
trivial formulation of the problem requires that some constraint are imposed on the input
states [41]. A common choice, that we adopt here, is to fix the energy of the signal system.
The constrained minimization of the probability of error is a double optimization problem,
both on the input state ρ and on the measurement performed at the receiver. In case of a
perfectly characterized memory, for which τ0 and τ1 are known with arbitrary accuracy,
ultimate theoretical limits on the readout performance have been found [23,24,31].

A single cell of an imperfect optical memory stores one bit of information in one of
two possible random values of transmittance, Ti, with i = 0, 1, each with a probability
distribution gi(τi). The problem of information retrieval from an imperfect memory cell
remains formally similar to the perfect memory one, namely it remains a quantum channel
discrimination problem, but the channel to be discriminated are convex combinations of
pure loss channels Eτ . In particular a bipartite input state ρ irradiated by the transmitter
will be mapped to the state ρi:

ρi = Egi [(Eτi ⊗ I)ρ] (1)

where i = 0, 1 and Egi [·] denotes the expectation value over the distribution gi. The problem
of discriminating two channels in the form defined by Equation (1) has been analysed in a
different context in the QCT protocol [35]. Bipartite classical states are defined as the class
of convex combinations of coherent states:

ρcla =
∫

d2Mα d2Lβ P(α, β)|α〉〈α| ⊗ |β〉〈β| (2)

where |α〉 = |α1, . . . , αM〉 and |β〉 = |β1, . . . , βL〉 are M and L mode coherent states for signal
and idler respectively. In Ref. [35] it was shown how fixing the mean number of signal
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photons µ, that in terms of Equation (2) defines the constraint
∫

d2Mα d2L β P(α, β)|α|2 = µ,
classical states have a probability of error in the discrimination, for a cell prepared with
equal probability in T0 or T1, namely p0 = p1 = 1/2, that is lower bounded by:

pcla
err ≥

1−Eg0

[
Eg1

[√
1− e−µ(

√
τ0−
√

τ1)
2
]]

2
(3)

for any output measurement. This limit can be derived starting by the optimal proba-
bility of error in discriminating the states ρ0 and ρ1 given by the Helstrom bound [16]
pHB

err = (1− D(ρ0, ρ1))/2, where D(ρ0, ρ1) is the trace distance, and using the convexity of
D(ρ0, ρ1) to lower bound the probability of error. The use non classical states, in particular
two mode squeezed vacuum states [42,43] paired with photon counting measurements
allows to surpass the classical limit in Equation (3).
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Figure 1. Memory readout scheme. (A) Local readout. A memory is depicted by an array of D cells,
each represented by the transmittance Ti, i = 0, 1. Ti is in general a random variable, but in the case
of a perfect cell it reduces to a single parameter τi. A bipartite state ρ is irradiated by a transmitter.
The signal (S) system interacts with the memory cell while the idler (I) is sent directly to a local
receiver (R) where it is measured jointly with the signal. The value of the bit is determined by
classical post-processing (CPP) of the measurement result. (B) Global readout. If an array of length D
(a memory) is tested in parallel, instead of cell by cell, D copies of ρ are sent to the cells, one for each,
and a joint measurement between all the copies is performed.

In the context of memory reading, a more fitting figure of merit is the information
recovered by the procedure. We consider once again and from here on after cells prepared
with equal probability, p0 = p1 = 1/2. Given the probability of error perr the information
recovered I is:

I = 1− H(perr) (4)

where H(p) = −p log2 p − (1 − p) log2(1 − p) is the binary Shannon entropy. In the
following, we will compare the performance of a specific local quantum read-out strategy,
where local means that each cell is probed and measured separately, with respect to three
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different classical benchmarks: The local optimal one, the local based on a specific receiver
(photon counting), and finally a global optimal one. In the last one, an array of D cells is
probed by a tensor product state ρ⊗D, and the receiver is allowed to perform a collective
measurement across the memory, as it is depicted in Figure 1B.

2.2. Local Classical Limits

Consider the scheme in Figure 1A, and a classical input state as defined in Equation (2).
In a local configuration each cell is probed independently and the probability of error is
lower bounded by the expression in Equation (3), meaning that the information recovered
will be upper bounded by:

CHB := 1− H(pcla
err) (5)

where we chose the superscript HB to denote this limit since the derivation of pcla
err is based

on the Helstrom bound, as mentioned before.
The limit in Equation (5) refers to an optimal unspecified detection scheme. Because

of a certain number of inequality used to recover it, this lower bound is expected to be
not tight, meaning that it could not be reachable. Moreover, the measurement scheme
required to achieve an optimal performance could involve complex operations difficult to
implement practically. For those reasons, it is useful to consider a second local classical
benchmark, fixing a specific receiver. In particular, we will consider a receiver consisting
of photon counting measurements, followed by a maximum likelihood post-processing
decision. When considering photon counting measurements the characterizing quantity
is the conditional photon number distribution at the receiver, p(n|Ti) = 〈n|ρi|n〉, where
n = (nS, nI) is the number of measured photons in the idler and signal systems. After
the measurement the optimal choice to recover the value of the bit y is to choose it as
y = arg maxi p(Ti|n), a condition that, using Bayes theorem and the fact that we assumed
p0 = p1 = 1/2, is equivalent to y = arg maxi p(n|Ti), i.e., to maximize the likelihood. In
terms of photon number distribution the probability of error of the recovery with a photon
counting receiver, pPC

err , is given by [35]:

pPC
err =

1
2 ∑

n
min

i
p(n|Ti) (6)

i.e., the probability of error is proportional to the overlap of the measurement outcome
distributions p(n|T0) and p(n|T1). For classical states the outcome distribution overlap
cannot be reduced using idler modes, that are therefore not needed in this setting, and
the overlap will be minimized for input signal states having a Poisson distribution in the
photon number, such as a single mode coherent state [35]. Computing the probability of
error in Equation (6) for a Poisson distributed input signal state, that we denote as pcla,PC

err ,
we can define a second informational limit:

CPC := 1− H(pcla,PC
err ) (7)

The limit CPC defines the maximum information recovered per cell for a local strategy
using classical states and photon counting measurements. Under certain assumptions
pcla,PC

err can be written in a closed form, otherwise it can be computed numerically, a detailed
discussion on the computation of this probability of error is given in Ref. [35].

2.3. Local Quantum Strategy

Let us consider now input states not belonging to the class defined by Equation (2),
i.e., non-classical states. In particular we choose a collection ρ =

⊗M |TMSV〉I,S, of M Two
Mode Squeezed Vacuum (TMSV) states, represented in the Fock base {|n〉} as:

|TMSV〉I,S ∝ ∑
n

√
Pµ(n)|n〉P|n〉R, (8)
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where Pµ(n) = µn/(µ+ 1)n+1 is a thermal distribution with mean photon µ. It is a bipartite
maximally entangled state with perfectly correlated number of photons of the signal and
idler systems [44–46]. We have in this case L = M. After the interaction with the memory
cell the receiver performs a photon counting measurement, both at the signal and idler
systems, with outcome n = (nS, nI). Then, a value y is assigned to the recovered bit,
according to the procedure described in the previous section for the photon counting
receiver, as y = arg maxi p(n|Ti). In this case the quantum correlated idler results in a
reduction of the overlap of the outcome distribution, a purely quantum feature that cannot
be reproduced with classical states.

The steps for the derivation of the probability of error, pqua,PC
err , can be found in [35],

and we do not report them here. Although an analytical compact expression for the error
probability cannot be achieved, a numerical analysis is possible. We denote the information
recovered using the quantum strategy as:

Q := 1− H(pqua,PC
err ). (9)

2.4. Global Classical Limit

A memory is constituted by an array of D cells. In terms of information, the single
cell can be seen as encoding the binary r.v. X in the ensemble {pi, ρi}, i = 0, 1. If the
array of lenght D can be probed in parallel and a joint measurement on all the output is
allowed, a direct encoding (one bit per cell) may not be the more efficient storing strategy.
In general, the information will be encoded in codewords onto the array of cells. For the
retrieval, in the following we will consider strategies in which each cell is probed by a
copy of a state ρ, so that the total probing state is of the form ρ⊗D. The information is
then recovered by a joint global POVM measurement at the output (see Figure 1B). The
multicell storage/retrieval of information is a transfer of information through the memory,
characterized in terms of quantum channels, and the maximum rate of information ID that
can be retrieved per single channel use (cell of the memory) is upper bounded [31] by the
Holevo quantity χ:

ID ≤ χ(ρ) := S(ρ)−∑
i

piS(ρi) (10)

where ρ = ∑i piρi and S(ρ) = −Tr(ρ log ρ) is the von-Neumann entropy [47]. In this case
i = 0, 1, ρi are the states defined in Equation (1) and pi is the probability for the cell to
be prepared with either one of the values of Ti. In case of D → ∞, that could be the case
for very large memories, the Holevo-Schumacher-Westmoreland (HSW) theorem [47] will
assure that it exist a POVM such that the information will converge to χ. Computing the
bound in Equation (10) is a difficult task. The maximization becomes significantly easier if
we restrict to the class of classical input states defined by Equation (2). We can then define the
maximum global classical information, χcla, as the maximization of χ over all classical states:

χcla := max
ρcla

χ(ρ) (11)

Details on how the calculation of this limit is performed are reported in Appendix A.
Of course one can expect that a global quantum strategy, where the quantum probe

is paired with a global (collective) receiver would perform better than the proposed local
quantum strategy. However, the optimization of the Holevo bound is not an easy task for
a general quantum state, as mentioned before, and it goes beyond the scope of this work,
which is to demonstrate that there exists at least a quantum strategy beating the global
classical bound.

3. Results

To compare the quantum strategy with the three classical ones presented in the previ-
ous section we assume that the distributions gi(τi) of the random variable Ti are Gaussian
and we denote the mean value as τ̄i and the standard deviation as σi. In Figure 2 we report
the results, in terms of information recovered per cell, for two possible configurations of
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the transmittance’s distributions. The first row shows a case in which the overlap between
g0 and g1 is negligible. This means that, although the transmittance values are uncertain, in
principle the value of the bit is codified in an unambiguous way, and a perfect measure-
ment would be able to discriminate correctly its value. However, quantum fluctuations
introduce further noise which reduce the actual distinguishability. In panel A, we show
the information recovered as a function of the mean number of signal photons µ. The
information recovered increases as the signal energy is increased, up until it saturates at the
maximum amount of information for a single binary cell, i.e., 1 bit. In the range showed this
saturation is only visible for the local quantum strategy, Q (reported in red), that reaches
it earlier than any of the classical one, even earlier than the global capacity bound χ. It
shows that the use of quantum resources allows a reliable recovery of the information with
significantly less energy than otherwise needed. In Panel B, we fix the number of photons
but let τ̄0 vary, while keeping fixed all the other parameter of the distributions. As expected,
the recovered information is higher when τ̄0 is far from the fixed mean value τ̄1 and starts
to decrease when the two values get too close. However, in the quantum case, the strong
degree of correlation of the source can be used to reduces the quantum fluctuations, which
reflects in a much narrower low-informative region, the deep in Figure 2B. The second row
of Figure 2, presents the case of a relevant overlapping of the initial distributions, obtained
by increasing their standard deviations, as reported in the bottom-left box. In panel C
and D, we show the dependence on the mean photon number µ and the transmittance τ̄0.
Note that the information saturates at a value smaller than 1 bit (specifically 0.8) because
the initial overlapping of the distributions. Of course, even a perfect measurement could
not unravel the initial ambiguous encoding. In panel D, we see an effect similar to panel
B, where the information recovered drops as τ̄0 approaches the fixed value of τ̄1. There
is, however, a widening of the low-informative region w.r.t the case of non-overlapping
distributions. The quantum strategy present still a significant improvement in this scenario
were there is a greater part of indistinguishability not due to fluctuations.

We turn now our attention to the quantum gain defined as the difference:

G = Q− C (12)

where C, can represent each one of the three classical bounds defined in
Equations (5), (7) and (10), in particular GPC, GHB and Gχ is the quantum gain w.r.t CPC,
CHB and χcla respectively. These quantities are reported in Figure 3 as a contour plot in
function of the transmittance τ̄0 and the number of photons µ, while the other parameters
are fixed. In the first row of Figure 3, the standard deviation of both distributions is fixed
to σ0 = σ1 = 0.001 which are small enough to reduce the initial overlapping. We see
how the quantum gain in all three cases is relevant in most of the region analysed. The
quantum strategy, based on photon counting measurement, performs very well against
the same measurement strategy realized with classical probes, with the gain GPC reaching
values above 0.9 bits. Thus, the use of a quantum probe allows recovering almost all the
information in a region where the same detection strategy with classical states would fail.
A similar result is shown for the gain GHB w.r.t. the optimal local classical bound, although
with slightly lower gains, reaching a maximum of 0.8 bits. Even more remarkable it is the
gain Gχ over the classical global limit, representing the bound on the information recovered
per cell after a global measurement, which is significantly higher than zero in a wide region
and reaches values higher than 0.7 bits per cell. This shows how the improvement offered
by quantum correlation cannot be substituted by any, even not trivial, classical encoding
over large memories. In all three panels, the range of transmittance showing a significant
advantage is wider for small number of photons, where quantum fluctuations are more
relevant. In the second row we show the effect of increasing the standard deviation to
σ0 = σ1 = 0.0025, leading to a larger overlapping between the initial distributions in the
region explored. We see, in general, a reduction of the gain due to the initial ambiguity of
the encoding that limit the value of accessible information to a value lower than 1 bit and
consequently the space for quantum advantage.
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Figure 2. Comparison of information recovery. We compare the information recovered with the
three classical strategies and the quantum one, described in the main text, for two different con-
figuration of the trasmittance distributions g0(τ0) and g1(τ1), both assumed gaussian. In the fist
row, we fixed the mean value of g1 to τ̄1 = 0.982 and the standard deviations of the distributions
to σ1 = σ0 = 0.001. In panel (A), the mean value of g0 is fixed to τ̄0 = 0.972 and the informations
are showed as a function of the mean number of signal photons µ. In all the panels we report the
quantum recovered information Q in red, the global classical bound χ in dark blue, the local classical
bound CHB in light-blue and the photon counting classical performance in light green. In panel
(B) we fixed the photon number to µ = 104 and we showed the information in function of τ̄0. In
the second row, we set different transmittance distributions, in order to increase their overlap, with
(panel (C)) τ̄1 = 0.976, τ̄0 = 0.966 and σ1 = σ0 = 0.0025. In panel (D) we fix µ = 104 and let τ̄0 vary.

In experimental realizations, the main issue is the presence of optical losses from
various sources. In the present scheme, the photon losses are accounted by the term 1− η,
with the efficiency 0 ≤ η ≤ 1. For the classical case the losses result simply in an effective
reduction of the probing energy from µ to ηµ. In the quantum case, however, on top of the
effective reduction of energy, losses have also an hindering effect on the correlations. The
result of taking losses into account is then a reduction of the gain. In Figure 4 we report
the the gain for the distribution case of non-overlapping initial distribution for different
values of the efficiency. The panel A shows the gain as a function of the number of photons
µ. Although with a reduced gain, an advantage over the classical local bounds is preserved
up to η = 0.8 (20% of losses), while the advantage is lost w.r.t. the classical capacity bound.
It is worth noticing that the figure reported refers to gain per cell of information, so even a
small fractions of information gained could result in a significant improvement over very
large memories. In panel B the gain is reported as a function of the mean transmittance τ̄0.
Beside the overall reduction of the gain, in presence of losses we observe a widening of the
low-informative region in the τ̄0 range. Finally, in Figure 5 we compare the performance
of the retrieval strategy proposed in this article with the one using only the two mean
values of transmittance τ̄0 and τ̄1, ignoring the distributions characterizing the memory.
The information CPC recovered using classical states and photon counting is compared with
the information CMV recovered with the same resources but using only the mean values of
the distributions. As expected, the characterization of the memory, i.e., the knowledge of
the distribution of the physical parameter used for the encoding, and its use in the decision
algorithm brings an advantage in the readout.
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Figure 4. Inefficiency effect. We report the quantum gain over the three classical limit defined in
the main text, for different values of overall efficiency η. In panel (A), we show the dependency of
the gain on the main number of signal photons µ. The case of perfect efficiency η = 1 is reported in
solid line, while the cases η = 0.9 an η = 0.8 are reported in dashed and dot dashed lines respectively.
The distributions g0 and g1 are the same reported in the first row of Figure 2, namely τ̄0 = 0.972,
τ̄1 = 0.982 and σ0 = σ1 = 0.001. In panel (B), we fix the number of photons to µ = 104 and we show
the dependency on the mean transmittance τ̄0.
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Figure 5. Post-processing comparison. We show the information retrieved by a classical transmitter
and photon counting as a function of the mean number of signa photons µ. We consider two
maximum likelihood post processing, one CPC, with full information on the distributions of T0, and
T1, as discussed in the main text, and the other CMV using only the mean values of the distributions
τ̄0 and τ̄1. The parameters are fixed to τ̄0 = 0.925, σ0 = 0.005, τ̄1 = 0.965 and σ1 = 0.01.
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4. Discussion

In this work we studied the effect of an imperfect characterization of a memory cell
on its readout performance. In particular, we considered an optical memory storing a bit
of information in two values of transmittance T0 and T1 that are not known with arbitrary
precision, i.e., they are classical random variable with Gaussian distribution. In this scenario,
we compared a specific quantum readout strategy, consisting of TMSV states transmitter
and a photon counting receiver after the cell, with three classical informational limits: The
classical optimal bound for a single cell readout, the classical performance achievable with
a photon counting receiver and the classical capacity limit taking into account collective
measurement on a large memory. Remarkably, the local quantum strategy reaches a notable
advantage in terms of bit recovered per cell over all of them, even the last, global, one.
Moreover, the advantage is retained for optical losses around 20%, which is particularly
noticeable towards possible real applications, since losses represent the main limiting factor
in many optical quantum sensing protocols. Finally, we have shown that taking properly
into account the parameter distributions in the decision algorithm, when available, allows
to optimize in general the readout performance. While this work is mainly focused on a
model of digital memory the results can be applied to different scenario involving convex
superposition of loss channels. Some example are the conformance test in the context of
process monitoring, spectroscopy [48] and more in general any discrimination problem
based on transmission/reflection optical measurement.
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Appendix A. Classical Capacity

As stated in the main text the imperfect memory readout problem can be seen as a
problem of quantum channel discrimination. Given an input state ρ, for the retrieval one
has to discriminate between the two channels acting on ρ as:

ρ0 = Eg0 [(Eτ ⊗ I)ρ]
ρ1 = Eg1 [(Eτ ⊗ I)ρ] (A1)

From an informational standpoint, a D cell memory encoding/readout can be seen as
a transfer of information with each cell encoding the binary r.v. X in the ensemble {pi, ρi},
i = 0, 1. For parallel probing of the memory some global encoding strategy could be more
convenient than the direct one, encoding one bit per cell independently. One can consider
an information retrieval strategy consisting of simultaneous probing of the whole memory
and a joint global POVM measurement at the output (see Figure 1B in the main text). For a
general encoding, if the input states are limited to tensor product states of the form ρ⊗D,
the information per cell retrieved, ID, can be upper bounded by the Holevo quantity χ:

ID ≤ χ(ρ) := S(ρs)−∑
i

piS(ρi) (A2)

where ρs = ∑i piρi and S(ρ) = −Tr(ρ log ρ) is the von-Neumann entropy [47]. The less or
equal sign in equation reflects the fact that for finite array of lenght D the convergence is
not guaranteed. On the other hand for an infinite number of cells the the HWS theorem
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guarantees the convergence of the information recovered by the optimal strategy to the
Holevo quantity [47]. The information recovered depends on the input state ρ. As already
done in the main text we will impose a constraint on the input states allowed in the form
of a fixed signal number of photons µ. The optimization of the quantity would give an
ultimate limit on the rate of information per bit that can be stored and retrieved accurately.
However this optimization is not easy to perform on the full space of states. The problem
can be solved more easily if the optimization is restricted to the class of classical states
defined in Equation (2). Solving this optimization will yield the classical capacity of the
imperfect memory, χcla:

χcla := max
ρcla

χ(ρcla) (A3)

To find χcla we will first find the Holevo quantity for a single mode coherent state and
then, following a similar proof given in Ref. [31] for a perfect memory, we will show how
the quantity found is equal to the classical capacity.

Appendix A.1. Single Mode Coherent State

Consider a single mode coherent state |α〉〈α|, without idler modes, as an input for
the readout procedure. In this case the constraint on the number of photons gives the
condition |α|2 = µ. To compute the Holevo quantity for this state, χα, we first use the fact
that pure loss channels map coherent states into coherent states, Eτ(|α〉〈α|) = |

√
τα〉〈
√

τα|,
to compute the output states in Equation (A1):

ρα
0 = Eg0 [|

√
τα〉〈
√

τα|] =
∫

dτg0(τ)|
√

τα〉〈
√

τα|

ρα
1 = Eg1 [|

√
τα〉〈
√

τα|] =
∫

dτg1(τ)|
√

τα〉〈
√

τα| (A4)

where, since there are no idler modes, we omitted them from the notation. We have then:

χα = S(p0ρα
0 + p1ρα

1)−∑
i

piS(ρα
i ) (A5)

The computation of the entropy is complicated by the fact that the distribution gi
are in general continuous ones. To overcome this problem, we performed a uniform
discretization of the distribution to some appropriate dimension K, so that the integrals over
τ in Equation (A4) are substituted by finite sums,

∫
dτ → ∑k

i . Under this approximation
is easy to see how each entropy term in Equation (A5) can be rewritten as some convex
combination of a finite subset of maximum dimension 2k of coherent states. The calculation
of χα than can be reduced to the calculations of terms in the form:

S

(
K

∑
i=1

qi|
√

τiα〉〈
√

τiα|
)

(A6)

where qi are suitable probability coefficients depending on the initial distributions gi and the
term considered. For the first term on the right hand side of Equation (A5) the coefficients
qi will depend also on the ensemble probabilities pi and the sum will in general be on
K = 2k terms. For the two entropy contributions on the summation the sum will go over
K = k terms.

In general, the set {|√τiα〉} is a non-orthogonal basis of a K-dimensional Hilbert space.
For any state ρ = ∑K

i=1 qi|
√

τiα〉〈
√

τiα|, we have:

S(ρ) = S(QG) (A7)

where Q = Diag[qi] and G(i, j) = G(j, i) = 〈√τiα|
√

τjα〉 are the elements of the Gram
matrix G. In fact, we can write [49]:
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S(ρ) = − ∂

∂n
Tr(ρn)

∣∣∣
n=1

(A8)

And

Tr(ρn) =
K

∑
i1,...,in=1

qi1 · · · qin〈
√

τi1 α|√τi1 α〉 · · · 〈√τin α|√τi1 α〉 =

=
K

∑
i2,...,in=1

qi2 · · · qin〈
√

τi2 α|√τi3 α〉 · · · 〈√τin−1 α|√τin α〉GQG(in, i2) =

=
K

∑
in=1

qin G(QG)n−1(in, in) = Tr[(QG)n] (A9)

Combining the results of Equations (A8) and (A9), we get the equality in Equation (A7).
While a closed form may not be available for a generic probability distribution and

for arbitrary k, Equation (A7) allows to skip the orthogonalization of the subspace, which
would represent a computational heavy task for large values of k. A numerical evaluation
of χα can be performed using Equations (A7) and (A8). The Holevo quantity χα for the
continuous set can be recovered as the limit for k→ ∞ of χcla(k). In the following section
we will show how χα coincides with the classical capacity χcla.

Appendix A.2. Saturation of Capacity by Single Mode Coherent State

To prove that the classical capacity can be computed using a single mode coherent
transmitter we can use the argument used in Ref. [31] that we report in the following.

Consider the class P of pure coherent transmitters. The class of mixed states formed
by positive superposition of elements of P constitutes the class of classical states. Using
the convexity on ρ of the Holevo information χ, it can be proved, similarly to what was
done in [31], that, if the capacity of the class P , χP, is concave in the number of photons µ,
it must be larger or equal to the capacity of whole class of classical states:

χP ≥ χcla (A10)

Given that P belongs is a subclass of the classical states, the capacity of P cannot be
larger than the one of classical states, so that Equation (A10) is an equality. The capacity
of classical states is then saturated by pure coherent states. The concavity of χP can be
checked numerically.

To complete the proof, one must simply show that a single coherent mode saturates the
capacity of P . This can be done [31] using the fact that acting with unitary transformations,
that don’t change the von Neumann entropy, on the output states of any pure classical
input one can rearrange the signal photons in a single mode obtaining the same result as a
single mode input.
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