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Abstract: Knowing the amounts of energy and nutrients in an individual’s diet is important for
maintaining health and preventing chronic diseases. As electronic and AI technologies advance
rapidly, dietary assessment can now be performed using food images obtained from a smartphone or
a wearable device. One of the challenges in this approach is to computationally measure the volume
of food in a bowl from an image. This problem has not been studied systematically despite the bowl
being the most utilized food container in many parts of the world, especially in Asia and Africa.
In this paper, we present a new method to measure the size and shape of a bowl by adhering a paper
ruler centrally across the bottom and sides of the bowl and then taking an image. When observed
from the image, the distortions in the width of the paper ruler and the spacings between ruler
markers completely encode the size and shape of the bowl. A computational algorithm is developed
to reconstruct the three-dimensional bowl interior using the observed distortions. Our experiments
using nine bowls, colored liquids, and amorphous foods demonstrate high accuracy of our method
for food volume estimation involving round bowls as containers. A total of 228 images of amorphous
foods were also used in a comparative experiment between our algorithm and an independent
human estimator. The results showed that our algorithm overperformed the human estimator who
utilized different types of reference information and two estimation methods, including direct volume
estimation and indirect estimation through the fullness of the bowl.

Keywords: 3D reconstruction; food volume estimation; image-based dietary assessment; round bowl

1. Introduction

Image-based dietary assessment using a wearable camera (e.g., eButton) or a smart-
phone has been increasingly adopted in the study of nutrition and health [1–10]. To monitor
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the intake of energy and nutrients accurately, each food in the image must be identified and
its volume estimated. Although food recognition has been extensively studied using deep
learning techniques [11–17], estimating food volume from images remains a challenging
problem [9–11,18]. Several sensor-based approaches have been reported [18–33]. A special
imaging sensor called a depth sensor has been used to produce depth on a per-pixel basis
from which food volume can be estimated [22–26]. Another effective approach uses a pair
of stereo cameras separated by a distance. Food volume is estimated based on stereoscopic
vision, a mechanism similar to depth perception by human eyes [27–29,33]. The structural
light method is also an effective approach to capture 3D information. This method uses
an optical scanning device to produce a light grid. When projected onto a food surface,
this grid appears to be distorted. The 3D surface is then reconstructed from the observed
distortion [30,31]. Although these sensor-based approaches are effective, the depth and
structured light sensors are costly. Their sizes, weights, and power consumptions cause
additional concerns when they are utilized within a wearable device. The stereo camera
approach is less costly, but it suffers from the power consumption problem. In addition, it
requires a sufficient separation between the two cameras, which elongates the wearable
device, affecting its wearability. Because of these issues, current food volume estimation
methods mostly use ordinary images (i.e., RGB images) in two dimensions (2D).

In general, it is difficult, if not impossible, to reconstruct a 3D surface of an amorphous
food from a single 2D image or several 2D images taken from closely spaced viewpoints
because (1) the whole 3D object is usually not fully observable from the image(s) and
(2) a scale factor relating the physical space and the image space is missing [34]. Due
to these limitations, the volume of food in a 2D image can only be estimated roughly
and an estimation error, sometimes considerably large, must be tolerated [35,36]. Several
estimation methods have been reported [10,17,18,35,37–49]. A set of computer-generated
three-dimensional wireframes is used to conform to food surfaces and compute food
volumes [37–42]. Although simple and effective, this method must be manually performed.
Videos or multiple images from different views are also used to reconstruct the shape of
the food and estimate its volume, but a fiducial marker is still required to provide the scale
information [50–52]. Recently, AI-based methods are proposed that estimate depths of
food in an image or food calories directly using deep networks [47–49]. However, their
inaccuracy and depth/calorie uncertainty are major drawbacks. Recently, deep networks
have been utilized to reconstruct 3D objects from a single image [53–55], but the networks
need to be trained by large 3D datasets, such as synthetic datasets [55,56] or 3D scanner
produced ones [57], which provide complete surface points of objects in 3D space. Due to
the complexity of food in geometric attributes and shapes, there is no such food dataset
currently available. A novel network, called the hungry network, has been proposed to
reconstruct both the food and plate from a single image for estimating food volume [57].
A 3D dataset consisting of 240 models of foods and 38 models of plates (both in 3D) are
used to train the hungry network. Since the size of this dataset is relatively small for deep
learning, it is hard for the hungry network to reconstruct food or a food container that
the network has never seen. In addition, a scale factor in the image is still necessary to
obtain the actual food volume besides the 3D shape. To obtain the missing scale factor in
an image, an object with known physical dimensions is often used as a size reference, such
as a checkerboard card [6], a coin [51], a standardized cube [44–46], or a food serving object
with known size (e.g., a circular plate [37] or a pair of chopsticks [43]).

Because food is usually contained on/in a plate/bowl, it would be convenient and ad-
vantageous to use the food container as the scale reference. In this method, the plate/bowl
is pre-measured. When the container reappears in the images acquired during a dietary
study, the pre-measured information is used to determine the volume of food or beverage
inside the container. While measuring the diameter of a shallow plate is usually sufficient
to provide a reference [58], measuring the shape and size of a bowl in the home environ-
ment represents a significant challenge to both field researchers and research participants.
There is a strong need to meet this challenge because bowls are primary food containers in
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many parts of the world, especially in Asia and Africa [59]. In addition, meeting the bowl
measurement challenge reduces the previously mentioned food volume estimation error
and its uncertainty. The reason is simple: for amorphous food within a bowl, a major part
of the food is confined by the known shape of the bowl except for the free-standing part on
the top.

In this work, we proposed a convenient way to pre-measure the size and shape of a
bowl using an adhesive paper strip printed with ruler markers as the measurement tool
(Figure 1a). This paper ruler is pasted centrally across the bottom and sides of the bowl
and then a photograph is taken from the top using a smartphone or a camera (Figure 1b).
Because the equally spaced markers (in a chosen physical unit, e.g., inch) on the tape
become uneven and the strip width varies when observed from the image, these markers
and variations provide unique information about the shape and the size of the bowl. We
extract and process the information to reconstruct the interior shape of the bowl in 3D
computationally. After the reconstruction, for each image containing the reconstructed bowl,
the orientation and the location of the bowl relative to the camera are first estimated (details
described in Section 2.2). Next, the reconstructed bowl with pre-marked volume levels
is projected onto the bowl in the image based on the calculated location and orientation
of the bowl. Finally, the food volume is estimated from the observed level of food within
the bowl.
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Figure 1. (a) A roll of the adhesive paper ruler as a tool for bowl measurement, (b) a bowl taped with
an adhesive paper ruler centrally across the bottom and sides of the bowl, and (c) selected landmark
points for computation (red asterisks).

2. Methods
2.1. 3D Reconstruction of the Bowl

When observed from the top (Figure 1b), both the width of the yellow paper ruler
and the spacings between the black markers vary in different parts of the bowl despite the
ruler having a constant width and marker spacing. We use these observed variations to
reconstruct the 3D shape of the bowl since these variations “encode” both the shape and the
size of the bowl. Moreover, the paper ruler has some features favorable to our application:
its color is fixed, and its surface is anti-reflective. Because of these properties, which are
independent of the bowl, the performance of our method is stable and not affected by the
material properties such as the reflectivity, decorative pattern, and color of the bowl.

Our method consists of four components as described below.

2.1.1. Landmark Labeling

We selectively label the markers (shown as red asterisks in Figure 1c) to form two sets
of landmark points in the image, one set along the top border of the paper ruler and the
other along the bottom. For example, the labeled interval between adjacent markers in
Figure 1b is 0.5 inches (which is the curve length of the tape on the bowl surface) except
at the two endpoints. In this study, landmark labeling is performed manually. For a
large amount of labeling, image processing algorithms could be developed to accelerate
the process.
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Next, we perform a coordinate transformation to convert the image coordinates of
each point [x, y]T in the image (in pixel) to the coordinates [x′, y′]T in the image plane (in
a metric unit, e.g., millimeter) within the camera (the digital image is obtained from a
microsensor array located in the image plane) [34]:[

x′

y′

]
=

[
sx 0
0 sy

][
x
y

]
+

[
ox
oy

]
(1)

where sx and sy define the sizes in pixels (in the real-world physical units) of the microsen-
sor array along x and y directions, respectively, and ox and oy are the coordinates (in pixels)
of the principal point relative to the center of the image plane. Note that sx, sy, ox, and oy
are the intrinsic parameters of the camera. In the following description, the landmarks are
in the image plane and their coordinates are in the real-world physical units. We next use
the pin-hole model to approximate the projection of 3D points in the physical space to the
image plane.

2.1.2. Landmark Pairing and Camera Modeling

Since the detected landmark points involve certain errors, we use the least-square
fitting to obtain two smooth curves (blue dash lines in Figure 2a). A 5th order polynomial
is utilized in this fitting. Then, the midline between the upper and lower polynomial curves
is determined by connecting midpoints of the two curves (the red dash line in Figure 2a).
Finally, lines connecting corresponding pairs of landmarks are drawn (green bars). The
length Wi of the line represents the width of the observed ruler at the ith landmark location
for i = 1, 2, · · · , I. Based on the standard pinhole camera model [34], the distance ri between
the optical center O and the center of the ith bar on the bowl surface in the 3D physical
space (Figure 2b) can be estimated by

ri = f Di/Wi (2)

where f is the focal length of the camera (another intrinsic parameter of the camera) and Di
is the physical distance on the ruler corresponding to the distance between the ith pair of
landmarks in the image. Both f and Di . are shown in Figure 2b. Equation (2) is used as the
initial condition in an optimization process (to be described). Strictly speaking, Di cannot
be determined without knowing the shape of the bowl. However, the local curvature of
the bowl across the width of the ruler is small so that the curve length, which equals the
known width of the ruler, can approximate Di closely.

2.1.3. Formulation of Parameter Estimation

Again, we use the pinhole model as shown in Figure 3a. A set of rays initiates from
the optical center of the camera through the detected landmarks intersecting with the
cross-section of the bowl. Since the location of each landmark in the image is known, the
angle θi between two adjacent rays can be calculated as:

θi = arctg(Vi/ f )− arctg(Vi+1/ f ) (3)

where Vi is the signed distance between the center of the image plane and the center of
the ith landmark (indicated in Figure 3a). This signed distance takes a positive value if the
landmark locates in the left half image plane and a negative value otherwise. Let Ĉi denote
an estimate of Ci, which is the curve length of the tape (e.g., 0.5 inches in Figure 1b except
at tape ends), and the law of cosines yields

Ĉi =
√

ri
2 + ri+1

2 − 2riri+1 cos θi (4)
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where ri is the ith ray length. Equation (4) is an approximation because Ci is a curve length
rather than a distance. We form the following objective function J:

J = ∑I−1
i=1

(
Ĉi − Ci

)2
= ∑I−1

i=1

(√
ri

2 + ri+1
2 − 2riri+1 cos θi − Ci

)2
(5)

Our goal is to find the optimal values of ri for i = 1, 2, · · · , I with known values of θi
and Ci by minimizing J. Considering that the bottom of the bowl is always flat, we further
constrain ri by

rk cos(arctg(Vk/ f )) = rk+1 cos(arctg(Vk+1/ f )), k ∈ ß (6)

where ß is the region of the flat bottom. ß can be specified visually from the image.
With the constraint imposed, the optimization process is implemented using a nonlinear
programming algorithm presented in [60]. In this optimization process, Equation (2) is
used as the initial condition.
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Figure 2. (a) Extracted landmarks on the image plane. The dashed vertical black line represents the
central vertical line of the image. (b) Pinhole camera model, where O and f are the optical center and
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Figure 3. (a) Pinhole camera model for the reconstruction of the cross-section curve, (b) reconstructed
intersecting points of rays between optical center O and bowl interior surface, and (c) reconstructed
cross-section curves after interpolation (red), shift, rotation, and averaging (blue).
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2.1.4. Reconstruction of the Cross-Section Curve

The optimization procedure yields the intersecting points of rays on the bowl’s interior
surface, shown as the red asterisks in Figure 3b. These points are then cubic-spline interpo-
lated to obtain a smooth curve (red solid line in Figure 3c). Since the optimization process
may not guarantee the curve to be symmetric while a round bowl must be, the following
post-processing is utilized: First, we shift the curve such that its center is aligned with the
optical center. Then, we rotate the curve if the heights of the left and right endpoints are
not the same. Next, the left and right sides of the bowl are averaged resulting in the blue
curve in Figure 3c, which is the reconstructed cross-section curve of the bowl. Finally, the
blue curve is rotated 360◦ along the vertical axis to form the entire bowl interior. Figure 4a
shows an example of a reconstructed bowl. After reconstruction, all the parameters of the
bowl (such as diameter, depth, and volume) can be calculated.
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2.2. Food Volume Estimation

To estimate the volume of food when the pre-measured bowl reappears in the image
acquired during a dietary study, the location and orientation of this bowl are first estimated.
A useful feature of the bowl is its circular rim which appears as an ellipse in the image
(Figure 4b). This ellipse can be extracted semi-manually by specifying five or more points
(we usually use between six and eight) on the observed elliptic rim. Then, the selected
points are fitted by an ellipse using a least-square fitting [37,58]. The orientation of the
bowl can be obtained using the detected bowl rim in the image and the location of the bowl
can be determined when the diameter of the bowl is known (here we use the diameter
of the reconstructed bowl) [58,61]. Once the location and orientation are obtained, we
superimpose the observed and reconstructed bowls by a 2D projection of the 3D bowl
(shown as dashed red ellipses in Figure 4c) [34]. A sequence of levels is used to represent
increments of the volumes in the projected bowl. For example, each level in Figure 4c
represents a 50 mL increment. Finally, the volume of food or beverage is estimated by
counting (for liquids) or estimating (for most solid or semi-solid foods) the number of
levels, to be discussed in more detail below.

We have developed a software interface to facilitate the volume estimation process.
For liquids (e.g., drinks, soup, or porridge) with a flat top surface, we first interactively
select at least five points to represent the elliptic level surface of the food. Then, all the
projected ellipses are searched to find the closest match (using finer levels when necessary)
shown as the green ellipse in Figure 5a. The best match provides the estimated volume.

For amorphous foods without a flat surface, we utilize a computer-assisted procedure.
Our software interface (shown in Figure 5b) provides a sliding bar (right side of Figure 5b).
When this bar is slid, the level line (red ellipse in the middle panel of Figure 5b) moves up
or down, providing an effective visual reference to facilitate the mental flattening of the
food surface and match the result with the level line. Again, the best match provides the
estimated volume.
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2.3. Alternative Method for Liquid Volume Estimation

In practice, manual determination of the boundary between the liquid and the interior
surface of the bowl (Figure 5a) involves a certain error. Since the area at the top surface of
the liquid is the largest among all parallel surfaces within the bowl, a small error in liquid
level estimation results in a larger error in volume estimation. To reduce the volumetric
error and facilitate automation of the estimation process, we present an alternative method
by estimating the liquid area rather than the liquid level using the following steps: (1) For
a given image, as shown in Figure 4b or Figure 5a, we first extract the boundary (i.e.,
the rim) of the bowl (an ellipse). The number of pixels within the bowl rim is computed.
(2) We segment the region of the visible liquid (e.g., the light brown region in Figure 6a)
and count the number of pixels in this region. (3) We compute the Food Area Ratio (FAR)
defined as the ratio between the number of pixels of the visible liquid and the number
of pixels within the bowl rim. (4) Using the same method, we calculate the FAR values
corresponding to equal increments in volumes of a virtual (simulated) liquid in the same
bowl (e.g., blue regions in Figure 6b). The relationship between the FAR values and the
volume of the simulated liquid is shown as the red asterisks in Figure 6c. A regression line
is computed to approximate the relationship between the FAR and food volume based on
the calculated points in Figure 6c. (5) Finally, the FAR of the liquid (light brown liquid in
Figure 6a) is located on the vertical axis (Figure 6c) and the corresponding volumetric value
is determined from the regression line (dashed lines and blue asterisk in Figure 6c).
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3. Experiments
3.1. Ground Truth and Accuracy of Bowl Parameter Estimation

In our experiment, nine commonly used bowls (Figure 7) were investigated. These
bowls had different shapes, including the ones with a nearly half-dome shape (#2), steep
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walls (#1 and #9), and large sizes (#7, #8, and #9). Note that all bowls have circular rims (our
algorithm cannot handle bowls with non-circular rims such as those made by hand with
irregular shapes). The depths and diameters of these bowls were measured with a ruler.
The capacity of each bowl was obtained by pouring water into the bowl carefully until full.
The amount of water was measured using a graduated cylinder (Thermo Fisher Scientific,
USA). The results were used as the ground truth. Next, an adhesive tape was applied to
each bowl and the 3D shape of the bowl was reconstructed using the proposed method.
Then, the same set of parameters (depth, diameter, and capacity) were estimated from the
reconstructed bowls. Comparisons between the measured and estimated parameters are
listed in Table 1. It shows that most relative errors of the estimated bowl volumes are below
5% and the maximum error is 10.6%. We notice that the shape, size, and steepness of the
bowl did not significantly affect the reconstruction error. However, if the bowl has a rim
curled outward, a larger error could occur (e.g., #5). This was mainly due to the difficulty
to define the location of the rim when the rim is widened by the outward curl.
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Table 1. Comparisons of measured (ground truth) and estimated depth, diameter, and capacity of
each bowl.

Bowl #1 Bowl #2 Bowl #3 Bowl #4 Bowl #5 Bowl #6 Bowl #7 Bowl #8 Bowl #9

Actual diameter (mm) 101 110 121 157 153 135 151 152 143
Calculated diameter(mm) 96.9 110.6 118.7 154.6 154.3 135.2 142.7 145.4 135.6

Relative error * (%) −4.1 0.5 −1.9 −1.5 0.8 0.1 −5.5 −4.3 −5.2

Actual depth (mm) 45 42 52 44 43 70 59 61 65
Calculated depth (mm) 47.3 39.1 52.5 42.2 42.9 67.9 62.3 64.1 68.7

Relative error * (%) 5.1 −6.9 1 −4.1 −0.2 −3 5.6 5.1 5.7

Actual capacity (mL) 288 291 371 500 500 642 773 787 810
Calculated capacity (mL) 288.7 288 362.9 496.9 553 661.4 769.4 803.4 851.6

Relative error * (%) 0.2 −1 −2.2 −0.6 10.6 3 −0.5 2.1 5.1

* Relative error = (measured value − actual value)/actual value × 100%.

3.2. Volume Estimation of Liquid in a Bowl

In this experiment, each bowl was filled with different amounts of red tea. Pictures
were then taken using an eButton and a smartphone (Motorola Cruise e5). The eButton is a
wearable device worn on the chest and automatically takes a picture every 4 s [62,63]. This
device has been used in several dietary studies [3,37,40,64–66]. The camera of the eButton
has a 170◦ wide-angle lens. Because the resulting field of view is large, the images obtained
contain considerable distortion. To correct the distortion, a series of checkerboard images
were taken by the eButton before the study. Then, the MATLAB calibration toolbox [67] was
used to pre-process the images. A total of 26 liquid samples in the 9 bowls were tested in
this experiment. The actual volumes, measured using a graduated cylinder, were between
90 mL and 550 mL. These volumes were used as ground truth. Each bowl with red tea was
photographed by both the smartphone and the eButton.

To facilitate comparisons among samples of different volumes in different bowls, we
defined a normalized volumetric measure called “fullness” to represent how full the bowl is
with the liquid/food inside. Specifically, the fullness is defined as the ratio (in percentage)
of the actual liquid/food volume to the volume of the bowl. Experimentally, we first
established the ground truth of fullness for each bowl by calculating the volumetric ratio
of the ground truth of the tea volume in each bowl and the volume of the whole bowl.
Then, the fullness was estimated using both manual estimation (described in Section 2.2)
and simulation methods (described in Section 2.3). Finally, the estimated fullness values
were compared with the ground truth value for each sample. Our experimental results
of all 26 liquid cases are summarized in Figure 8 and Table 2. It can be observed from
Figure 8 that most of the computationally obtained levels of fullness (the last four bars
in each group of bars) are less than the ground truth (to be discussed in the Discussion
section). For comparison with other published results, we also listed in Table 2 the statistical
measures—median value and interquartile range (IQR, the difference between the third
and first quartiles)—of the fullness and relative errors of the estimated volume of each
sample. The median of the fullness errors over the 26 cases is in the range between −8.7%
and −2.8%, and the median of the relative errors is in the range between −18.6% and
−7.0%. It can also be observed from Table 2 that the IQR of both the fullness errors and the
relative errors are small.
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Figure 8. Actual and estimated fullness values from both the smartphone and eButton images
using manual estimation and simulation. Each group containing five bars corresponds to one liquid
sample. The first bar represents the measured fullness, i.e., the ground truth, and the other four bars
correspond to the results of the four estimation methods, respectively.

Table 2. Estimation errors using smartphone and eButton images.

Smartphone Images eButton Images

Manual Simulation Manual Simulation

Fullness

Mean ± s.t.d. −3.2% ± 4.3% −4.8% ± 5.7% −4.9% ± 5.2% −7.7% ± 7.3%

Root mean square error (RMS) 5.3% 7.4% 7.1% 10.6%

Median −2.8% −4.4% −5.1% −8.7%

IQR 6.7% 7.0% 7.0% 10.0%

Relative error *
Median −7.0% −9.9% −9.5% −18.6%

IQR 12.8% 13.4% 16.0% 31.3%
* Relative error = (measured value − actual value)/actual value × 100%.

3.3. Volume Estimation of Food in a Bowl

In this experiment, the volumes of various amorphous foods were used to evaluate
the volume estimation method. This experiment requires an establishment of the ground
truth volume. The traditional ground truth is established using the time-consuming water
or seed displacement method, which is difficult to implement outside the laboratory. We
developed a new method using the measurement of food density. A four-step procedure
was performed: (1) A standard measuring cup was filled with a sample of each food taken
from the bowl. Then, the net weight of the food within the cup was measured using a
digital kitchen weighing scale. The result was denoted by wc. (2) The density of the food
sample was calculated by ρ = wc/vc, where ρ and vc represent, respectively, the food
density and the volume of the measurement cup (usually 237 mL). (3) The food sample was
returned to the bowl and the net weight of the food in the bowl was measured. The result
was denoted by w f . (4) Finally, the volume of the food in the bowl, v f , was calculated by
v f = w f /ρ. We used this value as the ground truth.

In the volume estimation process, food images were acquired by the same smartphone
as the one used in the liquid experiment. Three of the nine bowls shown in Figure 7a (Bowl
#3, #6, and #8) were used in this experiment (we made such choices because these bowls
were representatives of different sizes). We collected a total of 114 real-world amorphous
foods from home kitchens and local restaurants, and 38 different foods were tested for each
bowl. Eight example images are shown in Figure 9. Two images were taken for each food
with randomly selected distances and viewing angles to investigate the consistency of the
proposed method in the variable, but natural, picture-taking environments. These two
images were randomly assigned to one of two groups (group 1 or group 2). Next, the food
volumes were estimated independently using the method described in Section 2.2 and our
computer interface (Figure 5b). To assess inter-rater variability, two researchers participated
in the estimation process independently, each researcher estimated food volumes for
both groups of the images. Before the estimation started, a training session was given
independently to each researcher using six food-containing images. For each image, the
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researcher estimated the fullness using our software interface. Then, the interface informed
the researcher of the ground truth and the estimation error, allowing the researcher to
improve his/her performance in consequent estimation sessions. The estimation results of
the two researchers are shown in Figure 10 and Table 3. It can be observed that the median
values of fullness errors and relative errors of both researchers are less than 5%. We can
also see that the results of group 1 and group 2 are similar, indicating the consistency of the
proposed approach.
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Figure 10. Box plots of estimation errors of fullness estimated by two researchers using our software
and by a registered dietitian with prior experience estimating volume from images using direct
visualization. R represents the researchers’ estimation, DN represents the dietitian’s estimation with
no image cue (i.e., water bottle in the bowl image), and DC represents the dietitian’s estimation with
the cue. On each box, the central line represents the median of the errors over all the food samples.
The bottom and top edges of the box are, respectively, the first and the third quartiles, which is the
IQR. Whiskers are extended to the most extreme data point that is no more than 1.5× IQR from
the edge of the box. Points outside the whiskers are plotted individually as pluses, representing
potential outliers.

To further compare the performances of our computing tool and direct human esti-
mation (computing tool vs. human), we invited a registered dietitian (with experience in
estimating food volumes in images) to participate in this study. The 228 food images were
presented to the dietitian in random order on a computer screen. For each image, the dieti-
tian was asked to estimate the food volume in different metrics: one was in measuring cup
and the other in fullness. In this study, we tested two types of the information shown on the
screen for the dietitian to use as references: one was an image containing the empty bowl
together with a set of key measurements of the bowl, including the volume, diameter, and
depth, and the other was an image containing the empty bowl and a 500 mL water bottle, in
addition to the same set of measurements. The estimation results from the dietitian are also
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shown in Figure 10 and Table 3. It can be observed that the researchers’ estimates using our
computational tool were more accurate than the dietitian’s direct visual estimates. It can
also be observed that the accuracies of the two metrics (cup vs. fullness) were markedly
different. Although estimated by the same dietitian, the errors using the measuring cup
metric were much larger than those using the fullness metric when there was no cue in the
image. These estimates improved when a water bottle was presented as a cue in the image.
However, they were still not as accurate as the researchers’ estimates using our software.

Table 3. Errors of the estimated volumes of the 228 foods.

Fullness Relative Error *

Median IQR Median IQR

R#1
(Researcher #1)

Group 1 −1.6% 9.4% −3.3% 21.8%

Group 2 −1.7% 7.5% −3.7% 15.5%

R#2
(Researcher #2)

Group 1 −2.0% 14.0% −2.6% 25.4%

Group 2 −2.1% 11.4% −3.3% 22.2%

DN (cup)
(Dietitian: cup estimation, no cue)

Group 1 19.3% 43.7% 50.0% 79.4%

Group 2 19.0% 42.7% 50.0% 75.0%

DN (fullness)
(Dietitian: fullness estimation, no cue)

Group 1 4.0% 16.7% 10.2% 38.9%

Group 2 5.1% 15.0% 9.7% 35.4%

DC (cup)
(Dietitian: cup estimation, with the cue)

Group 1 −19.4% 18.2% −43.6% 27.2%

Group 2 −19.4% 18.7% −47.4% 24.6%

DC (fullness)
(Dietitian: fullness estimation, with the cue)

Group 1 2.6% 12.9% 9.2% 32.0%

Group 2 4.2% 11.8% 8.4% 34.8%
* Relative error = (measured value − actual value)/actual value × 100%.

4. Discussion

In this section, we discuss several important issues related to bowl reconstruction and
food volume estimation, and ultimately estimation of nutrient intake.

Assumptions Our method for reconstructing the 3D shape of a bowl is based on
the following assumptions: (1) the top boundary of the bowl is a perfect circle, (2) the
adhesive paper ruler is taped centrally across the bottom and sides of the bowl, (3) the
camera lens is located directly above the center of the bowl, and (4) when viewed from the
image, the paper ruler is parallel to the bottom edge of the image. However, in practice,
bowls, especially those made manually from wood or clay, may not be exactly circular,
and the paper ruler may not be taped centrally across the bowl exactly. In addition, the
position of the camera is difficult to control precisely when held in one’s hand. Thus,
these assumptions are difficult to satisfy exactly. As a result, errors are present in volume
estimates. Researchers should be aware of these errors and consider the errors in their
implementation of experiments. Here, we note that the last two assumptions could be
removed by improving our algorithm. However, a more general form of the mathematical
model must be used to replace the simple model shown in Figure 3, but this will cause
the bowl reconstruction algorithm to become more complex because it must account for
the variations of the camera viewpoint and camera rotation angles. We are exploring
mathematical methods to solve this problem.

Automation Although the proposed method is easy to use, automating the reconstruc-
tion procedure is still a challenging problem. Currently, both the locations of the ruler
markers on the tape and the level of the liquid or food within the bowl must be determined
manually from the input image. While the detection of ruler markers can be implemented
by specific image processing algorithms, such as segmenting the markers based on color
and other features followed by detection of endpoints, the determination of the liquid or
food level within the bowl is more challenging, as shown in Figure 9. A “thought process”
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is required to identify the “peaks” and “valleys” in the free-standing part (i.e., top part) of
the food in the bowl. Next, the peaks are imagined to be flattened to fill the valleys. Finally,
the imagined leveled surface gives rise to the desired food level. Since the “peaks” and “val-
leys” are only hinted by the image without specific 3D information, the flattening/filling
process is subjective, imprecise, and difficult to implement by the traditional computational
means. To meet this challenge, we are developing a machine learning approach trying to
solve the food level estimation problem. Although improvements are expected, we may
still have to tolerate a certain level of error due to the intrinsic lack of 3D information in the
food image.

Food Volume Metrics Our “computing tool vs. human” experiment suggests that, from
a food image, direct estimation of volume in a bowl using “cup” as the unit is less precise
than estimating the “fullness” of the bowl, even for an experienced registered dietitian. We
think it is generally true that, for a human or a computer, the fullness is a better metric than
the cup (or any other common volumetric units, e.g., milliliters) for food volume estimation.
Although this is still an assertion to be proven rigorously by experiments, we believe that
the use of fullness translates the difficult volumetric estimation problem to a much easier
size comparison problem between the food and the bowl, since they are both observable
from the image. In contrast, the “cup” or “milliliters” are volumetric references outside the
image. As additional evidence, we previously investigated the use of a 64-milliliter cube
displayed along with the food in the image as an observable volumetric reference which
yielded much higher accuracy in food volume estimation than using cups [44].

Bias in Liquid Volume Estimation It has been observed from Figure 8 that the volu-
metric estimation error for liquid in a bowl was mostly negative. We analyzed all steps
in the estimation process and found that the most likely reason was due to the negative
error in the liquid level detection step. If the liquid is lightly colored, as in the case of
red tea used in our experiment, the detected elliptic boundary between the liquid and the
bowl’s interior tends to be smaller than the actual boundary because the liquid near the
boundary is shallow, not showing enough color to be detected, either by visual inspection
or color-based image segmentation. Attention should be paid to this issue in practice. In
addition, the linear relationship between the FAR and food volume is an approximation
by observing the simulation results as described in Section 2.3. The inaccuracy of this
approximated linear relationship and the inaccuracy of image undistortion may be the
reason that causes the biggest estimation error when using the simulation approach for the
eButton images.

Cues and References In a recent report, thirty-eight nutritionists, dietitians, and nutri-
tion researchers were invited to estimate portion sizes of two sets of digital food images
presenting a meal in a food container (plate or bowl). Even with a standard checkerboard
(2D) placed beside the plate or bowl as a cue in every image, the mean percentage difference
in portion size was still over 44% and less than one-third of the participants estimated food
portion within 10% of the ground truth [36]. A similar conclusion was made in another
study [68]. A reason for the relatively poor performance by the dietitian was likely due
to the insufficient use of the cues provided. Our experiment indicates that the computer
and humans use different cues to estimate food volume from images. While the computer
prefers a complete 3D shape model as a volumetric reference, such as the interior surface
of the bowl, the human prefers more intuitive cues, such as forks/spoons of known sizes,
sizes of certain food components, or even human hands present in the image. Thus, how
to maximize the amount of information in the provided cues by a human estimator is an
interesting subject to study [68].

5. Conclusions

Despite the importance of diet in maintaining human health and preventing chronic
diseases, at present, the amount of food still cannot be gauged from images objectively
and reliably. One of the challenges is that the bowl as a common food container cannot be
measured with acceptable accuracy in the two-dimensional image space. In this work, we
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have developed a convenient and accurate method to estimate the volumes of both the bowl
and the food contained within the bowl from a 2D image. By simply taping a paper ruler
centrally across the bottom and sides of the bowl and then taking an image, the size and
shape of the bowl are measured computationally. This method can be implemented easily
in practice as a pre-procedure before a dietary study. An image processing algorithm is
developed to reconstruct the interior surface of the bowl based on the observed distortions
of the ruler and ruler markers from the bowl image. With the reconstructed bowl interior,
the volumes of amorphous foods are estimated from a quantity called “fullness” defined as
the food volume divided by the volume of the bowl. We have compared the performances
of human and our computer algorithm using over 200 real-world food samples. The results
show that the estimation error by the computer is generally less than the human estimation
error, indicating the effectiveness of our approach. The experimental data also indicate that
volume estimation using the fullness produces superior results to direct volume estimation.
This study has provided a new practical tool for image-based dietary assessment involving
bowls as food containers.

Author Contributions: Conceptualization, M.S. and Z.-H.M.; methodology, M.S., Z.-H.M. and W.J.;
software, W.J., Y.R., J.Q. and B.L. (Boyang Li); experiment, S.C., Z.W. and W.J.; data analysis, M.S.,
Y.R., B.L. (Boyang Li), J.Q., B.B. and W.J.; writing—original draft preparation, W.J., Z.-H.M. and
M.S.; writing—review and editing, M.S., Z.-H.M., L.E.B., T.B., B.L. (Benny Lo), A.K.A., G.F., M.A.M.,
E.S., M.S.-A. and W.J.; funding acquisition, M.S., Z.-H.M., L.E.B., T.B., B.L. (Benny Lo), A.K.A., G.F.,
M.A.M., E.S. and W.J. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded in part by the Bill & Melinda Gates Foundation (Contract
ID: OPP1171395), National Institutes of Health (Grant No: R56 DK113819 and R01 DK127310),
and Institutional Support from the Agricultural Research Service, U.S. Department of Agriculture
(Cooperative Agreement 58-3092-5-001). The funders had no role in the design, analysis, or writing
of this article.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The datasets used and/or analyzed during the current study are
available from the corresponding author upon request.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Madival, S.A.; Jawaligi, S.S. A comprehensive review and open issues on food image analysis and dietary assessment. In Proceed-

ings of the 2020 3rd International Conference on Intelligent Sustainable Systems (ICISS), Thoothukudi, India, 3–5 December 2020;
pp. 414–420.

2. Bell, B.M.; Alam, R.; Alshurafa, N.; Thomaz, E.; Mondol, A.S.; de la Haye, K.; Stankovic, J.A.; Lach, J.; Spruijt-Metz, D. Automatic,
wearable-based, in-field eating detection approaches for public health research: A scoping review. NPJ Digit. Med. 2020, 3, 38.
[CrossRef] [PubMed]

3. Jobarteh, M.L.; McCrory, M.A.; Lo, B.; Sun, M.; Sazonov, E.; Anderson, A.K.; Jia, W.; Maitland, K.; Qiu, J.; Steiner-Asiedu, M.; et al.
Development and validation of an objective, passive dietary assessment method for estimating food and nutrient intake in
households in low- and middle-income countries: A study protocol. Curr. Dev. Nutr. 2020, 4, nzaa020. [CrossRef] [PubMed]

4. Doulah, A.; McCrory, M.A.; Higgins, J.A.; Sazonov, E. A systematic review of technology-driven methodologies for estimation of
energy intake. IEEE Access 2019, 7, 49653–49668. [CrossRef] [PubMed]

5. Vu, T.; Lin, F.; Alshurafa, N.; Xu, W. Wearable food intake monitoring technologies: A comprehensive review. Computers 2017, 6, 4.
[CrossRef]

6. Boushey, C.J.; Spoden, M.; Zhu, F.M.; Delp, E.J.; Kerr, D.A. New mobile methods for dietary assessment: Review of image-assisted
and image-based dietary assessment methods. Proc. Nutr. Soc. 2017, 76, 283–294. [CrossRef]

7. Gemming, L.; Utter, J.; Ni Mhurchu, C. Image-assisted dietary assessment: A systematic review of the evidence. J. Acad. Nutr. Diet.
2015, 115, 64–77. [CrossRef]

8. Bekelman, T.A.; Martin, C.K.; Johnson, S.L.; Glueck, D.H.; Sauder, K.A.; Harrall, K.K.; Steinberg, R.I.; Hsia, D.S.; Dabelea, D.
A comparison of the remote food photography method and the automated self-administered 24-h dietary assessment tool for
measuring full-day dietary intake among school-age children. Br. J. Nutr 2021, 1–10. [CrossRef]

http://doi.org/10.1038/s41746-020-0246-2
http://www.ncbi.nlm.nih.gov/pubmed/32195373
http://doi.org/10.1093/cdn/nzaa020
http://www.ncbi.nlm.nih.gov/pubmed/32099953
http://doi.org/10.1109/ACCESS.2019.2910308
http://www.ncbi.nlm.nih.gov/pubmed/32489752
http://doi.org/10.3390/computers6010004
http://doi.org/10.1017/S0029665116002913
http://doi.org/10.1016/j.jand.2014.09.015
http://doi.org/10.1017/S0007114521001951


Sensors 2022, 22, 1493 15 of 17

9. Hochsmann, C.; Martin, C.K. Review of the validity and feasibility of image-assisted methods for dietary assessment. Int. J. Obes.
2020, 44, 2358–2371. [CrossRef]

10. Lo, F.P.W.; Sun, Y.; Qiu, J.; Lo, B. Image-based food classification and volume estimation for dietary assessment: A review. IEEE J.
Biomed. Health Inform. 2020, 24, 1926–1939. [CrossRef]

11. Subhi, M.A.; Ali, S.H.; Mohammed, M.A. Vision-based approaches for automatic food recognition and dietary assessment:
A survey. IEEE Access 2019, 7, 35370–35381. [CrossRef]

12. Allegra, D.; Battiato, S.; Ortis, A.; Urso, S.; Polosa, R. A review on food recognition technology for health applications. Health
Psychol. Res. 2020, 8, 9297. [CrossRef] [PubMed]

13. Zhou, L.; Zhang, C.; Liu, F.; Qiu, Z.; He, Y. Application of deep learning in food: A review. Compr. Rev. Food Sci. Food Saf. 2019, 18,
1793–1811. [CrossRef] [PubMed]

14. Mezgec, S.; Barbara, K.S. Deep neural networks for image-based dietary assessment. J. Vis. Exp. 2021, 169, e61906. [CrossRef]
15. Mezgec, S.; Korousic Seljak, B. NutriNet: A deep learning food and drink image recognition system for dietary assessment.

Nutrients 2017, 9, 657. [CrossRef] [PubMed]
16. Sahoo, D.; Hao, W.; Ke, S.; Xiongwei, W.; Le, H.; Achananuparp, P.; Lim, E.-P.; Hoi, S.C.H. FoodAI: Food image recognition

via deep learning for smart food logging. In Proceedings of the 25th ACM SIGKDD International Conference on Knowledge
Discovery & Data Mining, Anchorage, AK, USA, 4–8 August 2019; pp. 2260–2268.

17. Tahir, G.A.; Loo, C.K. A comprehensive survey of image-based food recognition and volume estimation methods for dietary
assessment. Healthcare 2021, 9, 1676. [CrossRef]

18. Raju, V.B.; Sazonov, E. A systematic review of sensor-based methodologies for food portion size estimation. IEEE Sens. J. 2021, 21,
12882–12899. [CrossRef]

19. Skinner, A.; Toumpakari, Z.; Stone, C.; Johnson, L. Future directions for integrative objective assessment of eating using wearable
sensing technology. Front. Nutr. 2020, 7, 80. [CrossRef]

20. Eldridge, A.L.; Piernas, C.; Illner, A.K.; Gibney, M.J.; Gurinovic, M.A.; de Vries, J.H.M.; Cade, J.E. Evaluation of new technology-
based tools for dietary intake assessment-An ILSI Europe dietary intake and exposure task force evaluation. Nutrients 2018, 11, 55.
[CrossRef]

21. Zhao, X.; Xu, X.; Li, X.; He, X.; Yang, Y.; Zhu, S. Emerging trends of technology-based dietary assessment: A perspective study.
Eur. J. Clin. Nutr. 2021, 75, 582–587. [CrossRef]

22. Fang, S.; Zhu, F.; Jiang, C.; Zhang, S.; Boushey, C.J.; Delp, E.J. A comparison of food portion size estimation using geometric
models and depth images. In Proceedings of the 2016 IEEE International Conference on Image Processing (ICIP), Phoenix, AZ,
USA, 25–28 September 2016; pp. 26–30.

23. Herzig, D.; Nakas, C.T.; Stalder, J.; Kosinski, C.; Laesser, C.; Dehais, J.; Jaeggi, R.; Leichtle, A.B.; Dahlweid, F.M.; Stettler, C.; et al.
Volumetric food quantification using computer vision on a depth-sensing smartphone: Preclinical study. JMIR Mhealth Uhealth
2020, 8, e15294. [CrossRef]

24. Makhsous, S.; Bharadwaj, M.; Atkinson, B.E.; Novosselov, I.V.; Mamishev, A.V. DietSensor: Automatic dietary intake measurement
using mobile 3d scanning sensor for diabetic patients. Sensors 2020, 20, 3380. [CrossRef] [PubMed]

25. Suzuki, T.; Futatsuishi, K.; Kobayashi, K. Food volume estimation using 3d shape approximation for medication management
support. In Proceedings of the 2018 3rd Asia-Pacific Conference on Intelligent Robot Systems (ACIRS), Singapore, 21–23 July 2018;
pp. 107–111.

26. Lo, F.P.W.; Sun, Y.; Qiu, J.; Lo, B.P.L. Point2Volume: A vision-based dietary assessment approach using view synthesis. IEEE Trans.
Industr. Inform. 2020, 16, 577–586. [CrossRef]

27. Subhi, M.A.; Ali, S.H.M.; Ismail, A.G.; Othman, M. Food volume estimation based on stereo image analysis. IEEE Instrum.
Meas. Mag. 2018, 21, 36–43. [CrossRef]

28. Rahman, M.H.; Li, Q.; Pickering, M.; Frater, M.; Kerr, D.; Bouchey, C.; Delp, E. Food volume estimation in a mobile phone based
dietary assessment system. In Proceedings of the 2012 Eighth International Conference on Signal Image Technology and Internet
Based Systems, Sorrento, Italy, 25–29 November 2012; pp. 988–995.

29. Ando, Y.; Ege, T.; Cho, J.; Yanai, K. DepthCalorieCam: A mobile application for volume-based foodcalorie estimation using depth
cameras. In Proceedings of the 5th International Workshop on Multimedia Assisted Dietary Management—MADiMa ‘19, Nice,
France, 21–25 October 2019; pp. 76–81.

30. Shang, J.; Duong, M.; Pepin, E.; Xing, Z.; Sandara-Rajan, K.; Mamishev, A.; Kristal, A. A mobile structured light system for food
volume estimation. In Proceedings of the 2011 IEEE International Conference on Computer Vision Workshops (ICCV Workshops),
Barcelona, Spain, 6–13 November 2011; pp. 100–101.

31. Makhsous, S.; Mohammad, H.M.; Schenk, J.M.; Mamishev, A.V.; Kristal, A.R. A novel mobile structured light system in food 3D
reconstruction and volume estimation. Sensors 2019, 19, 564. [CrossRef]

32. Yuan, D.; Hu, X.; Zhang, H.; Jia, W.; Mao, Z.H.; Sun, M. An automatic electronic instrument for accurate measurements of food
volume and density. Public Health Nutr. 2021, 24, 1248–1255. [CrossRef]

33. Konstantakopoulos, F.; Georga, E.I.; Fotiadis, D.I. 3D reconstruction and volume estimation of food using stereo vision techniques.
In Proceedings of the 2021 IEEE 21st International Conference on Bioinformatics and Bioengineering (BIBE), Kragujevac, Serbia,
25–27 October 2021; pp. 1–4.

http://doi.org/10.1038/s41366-020-00693-2
http://doi.org/10.1109/JBHI.2020.2987943
http://doi.org/10.1109/ACCESS.2019.2904519
http://doi.org/10.4081/hpr.2020.9297
http://www.ncbi.nlm.nih.gov/pubmed/33553793
http://doi.org/10.1111/1541-4337.12492
http://www.ncbi.nlm.nih.gov/pubmed/33336958
http://doi.org/10.3791/61906
http://doi.org/10.3390/nu9070657
http://www.ncbi.nlm.nih.gov/pubmed/28653995
http://doi.org/10.3390/healthcare9121676
http://doi.org/10.1109/JSEN.2020.3041023
http://doi.org/10.3389/fnut.2020.00080
http://doi.org/10.3390/nu11010055
http://doi.org/10.1038/s41430-020-00779-0
http://doi.org/10.2196/15294
http://doi.org/10.3390/s20123380
http://www.ncbi.nlm.nih.gov/pubmed/32549356
http://doi.org/10.1109/TII.2019.2942831
http://doi.org/10.1109/MIM.2018.8573592
http://doi.org/10.3390/s19030564
http://doi.org/10.1017/S136898002000275X


Sensors 2022, 22, 1493 16 of 17

34. Ma, Y.; Soatto, S.; Kosecka, J.; Sastry, S.S. An Invitation to 3-D Vision: From Images to Geometric Models; Springer: New York, NY,
USA, 2003.

35. Graikos, A.; Charisis, V.; Iakovakis, D.; Hadjidimitriou, S.; Hadjileontiadis, L. Single image-based food volume estimation using
monocular depth-prediction networks. In Universal Access in Human-Computer Interaction. Applications and Practice. HCII 2020.
Lecture Notes in Computer Science; Antona, M., Stephanidis, C., Eds.; Springer: Berlin/Heidelberg, Germany, 2020; Volume 12189,
pp. 532–543.

36. Fatehah, A.A.; Poh, B.K.; Shanita, S.N.; Wong, J.E. Feasibility of reviewing digital food images for dietary assessment among
nutrition professionals. Nutrients 2018, 10, 984. [CrossRef]

37. Jia, W.; Chen, H.C.; Yue, Y.; Li, Z.; Fernstrom, J.; Bai, Y.; Li, C.; Sun, M. Accuracy of food portion size estimation from digital
pictures acquired by a chest-worn camera. Public Health Nutr. 2014, 17, 1671–1681. [CrossRef]

38. Chen, H.C.; Jia, W.; Yue, Y.; Li, Z.; Sun, Y.N.; Fernstrom, J.D.; Sun, M. Model-based measurement of food portion size for
image-based dietary assessment using 3D/2D registration. Meas. Sci. Technol. 2013, 24, 105701. [CrossRef]

39. Chae, J.; Woo, I.; Kim, S.; Maciejewski, R.; Zhu, F.; Delp, E.J.; Boushey, C.J.; Ebert, D.S. Volume estimation using food specific
shape templates in mobile image-based dietary assessment. In Proceedings of the IS&T/SPIE Electronic Imaging, San Francisco,
CA, USA, 23–27 January 2011; p. 78730K.

40. Beltran, A.; Dadabhoy, H.; Ryan, C.; Dholakia, R.; Baranowski, J.; Li, Y.; Yan, G.; Jia, W.; Sun, M.; Baranowski, T. Reliability and
validity of food portion size estimation from images using manual flexible digital virtual meshes. Public Health Nutr. 2019, 22,
1153–1159. [CrossRef]

41. He, Y.; Xu, C.; Khanna, N.; Boushey, C.J.; Delp, E.J. Food image analysis: Segmentation, identification and weight estimation. In
Proceedings of the 2013 IEEE International Conference on Multimedia and Expo (ICME), San Jose, CA, USA, 15–19 July 2013;
pp. 1–6.

42. Fang, S.; Liu, C.; Zhu, F.; Delp, E.J.; Boushey, C.J. Single-view food portion estimation based on geometric models. In Proceedings
of the 2015 IEEE International Symposium on Multimedia (ISM), Miami, FL, USA, 14–16 December 2015; pp. 385–390.

43. Akpa, E.A.H.; Suwa, H.; Arakawa, Y.; Yasumoto, K. Smartphone-based food weight and calorie estimation method for effective
food journaling. SICE J. Control Meas. Syst. Integr. 2017, 10, 360–369. [CrossRef]

44. Bucher, T.; Weltert, M.; Rollo, M.E.; Smith, S.P.; Jia, W.; Collins, C.E.; Sun, M. The international food unit: A new measurement aid
that can improve portion size estimation. Int. J. Behav. Nutr. Phys. Act. 2017, 14, 124. [CrossRef]

45. Liu, Y.; Lai, J.; Sun, W.; Wei, Z.; Liu, A.; Gong, W.; Yang, Y. Food volume estimation based on reference. In Proceedings of the 4th
International Conference on Innovation in Artificial Intelligence, Xiamen, China, 8–11 May 2020; pp. 84–89.

46. Yang, Y.; Jia, W.; Bucher, T.; Zhang, H.; Sun, M. Image-based food portion size estimation using a smartphone without a fiducial
marker. Public Health Nutr. 2019, 22, 1180–1192. [CrossRef] [PubMed]

47. Myers, A.; Johnston, N.; Rathod, V.; Korattikara, A.; Gorban, A.; Silberman, N.; Guadarrama, S.; Papandreou, G.; Huang, J.;
Murphy, K. Im2Calories: Towards an automated mobile vision food diary. In Proceedings of the 2015 IEEE International
Conference on Computer Vision (ICCV), Santiago, Chile, 7–13 December 2015; pp. 1233–1241.

48. Lo, F.P.; Sun, Y.; Lo, B. Depth estimation based on a single close-up image with volumetric annotations in the wild: A pilot study.
In Proceedings of the 2019 IEEE/ASME International Conference on Advanced Intelligent Mechatronics (AIM), Hong Kong,
China, 8–12 July 2019; pp. 513–518.

49. Fang, S.; Shao, Z.; Mao, R.; Fu, C.; Delp, E.J.; Zhu, F.; Kerr, D.A.; Boushey, C.J. Single-view food portion estimation: Learning
image-to-energy mappings using generative adversarial networks. In Proceedings of the 25th IEEE International Conference on
Image Processing (ICIP), Athens, Greece, 7–10 October 2018; pp. 251–255.

50. Hassannejad, H.; Matrella, G.; Ciampolini, P.; Munari, I.D.; Mordonini, M.; Cagnoni, S. A new approach to image-based estimation
of food volume. Algorithms 2017, 10, 66. [CrossRef]

51. Liang, Y.; Li, J. Deep Learning-Based Food Calorie Estimation Method in Dietary Assessment. Available online: https://arxiv.
org/abs/1706.04062 (accessed on 25 January 2022).

52. Dehais, J.; Anthimopoulos, M.; Shevchik, S.; Mougiakakou, S. Two-view 3D reconstruction for food volume estimation. IEEE Trans.
Multimed. 2017, 19, 1090–1099. [CrossRef]

53. Han, X.F.; Laga, H.; Bennamoun, M. Image-based 3d object reconstruction: State-of-the-art and trends in the deep learning era.
IEEE Trans. Pattern Anal. Mach. Intell. 2021, 43, 1578–1604. [CrossRef] [PubMed]

54. Tahir, R.; Sargano, A.B.; Habib, Z. Voxel-based 3D object reconstruction from single 2D image using variational autoencoders.
Mathematics 2021, 9, 2288. [CrossRef]

55. Fu, K.; Peng, J.S.; He, Q.W.; Zhang, H.X. Single image 3D object reconstruction based on deep learning: A review. Multimed.
Tools Appl. 2021, 80, 463–498. [CrossRef]

56. Wu, Z.; Song, S.; Khosla, A.; Yu, F.; Zhang, L.; Tang, X.; Xiao, J. 3D ShapeNets: A deep representation for volumetric shapes. In
Proceedings of the 2015 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Boston, MA, USA, 7–12 June 2015;
pp. 1912–1920.

57. Naritomi, S.; Yanai, K. Hungry Networks. In Proceedings of the 2nd ACM International Conference on Multimedia in Asia,
Singapore, 7–9 March 2021; pp. 1–7.

58. Jia, W.; Yue, Y.; Fernstrom, J.D.; Yao, N.; Sclabassi, R.J.; Fernstrom, M.H.; Sun, M. Image-based estimation of food volume using
circular referents in dietary assessment. J. Food Eng. 2012, 109, 76–86. [CrossRef]

http://doi.org/10.3390/nu10080984
http://doi.org/10.1017/S1368980013003236
http://doi.org/10.1088/0957-0233/24/10/105701
http://doi.org/10.1017/S1368980017004293
http://doi.org/10.9746/jcmsi.10.360
http://doi.org/10.1186/s12966-017-0583-y
http://doi.org/10.1017/S136898001800054X
http://www.ncbi.nlm.nih.gov/pubmed/29623867
http://doi.org/10.3390/a10020066
https://arxiv.org/abs/1706.04062
https://arxiv.org/abs/1706.04062
http://doi.org/10.1109/TMM.2016.2642792
http://doi.org/10.1109/TPAMI.2019.2954885
http://www.ncbi.nlm.nih.gov/pubmed/31751229
http://doi.org/10.3390/math9182288
http://doi.org/10.1007/s11042-020-09722-8
http://doi.org/10.1016/j.jfoodeng.2011.09.031


Sensors 2022, 22, 1493 17 of 17

59. Bowl. Available online: https://en.wikipedia.org/wiki/Bowl (accessed on 8 December 2021).
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