ﬁ SCeNSors m\py

Article

Ultrasound Probe and Hand-Eye Calibrations for
Robot-Assisted Needle Biopsy

Jihao Liu *¥, Wenyuan Sun *©, Yuyun Zhao ©© and Guoyan Zheng *

Institute of Medical Robotics, School of Medical Engineering, Shanghai Jiao Tong University,
Shanghai 200240, China

* Correspondence: guoyan.zheng@sjtu.edu.cn

t These authors contributed equally to this work.

Abstract: In robot-assisted ultrasound-guided needle biopsy; it is essential to conduct calibration of
the ultrasound probe and to perform hand-eye calibration of the robot in order to establish a link
between intra-operatively acquired ultrasound images and robot-assisted needle insertion. Based on
a high-precision optical tracking system, novel methods for ultrasound probe and robot hand-eye
calibration are proposed. Specifically, we first fix optically trackable markers to the ultrasound
probe and to the robot, respectively. We then design a five-wire phantom to calibrate the ultrasound
probe. Finally, an effective method taking advantage of steady movement of the robot but without
an additional calibration frame or the need to solve the AX = XB equation is proposed for hand-
eye calibration. After calibrations, our system allows for in situ definition of target lesions and
aiming trajectories from intra-operatively acquired ultrasound images in order to align the robot for
precise needle biopsy. Comprehensive experiments were conducted to evaluate accuracy of different
components of our system as well as the overall system accuracy. Experiment results demonstrated
the efficacy of the proposed methods.

check for . _acq] . : i . _ . B :
updates Keywords: robot-assisted; ultrasound guided; biopsy; hand-eye; calibration

Citation: Liu, J.; Sun, W.; Zhao, Y.;
Zheng, G. Ultrasound Probe and
Hand-Eye Calibrations for

Robot-Assisted Needle Biopsy. 1. Introduction

Sensors 2022, 22, 9465. https:// Needle biopsy is a well-established procedure that allows for examination of abnormal
doi.org/10.3390/522239465 tissue within the body. For example, percutaneous needle biopsy of suspected primary
bone neoplasms is a well-established procedure in specialist centers [1]. Fine needle biopsy

Academic Editor: Robert J Dickinson . . . .
has long been established as an accurate and safe procedure for tissue diagnosis of breast

Received: 3 October 2022 mass [2,3]. Amniocentesis is a technique for withdrawing amniotic fluid from the uterine
Accepted: 30 November 2022 cavity using a needle [4-7]. Often, these procedures are performed under image guidance.
Published: 3 December 2022 Although some of the needle biopsy procedures can be guided using imaging modalities

such as fluoroscopy, CT, MRI, single-photon emission computed tomography (SPECT),
positron emission tomography (PET), and optical imaging, there are procedures such as
published maps and institutional affil-  amniocentesis which require continuous ultrasound (US) guidance when taking the safety
{ations. of the mother and the baby into consideration. US is regarded as one of the most common
imaging modalities for needle biopsy guidance as it is relatively cheap, readily available,
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the robot in order to establish a link between intra-operatively acquired US images and
robot-assisted needle insertion. Based on a high-precision optical tracking system, novel
methods for US probe and robot hand-eye calibration are proposed. Specifically, we first
fix optically trackable markers to the US probe and to the robot, respectively. We then
design a five-wire phantom to calibrate the US probe. Finally, an effective method taking
advantage of steady movement of the robot but without the need to solve the AX = XB
equation is proposed for hand-eye calibration. After calibration, our system allows for in
situ definition of target lesions and aiming trajectories from intra-operatively acquired US
images in order to align the robot for precise needle biopsy. The contributions of our paper
can be summarized as:

*  We design a five-wire phantom. Based on this phantom, we propose a novel method
for ultrasound probe calibration.

*  We propose an effective method for hand-eye calibration, which unlike previous work,
does not need to solve the AX = XB equation, or a calibration frame.

¢  Comprehensive experiments are conducted to evaluate the efficacy of the proposed
calibration methods as well as the overall system accuracy.

Related Work

Different robotic systems have been developed for US-guided procedures. The robot
has to know the spatial information of the target lesion and the aiming trajectory from the
US image in order to realize the needle biopsy. The performance of the needle biopsy is
dependent upon the image-to-robot registration accuracy.

Rapid and accurate US probe calibration depends on a well-designed phantom, which
is expected to reduce the operation time and to improve the accuracy level. There exist
different types of calibration phantom [9]. When a point phantom or plane phantom
is used, it is very difficult to align the scan probe with the targets [10,11]. Moreover,
these methods rely on a manual segmentation that is time-consuming and labor-intensive.
The N-wire phantom was designed to solve the alignment problem [12-14]. However,
it heavily depends on the known geometry constraint [15], which cannot be precisely
satisfied considering the errors in fiducial detections from US images. To address the
problem, arbitrary wire phantoms were proposed [16,17].

Hand-eye calibration aims to determine the transformation between a vision system
and a robot arm system. The hand-eye calibration methods are different due to various
kinds of vision devices and various fixing locations [18]. Generally, an additional calibration
frame is required for the hand-eye calibration to identify the extrinsic and intrinsic parame-
ters of the camera [19,20]. Furthermore, it is addressed by solving the form of AX = XB
that formulates the closed-loop system [21]. Different methods and solutions have been
developed, including simultaneous closed-form solution [22], separable closed-form so-
lutions [23], and iterative solutions [24]. The first autonomous hand-eye calibration was
proposed by Bennett et al. [25] to identify all parameters of the internal models of both the
camera and the robot arm system by an interactive identification method. There also exist
methods to identify the hand-eye transformation by recognizing movement trajectories of
the reference frame corresponding to fixed robot poses [26]. In such methods, it is critical
to choose appropriate poses and movement trajectories in order to realize a rapid and
reliable calibration.

2. Overview of Our Robot-Assisted Ultrasound-Guided Needle Biopsy System

Our robot-assisted US-guided needle biopsy system consists of a master computer
equipped with a frame grabber (DVI2USB 3.0, Epiphan Systems Inc., Ottawa, ON, Canada),
an US machine (ACUSON OXANA2, Siemens Healthcare GmbH, Marburg, Germany)
with a 45-mm linear array probe of 9L4 Transducer (Siemens Medical Solutions USA Inc.,
Pennsylvania, CA, USA), an optical tracking camera (Polaris Vega XT, Northern Digital Inc.,
Ontario, ON, Canada), and a robot arm (UR 5e, Universal robots Inc., Odense, Denmark)
with a biopsy guide. Via the frame grabber, the master computer can grab real-time US
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images with a frequency of 10 Hz. It also communicates with the tracking camera to get
poses of different tracking frames and with the remote controller of the UR robot in order
to realize a steady movement and to receive feedback information, such as robot poses.

During a needle biopsy procedure, the target lesion and the aiming trajectory are
planned in the US image grabbed by the master computer. Then, the pose of the guide will
be adjusted to align with the planned biopsy trajectory. Thus, it is essential to determine
the spatial transformation from the two-dimensional (2D) US imaging space to the three-
dimension (3D) robot space, as shown in Figure 1. The transformation can be obtained via
three different calibration procedures, including US probe calibration, hand-eye calibration,
and TCP (Tool Center Point) calibration.

Optical tracker

)4
imT
-

Robot

Figure 1. The involved coordinate systems in our robot-assisted US-guided biopsy system. During a
needle biopsy procedure, the pose of the guide is adjusted to align with the biopsy trajectory planned
in an acquired US image. See the main text for detailed descriptions.

A robot-assisted ultrasound-guided needle biopsy procedure involves following coor-
dinate systems (COS) as shown in Figure 1. The 3D COS of the optical tracking camera is
represented by O,; the 3D COS of the reference frame on the end effector is by Oy,; the 3D
COS of the robotic flange is by Of; the 3D COS of the guiding tube is by O;; the 3D COS
of the robot base is by Oy; the 2D COS of the US image is by O;; the 3D COS of the plane
where the US image is located is by Oj,,; the 3D COS of the reference frame attached to the
US probe is by Oy; the 3D COS of the reference frame attached to the patient/phantom is
by Oy. At any time, poses of different tracking frames with respect to the tracking camera
suchas 7, T, T, 5T, are known. At the same time, the pose of the robotic flange with respect
to the robot base ?T is known. This transformation information can be retrieved from the
API (Application Programming Interface) of the associated devices.

A biopsy trajectory can be defined from an intra-operatively acquired US image by a
target point py = (px, py,0) T and a unit vector vo = (vx,vy,0) T that indicates the direction
of the trajectory. To simplify the derivation and expression, the planned trajectory in the
image COS O; is written in a format of a 4 x 2 matrix, as:

iy — ( Plo ‘(f)o ) (1)

The planned trajectory in the robot-base COS is presented by ¥, which is obtained by
the following chain of transformations:

Y =TT IT Y )
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where T represents the homogeneous transformation of the tracking camera COS O,
relative to the robot-base COS O; and is determined by:

‘T=br T "T ®)

where i’,T represents the homogeneous transformation of the flange COS relative to the
robot-base COS, and ['T is the inverse of §, T, which is the homogeneous transformation of
the COS of the reference frame on the end effector relative to the tracking camera COS O..

Similar to the definition of the planned trajectory, pose of the center line of the guiding
tube in the robot-base COS can be defined by ?®, which is defined by two end points of the

center line, P and P»:
P, P —P
b — [[P1—Ps| 4)
1 0

To realize the robotic assistance for needle biopsy, the robot is controlled to provide a
corresponding pose, so that the center axis of the guiding tube is aligned with the planned
trajectory, which can be modeled as:

by =ty (5)

The complete system requires knowing three spatial transformations, i.e., f T, {HT and

'T, of which lp T is obtained by US probe calibration, {:1T is by hand-eye calibration, and {*T
is by TCP (Tool Center Point) calibration. The accuracy of the spatial calibrations will affect
the biopsy accuracy. Below, we will present details about these three calibration procedures.

3. Calibration Methods
3.1. US Probe Calibration

PT is used to transform a pixel in the 2D US imaging space O; to the 3D-COS O, of the
reference frame attached to the US probe. This transformation matrix is determined by a
calibration procedure as described below.

To calibrate f T, we design a five-wire phantom. The wire phantom uses five pieces of
nylon wires with a diameter of 0.15 mm, as shown in Figure 2. These wires are designed
not to be parallel to each other and are submersed in a water tank. During the US probe
calibration process, we fix the scanning depth of the US to 5 cm, and the focus depth to
3.5 cm, which are selected based on typical clinical scenarios. The COS Oy, of the wire
phantom is defined by fixing an optical reference frame to the phantom.

S-wire phantom Real-time image (b) y (e

Figure 2. Schematic view of the US probe calibration based on a five-wire phantom; (a) experimental
setup with a five-wire phantom; (b) spatial transformations involved in US probe calibration; (c) a
schematic illustration on how to transform a pixel in the 2D US imaging space O; to the 3D-COS O,
of the reference frame attached to the US probe.

The transformation f T can be represented as:

fT = fmT . ;:stcale (6)
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where the scaling matrix ﬁstmle describes the relationship between the local 2D US image
COS O; and the 3D COS O;y,,, which defines the local COS of the plane where the US image
is located (see Figure 2 for details); fmT is the rigid body transformation between the 3D
COS Oy, and the 3D COS Oy, of the reference frame attached to the US probe.

The scaling matrix f'”Tswle has the form:

O Stx
0 s, 0 O

i Tscale = 0 g 1 0 7)
0 0 0 1

where s, and sy represent the scaling parameters (mm/pixel) in the x- and y-direction,
respectively; and s, defines the translation betwegn the origins of the local 2D US image
COS O; and the 3D COS O;;;,. We can multiply T, into fmT to get f T, which has

the form: ) . . .
pr_ ( itx ity rz it
iT ( 0 0 o0 1 > ®

zPrxXzPry _ HP
1

where frz =i
i

—_ |IP Py s :
el ry||, sy = ||;1yl|, and ;t is the sum of the translation

components of matrices ;stmle and fmT. Thus, f T is determined by f Iy, fry and f] t, which

are all 3 x 1 vectors. Below, we present details on how to compute these three vectors.

The intersections between the US image plane and the wires are used to derive the
transformation f T. They are extracted from acquired US images by a semi-automatic point
recognition algorithm [27].  Every detected intersection point is expressed as
ip = (r,c,0, 1)T, where r and ¢ indicate the location of a pixel at the r-th row and c-th
column in the image. With !'T, the position of any intersection point can be transformed to
the 3D COS Oy, as:

Sx

Pp="T.P )

By simple mathematical operations, (9) can be rewritten as:

PP = M,(r,c) - a (10)
where
F 00 c0O0T100O00
07 00c¢cO00O0T100
M )=1106 0700 c0010 (1)
0000O0O0O0GO0O01
T
a:(frz Pl PT 1) (12)

The image-based points {'P} can be further transformed to the 3D COS O, via the
transformations of the reference frame attached to the phantom ¢, T and the reference frame
attached to the US probe ; T with respect to the tracking camera:

“p = ¥T.CT. PP (13)

The intersection point is on a straight wire which is rigidly attached to the phantom
and can be modeled in the phantom COS O, as:

WM PP = 0 (14)
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where “M is a 2 X 4 coefficient matrix of a line equation in the phantom COS O, which
can be determined if we know two points on the wire. This is done by digitizing the two
end points of the wire using a tracked pointer. By combining (13) and (14), we have:

“M-PT-ST PP =0 (15)

The point recognition algorithm [27] will generate detection points with noise. To
model such detection noise, we aim to compute the calibration parameters « by solving
following optimization problem:

k 5
min : Z Z H;UM . ?}T . ;T . Ma (1’1',]', Ci,j) . DCH (16)
i=1j=1

where (7;;, ¢; ;) represents the location of the intersection pixel between the j-th wire with
the i-th US image. ;"M is the corresponding known coefficient matrix of the j-th wire in the

phantom COS Oy,. After obtaining «, we can compute transformation f T according to (8)
to finish the US probe calibration.

3.2. Hand-Eye Calibration

The hand-eye calibration is to establish the spatial transformation between the optical
tracking camera and the robot. In this work, the hand-eye calibration is to derive the

transformation ﬁ;T of the optical reference frame attached to the end effector with respect
to the robot base. Generally, the hand-eye transformation is represented by a homogeneous

matrix f;T, which is composed of a rotation matrix {HR and a translation vector {nt. Our
hand-eye calibration procedure involves four 3D COSs as shown in Figure 3, including the
robot-base COS Oy, the flange COS O Iz the tracking camera COS O, and the COS Oy, of
reference frame attached to the end effector.

Figure 3. A schematic illustration of spatial transformations involved in the hand-eye calibration.
(a) the set up; (b) the coordinate systems.

A conventional way to solve the hand-eye calibration problem requires solving the
AX = XB equation. In this study, instead of solving the AX = XB equation, we propose a
novel hand-eye calibration method that takes advantage of steady movement of the robot
without an additional calibration frame. Specifically, we observe that the orientation of
the reference frame changes only if the flange rotates. By controlling the flange to move
in two different types of trajectories and by tracking the poses of the reference frame
attached to the robot with respect to the tracking camera during the movement, we can
compute the rotation matrix 51
matrix, separately.

R and the translation vector f;t of the hand-eye calibration
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In the definition of the rotation matrix, the column vector of the rotation matrix
indicates the components of coordinate axis of a COS relative to another COS. As shown in
Figure 4, it is feasible to move the flange along the three coordinate axes of the robot-based
COS Oy, while keeping the same orientation. Consequently, three line trajectories of the
reference frame are recorded by the tracking camera which can be respectively used to
compute the three column vectors of the rotation matrix {R. In detail, we compute three
unit vectors ry, 1y and 1y, from the recorded trajectories, which represent the direction of
the three coordinate axes of Oy in the tracking camera COS O,.

Figure 4. Movement trajectories of the reference frame for identifying the three column vectors, rsy,
ry, and ryz, of the rotation matrix iIA{ During the movement, we keep the orientation of the flange
unchanged under the observation of the tracking camera.

Hence, the rotation matrix iﬁ can be written as:

([;IA{ = (rtx/ Ty, rtz) (17)

Considering the potential tracking errors, we decompose (17) with singular value
decomposition (SVD) to preserve the orthogonality. The result (17) is:
(R =UsvT
b
{ ‘R = sign(det(S))UVT (18)

where det(-) indicates the matrix determinant, and sign(-) is the sign function.

f

Then, the rotation matrix ;R can be obtained through a chain of spatial transformations:
JRI=/R.IR-CR (19)

where the right subscript i indicates the i-th points in the movement trajectories. {: R is the
inverse of ?R. ¢ R is the orientation matrix of the reference frame attached to the robot with

respect to the tracking camera.

Following (19), each point on the trajectories will give a different {nRi when taking

tracking errors into consideration. We define a 3 x 9 matrix ?IMZ by column vectors ry,’,

rmyi, and 1, of {;Ri, as well as a 9 x 1 column vector § by column vectors ryy, tmy, and

f

Inz of the rotation matrix 7, R. Because a rotation matrix is orthogonal, we further optimize
the hand-eye calibration by using a least-squares fitting, as:

k
min:;H}“ i-ﬁ—bH (20)
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where
(l‘fnx)T 013 01x3
?Mi: 01x3 (riny)T 01x3
01x3 01x3 (rfnz)T (21)
B = (thurthyh)
b=(11,1)7

01«3 is a1l x 3 zero vector.

We can then obtain the rotation matrix {;R in terms of B, and preserve its orthogonality
by using SVD.

After obtaining the rotation matrix {nR, we can compute the rotation matrix ;R at any

time point. Now, we need to compute the translation vector {nt, which represents the offset
of the origin of the COS Oy, relative to the flange COS Oy. This is done by controlling the
movement of the robot such that the flange is rotated around its origin and by maintaining
a fixed relationship between the camera and the robot base during the movement. Then,
considering two different poses indexed by i and j in the rotational trajectory, we have:

T =TT T

fnTj:ZT'f:Tj'{nT

As we are only interested in the translational part, we can decompose all the homoge-
neous transformations according to the block operation of the matrix to obtain:

(22)

f,itf:gR-?Rf-,fnt+§R.?t+gt )
Gt =R ORIt R De 45t

In deriving above equations, as shown in Figure 5, we use the properties (1) that the
flange is rotated around its origin, thus bt is constant and (2) that we maintain a fixed
relationship between the camera and the robot base, thus j R and ;t are constant. With a
simple mathematical manipulation, we have:

c

Gt — St = SR (4R —IR;) -t (24)

In above equation, we would like to estimate {nt while all other elements are either
known or can be retrieved from the corresponding device’s APL Similarly, we can improve
the translation vector calibration by using a least-squares fitting.

T_!-.

)

c

~f;’\\

ol

Figure 5. Rotating around the origin of the flange COS. The yellow point indicates the origin of
the flange COS. During the rotation, we maintain a fixed relationship between the camera and the
robot base.
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3.3. TCP Calibration

We need to conduct the TCP calibration in order to realize the closed-loop vision
control on the pose of the guide under the tracking camera. The TCP calibration is a
procedure to estimate the transformation [*T of the COS O; defined on the guiding tube
relative to the the COS O,, of the reference frame attached to the end effector. In this
calibration procedure, three COSs are utilized, including the tracking camera COS O, the
local COS Oy of the guiding tube, and the COS Oy, as shown in Figure 6.

Pivoting
ty Reference frame

g )
\ Y, t
o }/‘ - ’;' ‘)L)

Tracked pointer

4
. o | Guide

L
#

“Tnl ()

Figure 6. TCP Calibration by using a tracked pointer. (a) positions of points Py, P, and P3 are
obtained by pivoting, which are used to build the local COS O; of the guiding tube. Specifically, the
origin of he local COS Oy is located at P,. (b) Two points Py and P; are at the center of plugs inserting
into the guiding tube, and the third point Pj is on the guide. (c) A plug is designed for digitizing the
end point of the guiding tube.

As shown in Figure 6, the local COS O of the guiding tube can be determined by three
points, where P; and P, are two end points on the center axis of the guiding tube, and Pj is
a point on the guide. In order to determine two end points, plugs with a sharp indent are
designed and inserted into the guiding tube. We then obtain the positions of these three
points by using a tracked pointer pivoting at the corresponding indent.

In the local COS O, the origin is defined by the point P;, the z-axis is determined
by P; and P;, and the x-z plane is the plane containing the three points. The coordinate
axes can be modeled by the three points. Py, Py, and Pj are all column vectors. We further
obtain the homogeneous transformation LT by its origin and coordinate axes as:

‘RSt Iy 1, 1, P
ol t t _ x ly Iz 2
tT(O 1) (0001) (25)
where
Iy = a3 X app X ap
ry = a3 X aip (26)
r; = ap
{ app = (Pl - PZ)/HPl - P2|| (27)
aj;3 = (Py — P3)/[|P; — P3|

We then combine { T with the pose T of the reference frame to obtain the transforma-
tion ' T as:

M =" .CT (28)

4. Evaluations and Experiments
4.1. Performance Evaluation

For the robot-assisted needle biopsy, the target point p, and vector v, of the trajectory
direction are planned in an acquired US image. By the transformation f T, they are trans-
formed from the US imaging space into the physical space. Hence, the results of spatial
calibrations affect the system performance. The US probe calibration affects the recognition
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and reconstruction on the planned trajectory, while the hand-eye calibration and the TCP
calibration affects the accuracy of the robot control.

Accuracy evaluation on the US probe calibration is conducted by comparing recon-
structed points, lines, and planes with the corresponding ground truth. With the aid of the
tracking camera, the detected points in US images are reconstructed in the phantom space.
The deviation between the recognized points and the digitized wire, which is used as the
ground truth, and the incline angle between the fitted line and the digitized wire are used
to evaluate the calibrations.

For the robotic system, the system performance is quantified by the deviations between
the actual path p, and the planned biopsy trajectory. The deviations consist of the incline
angle ey (unit: °), as well as the distance ¢; (unit: mm) between the planned target point to
the biopsy path, as shown in Figure 7.

Planned trajectory

Biopsy path
Target

Figure 7. Metrics used to evaluate the accuracy including the angle ¢y as well as the distance ¢;
between two spatial lines.

4.2. Validation of the US Probe Calibration

As shown in Figure 8, a plane-wire phantom was designed to verify the US probe
calibration. Five longitudinal wires (LWs) and five transverse wires (TWs) were woven
on a supporting frame, which was submerged in a water tank. The diameter of the wires
was 0.15 mm. The span distance between the paralleled wires was about 10 mm. We used
the semi-automatic point recognition algorithm [27] as we used in the probe calibration
to recognize the intersection points between the US image plane and the validation wire
phantom, which were represented as a set of pixels. We also established the line equations
of the validation wire phantom using a tracked pointer, which was used as the ground truth.

Figure 8. Validation wire phantom. (a) a supporting frame with crossing wires; (b) one of the US
images intersecting with a transverse wire; (c) one of US images intersecting with longitudinal wires.

4.3. Validation of Hand-Eye Calibration

A plastic phantom fabricated by 3D printing was used for evaluating the validation
of the hand-eye calibration and the TCP calibration. The phantom had a dimension of
140 x 90 x 85 mm3. In addition, the phantom was designed with 5 x 5 drilling trajectories.
As shown in Figure 9, the location of the drilling trajectories inside the plastic phantom
was coded in alpha-numeric form. The robot was controlled to align a ¢ 4 mm drilling
bit with the planned trajectory. After drilling, a tracked pointer was used to digitize the
drilled paths.
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8 ¢ =

(@ " (b)
Figure 9. Plastic phantom for verifying hand-eye calibration. (a) geometric parameters; (b) using a
tracked pointer to digitize actual drilling paths inside the phantom.

4.4. Blueberry Biopsy Experiments

We designed biopsy experiments on a blueberry submerged in a water tank as shown
in Figure 10. The target blueberry had a size of ¢ 14.5 mm x 9.6 mm, and a biopsy needle
had a diameter of 0.8 mm. We divided the water tank into 3 x 2 blocks and fixed the
blueberry in the lower four blocks to simulate deep seated lesions. Moreover, the incline
angle of the planned trajectory was varied over the range 30° to 60°. The biopsy path can
be real-time tracked by the ultrasound system. Thus, the biopsy accuracy was quantified
by path deviations.

R

TN

Supporting
frame

Needle

___‘.‘."7__

Planned path
— Puncture path
+ Target
:} Blueberry il
o T

' ©)

-

Figure 10. A schematic illustration of the setup for the blueberry biopsy experiments (a) and a
schematic view of the partition of the water tank (b).

4.5. Tumor Phantom Biopsy Experiments

We further conducted biopsy experiments on a soft tumor phantom (LYDMED, China)
to validate the potential of the proposed system for tumor biopsy. The soft tumor phantom
is made of silicon rubber and has a size of 150 x 120 x 80 mm?, as shown in Figure 11.

Guider

Markers

A Tumour
Phantom

Figure 11. Soft tumor phantom biopsy experiments. (a) experimental setup including a robot arm
with the guide, the soft tumor phantom with a reference frame atached, and the biopsy needle;
(b) US image of a biopsy needle inserting into the tumor phantom; (c) CT image of the phantom after

needle insertions.

There is a simulated tumor with a diameter of about 10 mm embedded inside the
soft phantom. In addition, an optical reference frame was fixed to the phantom. The
planned trajectories in the COS of the reference frame were obtained by using the method
introduced in [28], which was treated as the ground truth. A needle with a diameter of
0.8 mm was inserted into the phantom via the passage of guide, and it was kept inside the
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phantom. We repeated the same procedure six times, and every time we planned different
target points and aiming trajectories. After needle insertion, we obtained a CT scan of the
phantom. The biopsy accuracy were then measured in the 3D CT imaging space.

5. Experimental Results
5.1. US Probe Calibration

During the US probe calibration, we acquired 110 frames of US images, of which
90 images were used as the data set to derive the transformation lp T, and the others were
used as the test data to evaluate the calibration accuracy. We used the test set to reconstruct
the five-wire phantom. The distance between the detected points and the adjacent wires,
and the incline angle of the reconstructed lines, are presented in Table 1. An average incline
angle of 0.3° and an average distance of 0.85 mm were found.

Table 1. Results of the US probe calibration.

e (mm) eg (°)
Max. Min. Mean
1 0.52 0.01 0.19 0.54
2 0.63 0.04 0.30 0.84
3 0.54 0.03 0.30 1.10
4 0.71 0.05 0.39 1.15
5 0.66 0.06 0.31 0.61
Average 0.30 0.85

5.2. Validation of US Probe Calibration

For the US probe calibration validation, 176 frames of images were acquired, and
26,868 intersection points were detected from these images, which were used to reconstruct
the plane phantom, as shown in Figure 12. The incline angle of the normal vector of
the fitted plane was 0.50°. The mean distance between the corresponding position of
the detected points and the wires, and the mean incline angle between the fitted lines,
are presented in Table 2. From this table, one can see that our US probe calibration
method achieved sub-millimeter and sub-degree accuracy, which were accurate enough for
our applications.

90
Fitted Line
80 - Ground Truth
¢ Points
70 -
—_ 60 -
E
N
40
30 -
20 -
10 - T
. —1
T e _
30 20 L R e 120 —100 &0
D00 10 20 30 _yp —140 T
X [mm] Y [mm]
X (mm) Y (mm)

Figure 12. Validation of the US probe calibration. Red lines indicate the ground truth wires while
blue lines are fitted lines. Green points are the points detected from the US images.
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Table 2. Results of the experiments on validation of US probe calibration.

TWs LWs

ez (mm) eg (°) eg (mm) eg (°)

1 0.59 0.49 0.54 0.45

2 0.58 0.74 0.63 0.58

3 0.54 0.78 0.72 0.18

4 0.55 1.27 0.69 0.60

5 0.55 1.09 0.82 0.29
Average 0.56 0.87 0.68 0.42

5.3. Validation of Hand-Eye Calibration

In the hand-eye calibration validation experiments, the distance and the incline angle
between the drilling path and the planned trajectory are presented in Table 3. Specifically,
we found that the mean distance deviation was 0.33 mm and the maximum distance
deviation 0.67 mm. The mean and the maximum incline angle were 1.03° and 2.44°,
respectively. The relatively large angular error might be caused by the vibration of the
guide during drilling.

Table 3. Results of the experiments on validation of hand-eye calibration.

eq (mm), eg (°)

A B C D E
1 / 0.17,1.54 0.43,1.16 0.46, 0.92 /
2 0.26,1.19 0.28,1.60 0.15,0.83 0.37,0.78 0.24,0.86
3 0.20, 1.49 0.13, 0.63 0.44, 1.49 0.04, 0.81 0.60, 0.72
4 0.30, 1.04 0.47,0.54 047,117 0.67,0.11 0.32,0.98
5 / 0.01,2.44 0.56,1.17 0.35,0.23 /

5.4. Blueberry Biopsy Experiments

As shown in Figure 13, we quantified the deviations of the targets and the trajectories
when the blueberry was submerged in different blocks of the water tank. The experimental
results of the 72 times biopsy on a blueberry are presented in Table 4. An average distance
error of 0.74 mm and an average angular error of 1.10° were founded. Throughout the
72 times biopsy, the successful rate was 100%.

" RM30—40 2 RM 40—50 " RM50—60

" LM30—40 LM 40—s0

RB30—40 RB40—50 RBS50—60

LB30—40 ~ LB40—50 | LB 50—60

Figure 13. US images of the biopsy on a blueberry. (a) biopsy on the targets in the left middle block
from three different angles; (b) biopsy on the targets in the right middle block from three different
angles; (c) biopsy on the targets in the left bottom block from three different angles; (d) biopsy on the
targets in the right bottom block from three different angles.
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Table 4. Results of the blueberry biopsy experiments.

Biopsy Angle (°)
30-40 40-50 50-60
eq (mm) eo(°) eq (mm) eo(°) eq (mm) eo(°)
LM 1.36 0.64 1.02 1.12 1.01 1.20
RM 0.58 0.36 0.05 0.41 0.83 0.48
LB 0.37 1.64 1.20 240 0.66 1.49
RB 0.42 0.03 1.11 2.54 0.33 0.35

5.5. Tumor Phantom Biopsy Experiments

The overall system performance was evaluated by needle biopsy on a tumor phantom.
Results of the tumor phantom experiment are presented in Table 5. The success rate of
the needle biopsy into the tumor was 100%. An average distance error of 1.71 mm and
an average angular error of 1.0° were found. We attributed the relatively large errors to
the elastic deformation of the biopsy needle during insertion. Nonetheless, the achieved
accuracy is good enough for the target applications and is better than the results achieved
by most of the state-of-the-art methods [2,3,8,13,29].

Table 5. Results of the tumor phantom biopsy experiments.

¢q (mm) eo(°)
1 1.90 0.35
2 1.57 0.96
3 1.89 0.73
4 1.87 0.67
5 1.55 1.01
6 1.49 2.26

Average 1.71 1.00

5.6. Comparison with the State-of-the-Art (SOTA) Methods

For US probe calibration, we compared the reconstruction accuracy with SOTA meth-
ods using other types of phantoms, including the method introduced by Wen et al. [15],
the method based on an eight-wire phantom [17], the method based on an N-wire phan-
tom [13], the method based on a pyramid phantom [14], and the method based on a Z-wire
phantom [9]. In terms of the mean reconstruction accuracy, our method achieved the best
result. Table 6 shows the comparison results.

Table 6. Comparison with other SOTA US probe calibration methods.

Method Phantom Type Mean Accuracy
Wen et al. [15] Combined phantom and stylus 0.71 mm
Ahmad et al. [17] Eight-wire phantom 1.67 mm
Carbaja et al. [13] N-wire phantom 1.18 mm
Lindseth et al. [14] Pyramid phantom 0.80 mm
Hsu et al. [9] Z-wire phantom 0.70 mm
Ours Five-wire phantom 0.62 mm

Additionally, we also compared our method with other SOTA biopsy methods, in-
cluding the method introduced by Tanaiutchawoot et al. [30], the method introduced by
Treepong et al. [29], and the method introduced by Chevrie et al. [31]. Table 7 shows the
comparison results, where the exact type of phantom, the achieved accuracy and the biopsy
successful rate of each method are presented. From this table, one can see that our method
achieved the best result in terms of both the accuracy and the biopsy successful rate.
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Table 7. Comparison with other SOTA biopsy methods. “-” indicates that the corresponding data are
not available.

Method Object Mean Accuracy Biopsy Successful Rate
Tanaiutchawoot et al. [30] Soft phantom 3.44 mm 92 %

Treepong et al. [29] Soft phantom 2.85 mm 80 %

Chevrie et al. [31] Gelatin phantom 2.5 mm -

Ours Blueberry 0.74 mm 100 %

Ours Soft phantom 1.71 mm 100 %

6. Discussion

Previous studies of needle biopsy have emphasized the applications of fluoroscopy
and CT as imaging modalities [32,33]. Compared with these imaging modalities, US has a
major advantage in that it is free of risk from ionizing radiation to both the patient and staff.
In addition, robot systems have the advantage to ensure the stability and accuracy [30,34].
Taking advantage of an ultrasound system and a robot arm, we developed and validated a
robot-assisted system for a safe needle biopsy.

Three spatial calibration methods, including US probe calibration, hand-eye calibra-
tion, and TCP calibration, were developed for the robot-assisted biopsy system to realize
a rapid registration of patient-image-robot. We validated the US probe calibration by re-
construction analysis of wire phantoms. Our method also achieved a higher accuracy than
previously reported results [13,15,16,35]. Different from previous works [10,12,17], our US
probe calibration is not dependent upon the known geometric parameters, which makes it
easier to manufacture a calibration phantom. We further investigated a combination of the
hand-eye calibration and TCP calibration by drilling experiments.

It is worth discussing the proposed hand-eye calibration method. Our method does not
need to solve the equation “AX = XB” as required by previously introduced hand-eye cali-
bration methods [36]. In comparison with methods depending on iterative solutions [24,25]
or probabilistic models [22,37], our method is much faster. Our method also eliminates the
requirement of an additional calibration frame as in [19,20]. Our hand-eye calibration trans-
formation is derived based on the movement trajectories of the reference frame attached to
the end effector, taking advantage of the steady movement of a robot.

There are limitations in our study. First, we did not consider the influence of respiratory
motion, which may degrade the performance of the proposed system. Second, the accuracy
of the proposed system was affected by the elastic deformation and friction of the target
object, which conformed with the finding reported in [31]. Nonetheless, results from our
comprehensive experiments demonstrated that the proposed robot-assisted system could
achieve sub-millimeter accuracy.

7. Conclusions

In this paper, we developed a robot-assisted system for an ultrasound-guided needle
biopsy. Specifically, based on a high-precision optical tracking system, we proposed novel
methods for US probe calibration as well as for robot hand-eye calibration. Our US probe
calibration method was based on a five-wire phantom and achieved sub-millimeter and
sub-degree calibration accuracy. We additionally proposed an effective method for robot
hand-eye calibration taking advantage of steady movement of the robot but without the
need to solve the AX = XB equation. We conducted comprehensive experiments to
evaluate the efficiency of different calibration methods as well as to evaluate the overall
system accuracy. Results from our comprehensive experiments demonstrate that the
proposed robot-assisted system has a great potential in various clinical applications.
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Abbreviations

The following abbreviations are used in this manuscript:

2D Two-dimension

3D Three-dimension

API  Application Programming Interface
COS Coordinate system

LB Left bottom

LM Left middle

LW  Longitudinal wire

RB Right bottom

RM  Right middle

SVD  Singular value decomposition
TCP  Tool center point

TW  Transverse wire

us Ultrasound
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