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Abstract: Connectivity between ground vehicles can be utilized and expanded to include aerial
vehicles for coordinated missions. Using Vehicle-to-Everything (V2X) communication technologies,
a communication link can be established between Connected and Autonomous vehicles (CAVs)
and Unmanned Aerial vehicles (UAVs). Hardware implementation and testing of a ground-to-air
communication link are crucial for real-life applications. In this paper, the V2X communication
and coordinated mission of a CAV & UAV are presented. Four methods were utilized to establish
communication between the hardware and software components, namely Dedicated Short Range
communication (DSRC), User Datagram Protocol (UDP), 4G internet-based WebSocket and Transmis-
sion Control Protocol (TCP). These communication links were used together for a real-life use case
scenario called Quick Clear demonstration. In this scenario, the first aim was to send the accident
location information from the CAV to the UAV through DSRC communication. On the UAV side, the
wired connection between the DSRC modem and Raspberry Pi companion computer was established
through UDP to get the accident location from CAV to the companion computer. Raspberry Pi first
connected to a traffic contingency management system (CMP) through TCP to send CAV and UAV
location, as well as the accident location, information to the CMP. Raspberry Pi also utilized Web-
Socket communication to connect to a web server to send photos that were taken by the camera that
was mounted on the UAV. The Quick Clear demonstration scenario was tested for both a stationary
test and dynamic flight cases. The latency results show satisfactory performance in the data transfer
speed between test components with UDP having the least latency. The package drop percentage
analysis shows that the DSRC communication showed the best performance among the four methods
studied here. All in all, the outcome of this experimentation study shows that this communication
structure can be utilized for real-life scenarios for successful implementation.

Keywords: connected and automated vehicles; unmanned aerial vehicles; vehicle to everything (V2X)
communication; DSRC communication; 4G communication

1. Introduction

Connectivity between ground vehicles has accelerated the research and development
of ground vehicle-based intelligent transportation systems and applications. Connected
and Autonomous vehicles (CAVs) can communicate with roadway infrastructure around
them through Vehicle-to-Infrastructure (V2I) communication, which brings about traffic
light signal and timing (SPaT) based vehicle speed planning to save fuel and improve
mobility. CAVs are also able to communicate with each other through Vehicle-to-Vehicle
(V2V) communication. Through V2V communication, CAVs can share their position, speed,
and acceleration information with other CAVs around them. Using the nearby vehicle
information, CAVs can execute coordinated moves such as forming platoons and convoys
to save fuel. CAVs can also communicate with other traffic agents such as pedestrians
through Vehicle-to-Everything (V2X) communication. Using V2X, CAVs can be utilized in
preventing unwanted collisions and accidents with pedestrians and bicyclists, as well as
improving overall safety for other ground transportation agents.
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There are different protocols that can be utilized when it comes to V2X communication.
The most commonly used communication protocols in the automotive industry for con-
nected vehicle (CV) applications to share data between various transportation agents are
Dedicated Short Range Communication (DSRC), 5G and 4G-LTE communication. Future
6G usage will be similar to 5G and 4G-LTE communication, but it will be much faster.

DSRC, also known as IEEE802.11p, is a Wireless Local Area Network (WLAN) protocol
with a dedicated bandwidth of 75 MHz in the 5.850 GHz to 5.925 GHz band that has been
allocated by the US Federal Communication Commission [1]. DSRC has been used for
communication needs in the automotive industry and has been employed successfully
for a wide variety of V2I, V2V and V2X applications. DSRC-based systems are also cheap
and easy to implement since the required technology has been developed to a good ex-
tent. DSRC offers good peer identification due to the smaller coverage area and selective
admission of peer vehicles to the network [2].

Onboard units (OBUs) and Roadside units (RSUs) can be used together in connected
vehicle applications to use DSRC communication. OBUs are devices that reside in vehicles
and are used to send, receive, and forward information wirelessly through DSRC or other
communication methods. RSUs are devices that are usually mounted in intersections,
traffic infrastructure and the roadside. OBUs are easier to attach to and remove from CVs,
whereas RSUs are usually fixed to the infrastructure and are less mobile.

5G and 4G-LTE cellular communication depend on the existing cellular wireless
infrastructure, and offers low latency and high throughput simultaneously [3]. 5G and
4G-LTE can be redesigned to assist in vehicular cooperative communication and safety
systems since they enable more bandwidth-demanding and real-time critical services.

5G and 4G-LTE communication-based systems have features that make them beneficial
for automotive systems. They are energy efficient, provide better coverage, and have high
down and uplink capacity. However, at higher vehicle speeds, they tend to have unreliable
latencies in regions with high mobile network usage. Owing to the large coverage and
centralized operation, identification of peers is often complicated and needs to be done
onsite in the central server [2].

Cellular V2X (C-V2X, LTE-V2X) is a 3GPP standard for V2X applications and an
alternative to DSRC. Abbasi et al. [4] focused on the comparison of C-V2X and DSRC
communication for congested highway scenarios, deducting that both communication
methods performed well for communication distances less than 100 m.

Recent developments in Unmanned Aerial Vehicle (UAVs) technology have brought
about a wide range of areas where UAVs are or can be utilized for intelligent transportation
system applications. The capabilities of a UAV can be expanded by introducing interve-
hicular communication. UAVs can be equipped with communication links to establish
UAV-to-UAV or UAV-to-CAV communication, the latter being the focus of this paper. Ded-
icated Short Range Communication (DSRC) can be used to set up a communication link
between UAVs and CAVs, for example.

2. Literature Review

Connectivity has been utilized widely for fuel economy improvement in CAVs in
literature. Yu et al. [5] investigated fuel economy in the ecological driving of individual
and platooning vehicles using longitudinal autonomy and connectivity. Altan et al. [6]
modeled a V2I algorithm for longitudinal control of a CAV to get smooth acceleration
and deceleration speed profiles using SPaT information from an upcoming traffic light.
Sun et al. [7] investigated different fuel-optimal methods for speed planning of CAVs. Asadi
and Vahidi [8] devised a V2I Model Predictive Controller (MPC) that uses upcoming traffic
light information to obtain both fuel savings and a shorter trip time. Similarly, Yu et al. [9]
designed an MPC for eco-driving; however, their focus was on a platoon rather than a
single vehicle. Xu et al. [10] considered Eco-driving for transit rather than a personal vehicle
to conserve fuel while reducing undesired emissions. Research has also been conducted on
developing adaptive strategies for a dynamic roadway traffic environment while focusing



Sensors 2022, 22, 8941 3 of 18

on fuel savings [11]. Liu et al. [12] tested their vehicle following the control algorithm in a
HIL setup with realistic V2X communication with a packet dropout compensator and have
shown that their controller performed well even under non-ideal V2X communication.

Cantas et al. [13] and Kavas-Torris et al. [14] utilized DSRC communication for a
Vehicle-to-Infrastructure (V2I) algorithm, so that Signal Phasing and Timing (SPaT) mes-
sages broadcast by a traffic light could be picked up by a CAV equipped with a DSRC
modem to be used for fuel consumption reduction. Gelbal et al. [15] designed a Hardware-
in-the-Loop (HIL) simulator to test automated driving algorithms and tested a Cooperative
Adaptive Cruise Control (CACC) model utilizing DSRC communication for car following
applications. Kavas-Torris demonstrated fuel economy improvement through V2I and V2V
technologies for Eco-Driving of CAVs utilizing DSRC communication for MIL and HIL, as
well as microscopic traffic co-simulation, implementation [16,17].

Simulation tools that enable researchers to test CAV-based algorithms are crucial for
modelling and simulating algorithms that include connectivity [18]. Other than the small-
scale implementation of connectivity technologies for a single CAV, the effects of having
varying levels of CAV in a heterogeneous traffic flow have also been studied for future
implementation of large-scale deployment of CAVs on public roadways [19,20].

Recent advancements in Unmanned Aerial Vehicle (UAVs) technology have brought
about a wide range of areas where UAVs are utilized for intelligent transportation system
applications. UAVs have been used in flight missions for search and rescue operations [21],
as well as out-of-sight indoor flights with tactile feedback [22]. UAVs have also been
utilized in the transportation of goods, parcels, and passengers [23]. In agriculture, UAVs
can be used to monitor the height and health of crops using onboard cameras.

The capabilities of UAVs can be expanded by introducing inter-vehicular commu-
nication. UAVs can be equipped with communication links to establish UAV-to-UAV or
UAV-to-CAV communication. Dedicated Short-Range Communication (DSRC) can be used
to set up a communication link between UAVs and CAVs. Currently, Automatic Dependent
Surveillance-Broadcast (ADS-B) is used as the standard protocol to transmit location infor-
mation in the aerospace industry. However, Moore et al. [24] has suggested that ADS-B
will not be able to handle low-altitude air traffic communication soon due to the expected
increase in air traffic density at low altitude. Chakrabarty et al. [25] investigated how DSRC
can be used as an alternative to ADS-B for UAV-to-UAV communication to prevent mid-air
collisions at low altitudes. Menouar et al. [26] studied the applicability and challenges of
how a UAV-enabled Intelligent Transportation System (ITS) for a smart city.

With the roll-out of the 6G networks, it will also be possible in the near future to have
6G-enabled UAV Traffic Management (UTM) ecosystems in dense and urban air-traffic
scenarios, including aerial and satellite communication [27]. Khan et al. [28] focused on the
integration of AI/ML with UAV networks utilizing the 6G ecosystem while keeping air
interface and transmission technologies challenges of the 6G networks.

UAVs have also been conceptualized as a part of smart cities. Yilmaz and Denizer [29]
explored how UAVs could be used in smart cities for traffic control. Hussain et al. [30] has
focused on using UAVs for fire detection in smart city ecosystems and has expressed that
their preliminary results have shown effective performance.

UAVs can also be utilized in coordinated missions with ground vehicles. Liu et al. [31]
studied the joint scheduling of computation and communication resources in the collab-
orative networking of UAVs and platooning vehicles. Kavas-Torris et al. [32] developed
use case scenarios to simulate CAV and UAV coordination, as well as demonstrated the
hardware implementation for a DSRC based and a 4G WebSocket-based CAV and UAV
communication link.

In this paper, hardware implementation and real-life testing of a coordinated CAV &
UAV mission are presented. The Materials and Methods section starts by introducing details
about the CAV platform and the UAV platform used for the hardware implementation.
Then, the software platform used for the real-life testing, the Contingency Management
Platform (CMP) that receives information from the CAV, as well as the companion onboard
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computer Raspberry Pi 4B and the Webserver that was used to display photos taken by the
UAV during the flight operation, are presented. In the Hardware Implementation of UAV &
CAV Communication section, the data flow between the CAV and UAV is explained, where
DSRC, UDP, TCP, and WebSocket communications were used, respectively. In the Use Case
Scenario Description section, the use case test scenario is described in detail. In the Test
Results section, the success of the CAV and UAV communication is quantified through
package drop percentage and latency analysis. In the Conclusion section, conclusions are
drawn, and the next steps are elaborated.

3. Materials and Methods

In this section, each component of the CAV and UAV connectivity hardware imple-
mentation is explained. A CAV platform with DSRC connectivity was employed as the
ground vehicle. For the aerial vehicle part, rather than choosing an off-the-shelf UAV,
individual parts of the UAV were purchased and put together to get the UAV platform.
A Raspberry Pi 4B was mounted on the UAV as a companion computer to handle image
processing, connection to CMP and WebSocket servers, as well as data acquisition. In order
to have an internet connection on the UAV, a 4G HAT was used with T-Mobile service
provider to provide 4G internet to the Raspberry Pi 4B, as well as act as a Wi-Fi hotspot to
nearby ground crews. A Logitech camera was mounted on the UAV to take pictures and
survey the ground while the UAV was flying.

On the cloud side, the Contingency Management Platform (CMP) was used to get
information from the CAV and UAV and to manage alerts for incidents.

3.1. Connected and Automated Vehicle (CAV) Platform

The CAV platform used for this manuscript can be seen below in Figure 1. The vehicle
is a 2017 model Ford Fusion Hybrid vehicle with Drive-By-Wire. The CAV platform enables
testing of V2V, V2X, and V2I algorithms, as well as Advanced Driver Assistance systems
(ADAS). For this manuscript, the CAV platform was equipped with a DSRC modem to
communicate with a flying UAV, which also was equipped with a DSRC modem.
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3.2. Unmanned Aerial Vehicle (UAV) Platform

The UAV platform used for this manuscript can be seen below in Figure 2. The UAV
platform is a hexarotor with 6 rotors and has a 12 V voltage regulator. The UAV is equipped
with a telematics radio, which enables it to be controlled by a pilot on the ground. The
telematics unit also enables the UAV status to be monitored using a ground control station.
For the work presented in this manuscript, the UAV was equipped with a DSRC modem
to communicate with the CAV platform. For communication with other system elements,
the Raspberry Pi 4B mounted on the UAV with 4G internet was utilized. Raspberry Pi 4B
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was also used to establish communication between the UAV and a WebSocket. Finally, a
communication link was established between the UAV and the Contingency Management
Platform (CMP).
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3.3. Raspberry Pi 4B Companion Computer

Raspberry Pi 4B is a low-cost and energy-efficient electronic board mini computer that
can be and has been, used for a variety of tech projects. Raspberry Pi 4B has a 1.5 GHz
64-bit quad-core Arm Cortex-A72 CPU, 8 GB RAM, integrated 802.11 ac/n wireless LAN,
and Bluetooth 5.0 [33]. Additionally, it has 2 USB 2 ports, 2 USB 3 ports, and a gigabit
ethernet port. The processing power of the Raspberry Pi 4B, as well as its compact size and
low weight, makes it an ideal candidate for UAV research and flight operations.

For this study, the Raspberry Pi 4B was chosen as the companion computer and
mounted on the UAV platform. It was connected to the camera for image processing.
Additionally, the Raspberry Pi 4B was connected to the DSRC onboard-unit (OBU) modem
on the UAV through the ethernet port for a UDP connection. The 4G HAT was connected
to the Raspberry Pi 4B through USB to get 4G internet to the flying UAV. It was also used to
establish a TCP port between itself and CMP.

3.4. 4G Internet

Even though DSRC communication is a reliable connection, an internet connection
to transfer data from the UAV to a server might be necessary for real-life. For remote
flights with no Wi-Fi access, equipping a UAV with an onboard 4G internet becomes crucial.
For that reason, a 4G internet shield was added to the setup for an internet connection.
By doing so, the WebSocket communication architecture was expanded for more realistic
scenarios. For the 4G internet connection, a SIM7600A-H 4G HAT Board was used [34]. A
SIM card with T-Mobile network provider was inserted to the card slot. On the software
side, the necessary libraries and dependencies were resolved.

For this paper, due to the limitations of the hardware used during the experiments, a
4G network was used for the test. It should be noted that this internet connection can be
upgraded to 5G and 6G in the future as they become available in the areas where the flight
testing is conducted.

3.5. Logitech Camera and Image Processing

Using image processing, it is possible to extract useful information about roadways
and vehicles travelling on roadways. CAVs and UAVs can benefit from this information
in terms of fuel economy, ride comfort and mobility. Since information regarding traffic
flow, average vehicle speed, presence of work zones, as well as queues and accidents can
be detected using cameras in conjunction with UAVs, a companion computer setup with a
camera was prepared.
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For this implementation, a Logitech Webcam was connected through USB to the Rasp-
berry Pi 4B. The small Logitech webcam had a 640 × 480 resolution. Python scripts were
used along with the OpenCV library image processing tools. Additionally, for display pur-
poses, OpenCV was used to capture frames. Then, the captured frames were sent from the
onboard camera to the Webserver through Python scripts and WebSocket communication.

3.6. Websocket Server

WebSocket servers are applications that are programmed to listen to a TCP connection
to ensure full-duplex communication. When WebSocket servers are being programmed, the
first step is to make the server listen for incoming socket connections using a standard TCP
socket. Then, the handshake must be established, where the details of the connection are
negotiated. The WebSocket server also must keep track of the clients which have already
completed the handshake. During the connection, either the server or the client can send
messages at any time [35].

For this study, the client Raspberry Pi 4B first sent the handshake request to the server.
When the connection was established between the WebSocket and the client, then the client
Raspberry Pi sent photos taken by the Logitech camera to the WebSocket server. Once the
WebSocket server received the photos, the messages and photos were displayed in a web
browser. Other 3rd parties could also see the data received by the WebSocket server by
going to the server address in their web browser and completing a handshake with the
server as an observer.

3.7. Contingency Management Platform (CMP)

Contingency Management Platform (CMP) is a platform that can detect off-nominal
conditions that could affect the UAV operations. Additionally, CMP can provide situational
awareness and the impact of the off-nominal condition on UAVs. Expanding on that, it
is possible to alert the UAVs to the existence of accidents when they are present. CMP
can also be used to alert the UAV about several scenarios, one being flight zones to avoid
for the UAV operations. For this real-life implementation, an accident location that was
detected by the CAV was sent to the UAV, which then sent it to the CMP to alert all the
UAVs connected to the CMP system.

4. Implementation of UAV & CAV Communication

For this paper, the following V2X communication methods were utilized for the
implementation of UAV & CAV communication: DSRC, UDP, TCP, and WebSocket.

4.1. DSRC Communication between CAV & UAV

The Dedicated Short-Range Communication (DSRC) protocol has been utilized for
communication needs in the automotive industry and has been used successfully for a
wide variety of applications. Details and research work about DSRC were given in the
Introduction section.

UAVs can also be equipped with DSRC modems to send data to and receive data from
DSRC-equipped aerial and ground vehicles. For this test, the CAV platform and the UAV
platform were equipped with DENSO WSU 5900 DSRC modems. The modems and antenna
configurations on the aerial and ground platform can be seen in Figure 3. Preliminary flight
testing has been conducted to test the performance of the DSRC communication between a
flying UAV and a stationary CAV and results have previously been published [32]. It has
been shown that even though DSRC is a short-range communication protocol, it can be
useful in low-altitude flight applications.
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4.2. UDP Communication between DSRC Modem and Raspberry Pi 4B

The User Datagram Protocol (UDP) is an internet protocol suite that allows computer
applications to send messages to other hosts on an Internet Protocol (IP) network. UDP uses
a simple connectionless communication mode and provides checksums for data integrity
with no error correction facilities. Using UDP, applications can use sockets to establish
host-to-host communication. UDP connection prioritizes time over reliability, hence it is
faster but less reliable, than TCP.

A UDP connection was established between the DSRC modem onboard-unit (OBU)
and the Raspberry Pi 4B companion computer through the ethernet port. The Python
library called “socket” was used to open a socket on the DSRC OBU side and receive the
data from the open socket on the Raspberry Pi 4B side. Python lists were used to store
latitude, longitude, and time information.

4.3. TCP Communication between Raspberry Pi 4B and CMP

The Transmission Control Protocol (TCP) is an internet protocol suite that provides
reliable and error-checked delivery of a stream of bytes between applications. Since TCP is
a connection-oriented protocol, a connection has to be established between the client and
server before data can be sent. Having a TCP connection increases the latency in the data
transfer, however, using TCP brings about a 3-way handshake and error detection.

Using the 4G internet on the UAV, a TCP connection was established between the
Raspberry Pi 4B companion computer mounted on the UAV and the CMP. This link was
used to send System and Fault Messages, which will be explained in Section 5.

4.4. Websocket Communication between Raspberry Pi and Webserver

WebSocket is a computer communication protocol that allows a two-way interactive
communication between clients and a server over TCP. Using the WebSocket protocol, the
WebSocket Server presented previously can interact with another web browser or other
client applications. Therefore, it is possible to send messages and receive responses between
one server and multiple clients.

Python scripting and WebSocket libraries [36] were used to design an 2-way WebSocket
communication portal between the Raspberry Pi 4B and the Webserver through 4G internet.
Frames captured from the live feed of the camera were sent to the Webserver and displayed
in a web browser.
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4.5. CAV and UAV Hardware Implementation

The CAV platform equipped with all hardware components can be seen in Figure 4.
The UAV platform equipped with all hardware components can be seen in Figure 5.
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5. Use Case Scenario Description

For the experiment, the parameters broadcast from the CAV and received by the UAV
through DSRC communication are as follows:

• CAV latitude
• CAV longitude
• CAV altitude
• Message Transmit/Receive Timestamp
• GPS Time
• Remote Ground speed (m/s)

During the experiment, System Messages were sent from the UAV to CMP using TCP
communication. The contents of the System Message are as follows:
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• Message Transmit/Receive Timestamp
• CAV latitude
• CAV longitude
• CAV altitude
• UAV latitude
• UAV longitude
• UAV altitude

During the experiment, other than System Messages, Fault messages were also used
to send information from the UAV to the CMP through TCP. The contents of the Fault
Message are as follows:

• Incident latitude
• Incident longitude
• Incident altitude
• Incident time
• Incident type

For the use case, there was an active DSRC communication link between the CAV
and the UAV, meaning that CAV and UAV shared location information with each other.
The CAV location data was then transferred from the UAV OBU to the Raspberry Pi 4B
companion PC that was mounted on the UAV through UDP communication. To establish
communication between the Raspberry Pi 4B and the Contingency Management Platform
(CMP), a TCP connection was set up, where a System Message was generated by the
Raspberry Pi 4B. The System Message included information about CAV location (latitude,
longitude, and altitude) and message transmit time stamp, as well as the UAV location
(latitude, longitude, and altitude). The System Message was updated with live information
from the CAV and UAV. When the CAV approached the predetermined accident/incident
location, a Fault Message was generated by the Raspberry Pi 4B, sending the accident
location to the CMP. Then, the accident location was displayed in the CMP. The accident
location information was also used to call first responders to the accident location by the
CMP command center staff. CMP also sent an alert to all air traffic around the accident
location to land their UAVs. The UAV pilot, which was flying around the CAV and notified
CMP of the accident, then landed the UAV.

In order to express the interaction between different platforms, the communication
methods and message content, Figure 6 is given below.
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In order to better visualize the experiment, an actual photo taken during the use case
scenario Quick Clear demonstration can be seen below in Figure 7. In Figure 7, the white
parked vehicle with the lidar on top is the CAV, and the flying UAV controlled by the pilot
communicates with the CAV and CMP.
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6. Test Results

To test the performance of the system, 2 experiments were run. In the following
sections, the results of each experiment are explained in detail. While more performance
metrics such as throughput and packet delivery ratio would also have been useful from a
communication system performance analysis point of view, this approach is not taken here
to make the presentation concise. This is also due to the fact that latency was important in
our comparison of different ways of communicating data between a UAV and a CAV as
we wanted to make sure that latency was small enough to use the chosen communication
means in applications where this communication is needed. A comparison of data sent,
and data received in the many experiments we conducted confirmed acceptable levels
of performance.

6.1. Experiment #1 and Results

For the 1st experiment, DSRC communication was established between the CAV and
UAV, so that location information could be shared between the ground and aerial vehicles.
UAV telemetry was shared with another PC to monitor the health and state of the UAV by
the pilot in QGroundControl. Then, DSRC data was passed to the Raspberry Pi 4B onboard
companion PC using UDP to be further processed. Raspberry Pi 4B then established a
connection through WebSocket with the WebSocket server, so that vehicle information, as
well as photos taken with a camera mounted on the UAV, could be sent to the server to be
displayed in a web browser. The schematic for the 1st experiment can be seen in Figure 8.

The main motivation of experiment 1 is to investigate the latency of different commu-
nication and computation methods. DSRC communication between the UAV and CAV
corresponds to the direct reading of basic safety messages (BSM) of the CAV by the UAV
and/or vice versa. The applications range from awareness to tracking of the nearby CAV(s)
by the UAV for situational awareness of the traffic condition directly below the UAV. When
it is needed, the UAV can also use its DSRC modem to send traffic guidance messages
to the CAVs below much like a police officer directing traffic at an accident site. All the
computational processing is taking place in the CAV and UAV DSRC modems in this case.
If we want further processing of the information received from the CAV, the information
from the CAV can be sent to the local computer, the Raspberry Pi board (or similar), for
further local processing. The UDP latency shows the extra delay in transferring CAV data
received through DSRC communication to the local UAV computational system for further
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processing. This process can also take place in the other direction when the local UAV com-
puter sends data through UDP to its modem and through DSRC to the modem of the CAV.
This is also a situation that occurs frequently in practice when the necessary computations
cannot be handled by the UAV DSRC modem and the UAV local computer has to be used.
Cellular modem (C-V2X) direct communication between the CAV and UAV could also have
been used but was not used in this paper as we do not have C-V2X modems and as there
are many vehicles (and also many roadside units) already equipped with DSRC modems
in the area where we want to use this UAV-CAV communication in the future. The other
method of communication that was tried is the web-socket server which uses 4G plus a
cloud server to communicate indirectly and, interestingly, this mode of communication
had the least latency meaning that this is a feasible method of communication between a
CAV and a nearby UAV. Using a cloud server also means that information from the UAV
including camera images can be sent to a centralized monitoring system for applications
like accident site situational awareness, traffic monitoring, etc.
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To capture the latency in the system, a detailed latency analysis was carried out for
Experiment #1. Latency analysis was done for 3 different cases. For the 1st case, DSRC
communication delay between the CAV and the UAV OBU’s was calculated, and the
average was taken for the data recorded during Experiment #1. For the 2nd case, the UDP
communication delay between the UAV OBU and the Raspberry Pi 4B was recorded and the
average was taken. Lastly, the WebSocket communication delay between the photo being
sent through the socket to the server and the server displaying the photo was recorded
and the average was taken. The results are summarized in Figure 9. As seen in the figure,
the smallest latency was observed for the UDP communication, followed by WebSocket.
The slowest communication was observed for the DSRC communication. Other than the
latency analysis, the GPS data from both the CAV and UAV were also plotted for this test.
The CAV GPS location (in blue) and UAV GPS position can be seen in Figure 10. In the
figure, the altitude of the CAV has an increasing trend for some data points due to the drift
observed in the GPS.
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6.2. Experiment #2 and Results

The 2nd experiment builds up on the 1st experiment, such that the DSRC and Web-
Socket connections here are identical. However, in addition to the DSRC and WebSocket
communication links in the 1st experiment, the Raspberry Pi 4B companion PC also es-
tablished a TCP connection to the Contingency Management Platform (CMP) to send
vehicle location information and if necessary, accident or incident location to CMP. The
schematic for the 2nd experiment can be seen in Figure 11. Different hardware and software
components were used in Experiment #2 to get the data transfer from the CAV OBU all the
way to the Raspberry Pi 4B and the WebSocket server. The Raspberry Pi was monitoring
each communication link during Experiment #2.
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To capture the latency in the system, a detailed latency analysis was carried out for
Experiment #2. Latency analysis was done for 4 different cases. For the 1st case, DSRC
communication delay between the CAV and the UAV OBU’s was calculated, and the
average was taken for the data recorded during Experiment #2. For the 2nd case, the UDP
communication delay between the UAV OBU and the Raspberry Pi 4B was recorded and
the average was taken. For the third case, the WebSocket communication delay between the
photo being sent through the socket to the server and the server displaying the photo was
recorded and the average was taken. Lastly, the communication delay between Raspberry
Pi 4B and CMP through the TCP connection was recorded, and the average was taken.
The results are summarized in Figure 12. Looking at Figure 12, it is seen that similar to
Experiment #1, the smallest latency was observed in UDP communication. The DSRC
communication delay in Experiment #2 was larger than that of Experiment #1. The second
smallest latency was observed in WebSocket communication and compared to Experiment
#1, the latency was slightly larger in Experiment #2. CMP communication latency through
the TCP port between the Raspberry Pi 4B companion computer and the CMP platform
was the largest among all communication links.

Another variation of this test was conducted, where whenever the UAV was flying
around, CAV was also in motion and was operated by the driver to drive in a loop around
the parking lot. The GPS data from the DSRC communication link between the CAV and
UAV were plotted in a 3D plot and can be seen in Figure 13.

For the second implementation of Experiment #2 with both CAV and UAV in motion
simultaneously, the latency analysis was repeated. Looking at the results in Figure 14, it is
seen that the latency in each communication link has increased compared to the version
of Experiment #2 with only UAV in motion and CAV staying stationary. This result is as
expected. During the experiment, the distance between the UAV and CAV changed more
rapidly for this test and it resulted in a higher latency for the overall system.

Package drop percentage is another metric that can be investigated for the analysis
of results. The data collected for all four communication methods, whose latency was
quantified earlier, was also used to quantify the package drop percentage. Package drop
percentage can be explained as the percentage of packages that were transmitted by the
transmitter node of the communication, but not received on the receiver node side. The
results for Experiment #2, for the case of both the CAV and UAV, were in motion during the
test, are summarized in Table 1 for DSRC, UDP, WebSocket, and TCP communication. The
DSRC communication between the CAV and the UAV had a package drop percentage of
0.36%. For the same experiment, the UDP communication between the UAV modem and
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Raspberry Pi 4B, the package drop percentage was found to be 1.72%. For the WebSocket
communication between the Raspberry Pi 4B and the webserver, it was observed that
the package drop percentage was 1.56%. Finally, for the TCP communication between
the Raspberry Pi 4B and the CMP platform, the packet drop percentage was found to be
10.45%. The packet drop percentage values were calculated automatically by the modem or
communication software used. These results show that out of these four communication
methods, the DSRC had the least amount of package drop percentage which is expected as
it is, just like its name, a dedicated short-range communication method.
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Table 1. Summary of Package Drop Percentage comparison between the four communication methods
utilized in Experiment #2.

Communication Methods Package Drop Percentage (%)

DSRC 0.36
UDP 1.72

WebSocket 1.56
TCP 10.45

7. Conclusions

In this paper, a V2X communication architecture was modeled and tested through
real-life testing to show the potential of ground and aerial vehicle communication. Each
system component was presented and explained in detail. Two test scenarios were devised,
and those scenarios were tested through real-life testing. The results were analyzed, and
special care was given to communication latency for the DSRC communication between
the ground and aerial vehicle, UDP communication between the UAV OBU and Raspberry
Pi 4B companion PC, WebSocket communication between the Raspberry Pi 4B companion
computer and the WebSocket server, and the TCP communication between the Raspberry
Pi 4B and CMP. After the latency analysis for Experiment #1, it was seen that the latency
was minimal for each component, with DSRC having the least latency and UDP having the
largest latency. For Experiment #2, however, it was observed that the UDP communication
had a considerably large latency.

For future work, dedicated 4G LTE with priority from service towers could enhance
the 4G internet connection, making the connection faster and more reliable, eliminating
down time. The control of the CAV and UAV for coordinated and cooperative motion
is also of significance for future work. Parameter space-based robust control [37,38] and
model regulation [39,40] will be a good choice for controlling the path tracking of the
CAV [41] and UAV as they have successfully been applied before in applications ranging
from automotive control [42–45], friction compensation [46], robot force control [47] to
atomic force microscope control [48] and collision avoidance [49].

In addition to using different control methods, more improvements can be made.
In the field testing, the spot where the CAV was supposed to stop for the accident was
predetermined. However, during the experiment, the actual GPS location of the CAV was
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sent to CMP in real-time. If the CAV does not know the accident location in real life, then
further sensor information is required. Cameras, for instance, that are mounted on the CAV
development platform can be used to detect when an accident occurs. Once the “accident
flag” is triggered using the camera information, this information can be sent from the CAV
to the UAV to be used further.

Author Contributions: Conceptualization, all authors; methodology, O.K.-T.; software, O.K.-T.,
S.Y.G., M.R.C.; validation, O.K.-T., S.Y.G.; formal analysis, O.K.-T.; investigation, O.K.-T., S.Y.G.,
M.R.C.; resources, B.A.G., L.G.; data curation, O.K.-T., S.Y.G.; writing—original draft preparation,
O.K.-T.; writing—review and editing, O.K.-T., B.A.G., L.G.; visualization, O.K.-T.; supervision, B.A.G.,
L.G.; project administration, B.A.G., L.G.; funding acquisition, B.A.G., L.G. All authors have read and
agreed to the published version of the manuscript.

Funding: This research was partially funded by the Ohio Department of Transportation’s Unmanned
Aircraft Traffic Management project ODOT 32373.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Acknowledgments: The authors thank and acknowledge the support of the Automated Driving Lab
at the Ohio State University and the Aerospace Research Center (ARC) at the Ohio State University.
The authors would also like to thank and recognize the support and hardware contributions from
DENSO. A DENSO WSU 5900 DSRC modem was used for physical testing on the automated flight
platform experiments.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Xu, Z.; Li, X.; Zhao, X.; Zhang, M.H.; Wang, Z. DSRC versus 4G-LTE for Connected Vehicle Applications: A Study on Field

Experiments of Vehicular Communication Performance. J. Adv. Transp. 2017, 2017, 2750452. [CrossRef]
2. Schindelhauer, C. Mobility in Wireless Networks. In SOFSEM 2006: Theory and Practice of Computer Science; Springer:

Berlin/Heidelberg, Germany, 2006; pp. 100–116. [CrossRef]
3. Lee, S.; Lim, A. An Empirical Study on Ad Hoc Performance of DSRC and Wi-Fi Vehicular Communications. Int. J. Distrib. Sens.

Netw. 2013, 9, 482695. [CrossRef]
4. Abbasi, H.I.; Gholmieh, R.; Nguyen, T.V.; Patil, S.; Misener, J. LTE-V2X (C-V2X) Performance in Congested Highway Scenarios.

In Proceedings of the ICC 2022—IEEE International Conference on Communications, Seoul, Korea, 16–20 May 2022; pp. 303–308.
[CrossRef]

5. Yang, Y.; Ma, F.; Wang, J.; Zhu, S.; Gelbal, S.Y.; Kavas-Torris, O.; Aksun-Guvenc, B.; Guvenc, L. Cooperative ecological cruising
using hierarchical control strategy with optimal sustainable performance for connected automated vehicles on varying road
conditions. J. Clean. Prod. 2020, 275, 123056. [CrossRef]

6. Altan, O.D.; Wu, G.; Barth, M.J.; Boriboonsomsin, K.; Stark, J.A. GlidePath: Eco-Friendly Automated Approach and Departure at
Signalized Intersections. IEEE Trans. Intell. Veh. 2017, 2, 266–277. [CrossRef]

7. Sun, C.; Guanetti, J.; Borrelli, F.; Moura, S.J. Optimal Eco-Driving Control of Connected and Autonomous Vehicles through
Signalized Intersections. IEEE Internet Things J. 2020, 7, 3759–3773. [CrossRef]

8. Asadi, B.; Vahidi, A. Predictive Cruise Control: Utilizing Upcoming Traffic Signal Information for Improving Fuel Economy and
Reducing Trip Time. IEEE Trans. Control Syst. Technol. 2011, 19, 707–714. [CrossRef]

9. Yu, K.; Yang, H.; Tan, X.; Kawabe, T.; Guo, Y.; Liang, Q.; Fu, Z.; Zheng, Z. Model Predictive Control for Hybrid Electric Vehicle
Platooning Using Slope Information. IEEE Trans. Intell. Transp. Syst. 2016, 17, 1894–1909. [CrossRef]

10. Xu, Y.; Li, H.; Liu, H.; Rodgers, M.O.; Guensler, R.L. Eco-driving for transit: An effective strategy to conserve fuel and emissions.
Appl. Energy 2017, 194, 784–797. [CrossRef]

11. Wei, Z.; Hao, P.; Barth, M.J. Developing an Adaptive Strategy for Connected Eco-Driving under Uncertain Traffic Condition. In
Proceedings of the 2019 IEEE Intelligent Vehicles Symposium (IV), Paris, France, 9–12 June 2019; pp. 2066–2071. [CrossRef]

12. Liu, J.; Wang, Z.; Zhang, L. Integrated Vehicle-Following Control for Four-Wheel-Independent-Drive Electric Vehicles against
Non-Ideal V2X Communication. IEEE Trans. Veh. Technol. 2022, 71, 3648–3659. [CrossRef]

13. Cantas, M.R.; Kavas, O.; Tamilarasan, S.; Gelbal, S.Y.; Guvenc, L. Use of Hardware in the Loop (HIL) Simulation for Developing
Connected Autonomous Vehicle (CAV) Applications. In WCX SAE World Congress Experience; SAE: Detroit, MI, USA, 2019.
[CrossRef]

http://doi.org/10.1155/2017/2750452
http://doi.org/10.1007/11611257_9
http://doi.org/10.1155/2013/482695
http://doi.org/10.1109/icc45855.2022.9838706
http://doi.org/10.1016/j.jclepro.2020.123056
http://doi.org/10.1109/TIV.2017.2767289
http://doi.org/10.1109/JIOT.2020.2968120
http://doi.org/10.1109/TCST.2010.2047860
http://doi.org/10.1109/TITS.2015.2513766
http://doi.org/10.1016/j.apenergy.2016.09.101
http://doi.org/10.1109/ivs.2019.8813819
http://doi.org/10.1109/TVT.2022.3141732
http://doi.org/10.4271/2019-01-1063


Sensors 2022, 22, 8941 17 of 18

14. Kavas-Torris, O.; Cantas, M.R.; Gelbal, S.Y.; Guvenc, L. Performance Evaluation of the Pass-at-Green (PaG) Connected Vehicle V2I
Application. In WCX SAE World Congress Experience; SAE: Detroit, MI, USA, 2020; p. 2020-01-1380. [CrossRef]

15. Gelbal, S.Y.; Tamilarasan, S.; Cantas, M.R.; Guvenc, L.; Aksun-Guvenc, B. A connected and autonomous vehicle hardware-in-
the-loop simulator for developing automated driving algorithms. In Proceedings of the 2017 IEEE International Conference on
Systems, Man, and Cybernetics (SMC), Banff, AB, Canada, 5–8 October 2017; pp. 3397–3402. [CrossRef]

16. Kavas Torris, O. Eco-Driving of Connected and Automated Vehicles (CAVs). Ph.D. Thesis, The Ohio State University, OhioLINK
Electronic Theses and Dissertations Center, Columbus, OH, USA, 2022.

17. Kavas-Torris, O.; Guvenc, L. Modelling and Analysis of Car Following Algorithms for Fuel Economy Improvement in Connected
and Autonomous Vehicles (CAVs). arXiv 2022, arXiv:2203.12078. Available online: http://arxiv.org/abs/2203.12078 (accessed on
4 April 2022).

18. Guvenc, B.; Kural, E. Adaptive cruise control simulator: A low-cost, multiple-driver-in-the-loop simulator. IEEE Control Syst.
2006, 26, 42–55. [CrossRef]

19. Lackey, N. Simulating Autonomous Vehicles in a Microscopic Traffic Simulator to Investigate the Effects of Autonomous
Vehicles on Roadway Mobility. Master’s Thesis, The Ohio State University, Columbus, OH, USA, 2019. Available online:
https://etd.ohiolink.edu/apexprod/rws_olink/r/1501/10?clear=10&p10_accession_num=osu1555072367385629 (accessed on 16
March 2020).

20. Kavas-Torris, O.; Lackey, N.; Guvenc, L. Simulating the Effect of Autonomous Vehicles on Roadway Mobility in a Microscopic
Traffic Simulator. Int. J. Automot. Technol. 2020, 22, 713–733. [CrossRef]

21. Waharte, S.; Trigoni, N. Supporting Search and Rescue Operations with UAVs. In Proceedings of the 2010 International Conference
on Emerging Security Technologies, Canterbury, UK, 6–7 September 2010; pp. 142–147. [CrossRef]

22. Kavas, O.; Gurocak, H. Haptic Interface with Linear Magnetorheological (MR) Brakes for Drone Control. In Proceedings of the
2018 15th International Conference on Ubiquitous Robots (UR), Honolulu, HI, USA, 26–30 June 2018; pp. 676–681. [CrossRef]

23. Kellermann, R.; Biehle, T.; Fischer, L. Drones for parcel and passenger transportation: A literature review. Transp. Res. Interdiscip.
Perspect. 2020, 4, 100088. [CrossRef]

24. Moore, A.; Balachandran, S.; Young, S.D.; Dill, E.T.; Logan, M.J.; Glaab, L.J.; Muñoz, C.; Consiglio, M. Testing Enabling
Technologies for Safe UAS Urban Operations. In 2018 Aviation Technology, Integration, and Operations Conference; American Institute
of Aeronautics and Astronautics: Reston, VA, USA, 2018. [CrossRef]

25. Chakrabarty, C.; Ippolito, A.; Baculi, J.; Krishnakumar, K.S.; Hening, S. Vehicle to Vehicle (V2V) communication for Collision
avoidance for Multi-copters flying in UTM ?TCL4. In AIAA Scitech 2019 Forum; American Institute of Aeronautics and Astronautics:
Reston, VA, USA, 2019. [CrossRef]

26. Menouar, H.; Guvenc, I.; Akkaya, K.; Uluagac, A.S.; Kadri, A.; Tuncer, A. UAV-Enabled Intelligent Transportation Systems for the
Smart City: Applications and Challenges. IEEE Commun. Mag. 2017, 55, 22–28. [CrossRef]

27. Shrestha, R.; Bajracharya, R.; Kim, S. 6G Enabled Unmanned Aerial Vehicle Traffic Management: A Perspective. IEEE Access 2021,
9, 91119–91136. [CrossRef]

28. Khan, M.A.; Kumar, N.; Mohsan, S.A.H.; Khan, W.U.; Nasralla, M.M.; Alsharif, M.H.; Zywiolek, J.; Ullah, I. Swarm of UAVs for
Network Management in 6G: A Technical Review. IEEE Trans. Netw. Serv. Manag. 2022. [CrossRef]

29. Yilmaz, Y.; Denizer, S.N. Multi UAV Based Traffic Control in Smart Cities. In Proceedings of the 2020 11th International Conference
on Computing, Communication and Networking Technologies (ICCCNT), Kharagpur, India, 1–3 July 2020; pp. 1–7. [CrossRef]

30. Hussain, T.; Dai, H.; Gueaieb, W.; Sicklinger, M.; de Masi, G. UAV-based Multi-scale Features Fusion Attention for Fire Detection
in Smart City Ecosystems. In Proceedings of the 2022 IEEE International Smart Cities Conference (ISC2), Pafos, Cyprus, 26–29
September 2022; pp. 1–4. [CrossRef]

31. Liu, Y.; Zhou, J.; Tian, D.; Sheng, Z.; Duan, X.; Qu, G.; Zhao, D. Joint Optimization of Resource Scheduling and Mobility for
UAV-Assisted Vehicle Platoons. In Proceedings of the 2021 IEEE 94th Vehicular Technology Conference (VTC2021-Fall), Norman,
OK, USA, 27–30 September 2021; pp. 1–5. [CrossRef]

32. Kavas-Torris, O.; Gelbal, S.Y.; Cantas, M.R.; Guvenc, B.A.; Guvenc, L. Connected UAV and CAV Coordination for Improved
Road Network Safety and Mobility. In SAE WCX Digital Summit 2021, Smart Transportation and Infrastructure; SEA: Warrendale,
PA, USA, 2021. Available online: https://www.sae.org/publications/technical-papers/content/2021-01-0173/ (accessed on 31
March 2021).

33. The Raspberry Pi Foundation. Raspberry Pi 4 Model B. Raspberry Pi. 2021. Available online: https://www.raspberrypi.org/
products/raspberry-pi-4-model-b/ (accessed on 20 April 2021).

34. Waveshare. SIM7600CE-T/E-H/A-H/G-H 4G Modules—Waveshare Wiki. 2021. Available online: https://www.waveshare.
com/wiki/SIM7600A-H_4G_HAT (accessed on 9 October 2020).

35. MDN Contributors. Writing WebSocket servers—Web APIs. MDN. 14 September 2021. Available online: https://developer.
mozilla.org/en-US/docs/Web/API/WebSockets_API/Writing_WebSocket_servers (accessed on 2 May 2021).

36. Liris. WebSocket Client. 29 May 2019. Available online: https://github.com/websocket-client/websocket-client.git (accessed on
29 June 2020).

37. Demirel, B.; Guvenc, L. Parameter Space Design of Repetitive Controllers for Satisfying a Robust Performance Requirement. IEEE
Trans. Autom. Control. 2010, 55, 1893–1899. [CrossRef]

http://doi.org/10.4271/2020-01-1380
http://doi.org/10.1109/smc.2017.8123155
http://arxiv.org/abs/2203.12078
http://doi.org/10.1109/mcs.2006.1636309
https://etd.ohiolink.edu/apexprod/rws_olink/r/1501/10?clear=10&p10_accession_num=osu1555072367385629
http://doi.org/10.1007/s12239-021-0066-7
http://doi.org/10.1109/EST.2010.31
http://doi.org/10.1109/URAI.2018.8441784
http://doi.org/10.1016/j.trip.2019.100088
http://doi.org/10.2514/6.2018-3200
http://doi.org/10.2514/6.2019-0690
http://doi.org/10.1109/MCOM.2017.1600238CM
http://doi.org/10.1109/ACCESS.2021.3092039
http://doi.org/10.1109/TNSM.2022.3213370
http://doi.org/10.1109/ICCCNT49239.2020.9225622
http://doi.org/10.1109/ISC255366.2022.9921824
http://doi.org/10.1109/VTC2021-Fall52928.2021.9625397
https://www.sae.org/publications/technical-papers/content/2021-01-0173/
https://www.raspberrypi.org/products/raspberry-pi-4-model-b/
https://www.raspberrypi.org/products/raspberry-pi-4-model-b/
https://www.waveshare.com/wiki/SIM7600A-H_4G_HAT
https://www.waveshare.com/wiki/SIM7600A-H_4G_HAT
https://developer.mozilla.org/en-US/docs/Web/API/WebSockets_API/Writing_WebSocket_servers
https://developer.mozilla.org/en-US/docs/Web/API/WebSockets_API/Writing_WebSocket_servers
https://github.com/websocket-client/websocket-client.git
http://doi.org/10.1109/TAC.2010.2049280


Sensors 2022, 22, 8941 18 of 18

38. Guvenc, L.; Guvenc, B.A.; Demirel, B.; Emirler, M.T. Control of Mechatronic Systems; IET: London, UK, 2017. Available online: https:
//search.ebscohost.com/login.aspx?direct=true&scope=site&db=nlebk&db=nlabk&AN=1531301 (accessed on 26 October 2020).

39. Guvenc, B.A.; Guvenc, L. Robustness of disturbance observers in the presence of structured real parametric uncertainty. In
Proceedings of the 2001 American Control Conference. (Cat. No.01CH37148), Arlington, VA, USA, 25–27 June 2001; Volume 6,
pp. 4222–4227. [CrossRef]

40. Aksun-Guvenc, B.; Guvenc, L. The Limited Integrator Model Regulator and Its Use in Vehicle Steering Control. Turk. J. Eng.
Environ. Sci. 2002, 26, 473–482.
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