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Abstract: The giant panda (Ailuropoda melanoleuca) has long attracted the attention of conservationists
as a flagship and umbrella species. Collecting attribute information on the age structure and sex ratio
of the wild giant panda populations can support our understanding of their status and the design
of more effective conservation schemes. In view of the shortcomings of traditional methods, which
cannot automatically recognize the age and sex of giant pandas, we designed a SENet (Squeeze-and-
Excitation Network)-based model to automatically recognize the attributes of giant pandas from
their vocalizations. We focused on the recognition of age groups (juvenile and adult) and sex of giant
pandas. The reason for using vocalizations is that among the modes of animal communication, sound
has the advantages of long transmission distances, strong penetrating power, and rich information.
We collected a dataset of calls from 28 captive giant panda individuals, with a total duration of
1298.02 s of recordings. We used MFCC (Mel-frequency Cepstral Coefficients), which is an acoustic
feature, as inputs for the SENet. Considering that small datasets are not conducive to convergence in
the training process, we increased the size of the training data via SpecAugment. In addition, we
used focal loss to reduce the impact of data imbalance. Our results showed that the F1 scores of our
method for recognizing age group and sex reached 96.46% ± 5.71% and 85.85% ± 7.99%, respectively,
demonstrating that the automatic recognition of giant panda attributes based on their vocalizations is
feasible and effective. This more convenient, quick, timesaving, and laborsaving attribute recognition
method can be used in the investigation of wild giant pandas in the future.

Keywords: giant panda; attribute recognition; bioacoustics; species conservation; deep learn-
ing; SENet

1. Introduction

The giant panda (Ailuropoda melanoleuca) is a unique and vulnerable animal endemic to
China. Pandas are also a flagship and umbrella species for biodiversity conservation. This
means that pandas can draw significant resources into conservation efforts and that working
to conserve pandas will inevitably protect the other species that share their habitat [1].
Researchers have put major effort into investigating the population size and population
trends of pandas in order to make appropriate conservation plans [2–4]. Age structure
and sex ratio are two factors that influence the population dynamics of pandas [5,6].
Age structure refers to the proportion or configuration of different age groups within a
population, and it has a substantial impact on the overall birth rate and mortality of a
population. Research on the age structure of panda populations can help conservation
managers monitor and predict the population dynamics of pandas in real-time [7]. The sex
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ratio of a population refers to the relative number of male and female individuals. In wild
populations, changes in sex ratio have often led to changes in intraspecies relationships
and mating behaviors, which in turn affects a population’s growth rate [8].

Traditionally, there have been two main methods for investigating panda’s age struc-
ture and sex ratios: bite-size and DNA-based approaches. The bite-size approach involves
examining intact pieces of bamboo stems in panda feces. The age and sex information of
pandas can be obtained by measuring the distribution of fragment lengths, which reflects
the bite lengths of the animal [7,9]. This method only works for adult pandas because
panda cubs eat bamboo leaves, not stems. The DNA-based approach was first utilized in
the fourth decennial panda population survey. When fresh feces were found in the wild,
researchers preserved the fecal samples in 100% ethanol. The panda’s intestinal cells in
the outer mucosa of the feces were then isolated to extract DNA [10]. The DNA-based
approach has very high requirements for panda feces, and only fresh feces that retain a
mucous membrane can be used. Both methods demand large amounts of effort on the part
of field and laboratory staff, which is expensive, inefficient, and potentially dangerous for
field researchers.

Fortunately, deep learning offers new ways for computer power to replace or amplify
the efforts of researchers. For example, giant panda images and deep learning can be
used to identify the current behavior of pandas [11], while computer analysis of images
of pandas has been shown to efficiently classify the age category and sex of pandas [1].
Unfortunately, this technique requires high quality images of pandas which are difficult
and expensive to collect under in-the-wild conditions. Sound recordings, however, allow
data to be collected across long transmission distances, since sound can travel farther
and penetrate further than light, while still carrying rich information [12]. Pervious work
has shown that both source and filter-related acoustic features of a type of giant panda
vocalization referred to as a “bleat” provided reliable information on a caller’s sex, age,
and body size [13]. Therefore, it is feasible to use the vocalizations of pandas to obtain their
age and sex information.

1.1. Acoustic Recognition of Animals

Motivated by the need for better conservation tools, researchers have begun applying
speech recognition algorithms to animal vocalizations [14]. Schröter et al. constructed a
new model to recognize different types of killer whale calls [15]. The accuracy can reach
97%, and successfully visualized the feature map. Solomes and Stowell found it is possible
to automatically identify species of birds according to features of their vocalizations [16],
and results indicate a reliable accuracy of 87% for the classification of 12 call classes. Other
researchers have used deep learning methods to automatically recognize different states of
a beehive using audio as the input [17]. Kiskin et al. utilized a dataset of audio recordings
of mosquitoes with 70.3% accuracy to classify species by their flight tones [18].

Investigators have also applied bioacoustics tools to panda calls, with one team
proposing a method that achieved an accuracy of 88.33% on data from 20 individuals [19].
However, the technique the team used for the recognition of adult pandas was not an
end-to-end automatic recognition system with the feature extraction independent of the
network. Others have devised a system to automatically predict the mating success of giant
pandas based on their calls during breeding encounters with an F1 score of 88.7% [20]. In
the above two papers, the subjects were only adult pandas.

Our previous work filled in the shortcoming of existing recognition methods that do
not use vocalizations from young pandas. The results proved that panda vocalizations
can be used to recognize age groups by deep learning [21]. However, when training the
network, the vocalizations from the training data and the test data sometimes came from
the same panda. This method of data organization will improve the recognition result.
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1.2. Content of This Study

This study expands on our previous work [21] from the following aspects. (i) Vocal-
izations from sub-adult pandas were included, whereas the dataset in [21] contains only
adult pandas and cubs aged under 100 days. (ii) The data were carefully organized such
that individuals do not overlap between training and testing data while there is no such
requirement in [21]. (iii) We further showed that both age groups and sex of giant pandas
can be automatically recognized from their vocalizations, which is implemented through
the same network, while in [21] only the age groups were recognized.

2. Materials and Methods
2.1. Materials
2.1.1. Dataset

The data used in this paper were acquired at the Chengdu Research Base of Giant
Panda Breeding, Sichuan, China from 2019 to 2021, using Shure VP89m, TASCAM DR-
100MKII and SONY PCM-D100. Recordings were made of 28 captive pandas in total. When
a panda reaches sexual maturity, it is considered to be an adult. The pandas in the dataset
belonged to four age groups: cub, sub-adult, adult, and geriatric. We choose the call data of
adult and geriatric pandas from the breeding seasons and the calls of cubs and sub-adult
pandas that were made while playing. Prior to training the recognizer, we binned these
four age groups into two groups: ‘juvenile’, consisting of cubs and sub-adults, and ‘adults’,
consisting of adult and old age groups. The sex labels were simply male and female. The
individuals in the dataset included 8 juvenile females, 3 juvenile males, 13 adult females,
and 4 adult males. When training, we ensured that the individual pandas in the training
and the test sets are different to simulate a more realistic scenario.

2.1.2. Data Preprocessing

The vocalizations were all recorded dual-channel, with varying sampling rates of
192,000 Hz, 48,000 Hz and 44,100 Hz. We converted all calls from dual-channel to single-
channel and normalized the sampling rate of all recordings to 44,100 Hz. Reducing the
sampling rate to 44,100 Hz can effectively reduce the time of data preprocessing while
maintaining the compact disc (CD) quality of audio [22]. To ensure the consistency of data
dimensions during training, we divided the original call clips of giant pandas into 2-second
segments without overlap, and the segments whose duration were shorter than 2-second
were expanded to 2-second via zero-padding on the log-mel spectrum. In audio signal
processing, it is very common to pad the log-mel spectrum by filling zeros or copying
a part of the log-mel spectrum to make its length consistent. However, compared with
padding via copying, zero-padding can reduce errors in the log-mel spectrum [23]. The
reason for the division into 2-seconds is that in the collected data, the duration of different
types of vocalizations of giant pandas are almost all 2 seconds. In addition, we had to
make a very strong assumption that there is a vocalization of only one individual panda in
each clip which can reduce the difficulty of the task. We manually excluded call clips that
contain multiple pandas or are contaminated by other sounds (e.g., human voice or ambient
noises). Because of the conditions where the recordings were made, the call recordings of
cubs had relatively weak background noise, while those of others generally had stronger
background noises (e.g., the sound of working air-conditioners). In order to avoid training
the recognizer on these background features of the recordings, we collected examples of
only background sound appearing in the data of adult pandas and then integrated them
into the calls of the panda cubs by mixing the recordings together. After these processing
steps, the total duration of the call data was 1298.02 s (Figure 1).
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Hamming window, each frame must undergo a FFT to obtain the energy distribution on 
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Figure 1. The total duration of call recordings from each grouping of pandas in this study: juvenile
female, juvenile male, adult female, and adult male.

2.1.3. MFCC

The main frequency component of speech is called formant, which carries the identifi-
cation attributes of a sound, just like a personal ID card [24]. In this paper, we employed
the MFCC (Mel-frequency Cepstral Coefficients) feature as the input because it can con-
tain formant information [25]. Peter and Zhao respectively described the call structure
and call frequency of adult pandas and baby pandas [26,27]. We found that MFCC is
equally suitable for extracting the acoustic features of panda’s vocalizations. As an acoustic
feature, MFCC has strong anti-noise properties and is widely used in the field of speech
recognition. To derive MFCC from original audio, we took a number of steps. First, the
original audio needed to be divided into frames. The frame collects N sampling points into
one observation unit, typically with a duration of ~20–30 ms. In order to avoid excessive
changes in two adjacent frames, there will be an overlapping area between two adjacent
frames. After framing, we multiplied each frame by a Hamming window to increase the
continuity between the left and right ends of the frame. Fast Fourier transformations (FFT)
were used to convert the signal from the time domain to the frequency domain so that we
could better observe the signal characteristics. Therefore, after multiplying by a Hamming
window, each frame must undergo a FFT to obtain the energy distribution on the frequency
spectrum. We then passed the frequency spectrum through mel filters, before calculating
the logarithmic energy of the output of the filter. Mel filters were the most important
operation in this process, which could eliminate the effect of harmonics and highlight the
formants of the original call data. Finally, the MFCC was obtained by the discrete cosine
transform function (DCT).

2.2. Methods

We divided the vocalization data by individual to ensure that the vocalizations in the
training dataset and test dataset come from different individuals. This approach reflected
real-world considerations; we usually only get the vocalization data of certain individuals
for training, but we hoped that the trained model was also effective for other individuals.
The size of the dataset in this paper is small and very imbalanced, due to many more
vocalizations being available from certain individuals or age and sexes. We attempted to
mitigate this issue through several steps. After considering several approaches for dealing
with small and imbalanced datasets, we opted to use data augmentation and focal loss to
attempt to improve our experimental results (Figure 2). After we processed the vocalization
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data from the pandas, we began to train the neural net. In this process, we only utilized
one neural network, named SENet [28], to recognize different attributes of the pandas. In
previous work, we used two different types of networks with one focused on local features
and the other on contextual [21]. We found that SENet, a network that pays more attention
to local features, was more suitable for our task. We labeled training data with two tags,
one for each attribute, yielding four groups (i.e., sub-adult female, sub-adult male, adult
female, and adult male). After labeling the call data, we input the MFCC in SENet to get
recognition results.
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Figure 2. An illustration of the methods used in this study, from audio acquisition to final attribute
classification. Note that age group classification and sex classification were done separately, and both
were approached as binary classification tasks.

2.2.1. Model Architecture

SENet [28] is a type of convolutional neural network (CNN) [29] that pays attention to
the relationship between channels. SENet utilizes a Squeeze-and-Excitation (SE) module,
which attempts to let the model automatically learn the importance of different channel
features. Squeeze operates on the feature map. This operation uses a global average pool
on each channel of the feature map to get the scalar of each channel. Then excitation
is performed on the results obtained by the squeeze, in order for the CNN to learn the
relationship between each channel, and also infers weights of different channels. Finally,
the process is completed by multiplying the result by the original feature map to get the
final feature. The advantage of this model is that it can pay more attention to the channel
features with the most information while suppressing those unimportant channel features.

2.2.2. Data Augmentation

Considering that our dataset is small and that there is an obvious imbalance between
the volume of vocalization data of four groupings of pandas, we augmented the call data
by adding Gaussian noise and applying SpecAugment [30]. Gaussian noise refers to a type
of noise whose probability density function obeys a Gaussian distribution. SpecAugment
operates on the log-mel spectrum. Specifically, we applied frequency masking by adding a
mask with a value of 0 to the frequency axis of the log-mel spectrum, and time masking by
adding a mask with a value of 0 to the time axis (Figure 3). As needed, we could set the
number of masks, the width of masks, and identify which part of the log-mel spectrum
needs to be masked. Data augmentation reduces the impact of data imbalance by increasing
the amount of data.
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widths are applied on the frequency axis of the log-mel spectrum. (c) shows time masking on log-mel
spectrum, where a mask is applied around the time coordinate of 1000 on the time axis of the log-mel
spectrum.

2.2.3. Focal Loss

The dataset has large imbalances in both age and sex (Figure 2). In addition to using
data augmentation, we utilized focal loss [31] to solve this problem. Focal loss improves
on the cross entropy loss which uses an adjustment item in the cross entropy to focus the
learning on hard examples. Focal loss in the form of multiple categories was performed
following the procedures in [1]. pt is predicted probability. If a sample predicts well, then
the loss generated by this sample is close to 0. The role of αt is to solve the imbalance of
positive and negative samples and the γ is mainly used to solve the imbalance of difficult
and easy samples.

FL(pt) = −αt(1 − pt)
γlog(pt) (1)

2.3. Implementation Detail

The proposed method was implemented on Ubuntu with an NVIDIA GTX 1080. After
processing the original vocalization data, the dimension of all data was (173, 64, 1). When
we extracted MFCC, some parameter settings were important. They are ‘n_mels’, ‘n_fft’
and ‘hop_length’. The ‘n_mels’ means the number of mel filters, which was set to 64.
‘n_fft’ means the length of the FFT window which was 1024. ‘hop_length’ refers to the
overlapping area which was 512. The network’s batch size was 32. The learning rate was
1 × 10−3 and the epoch was 100.

As in [21], we first carried out evaluation experiment without considering the mu-
tual exclusion of individuals in training and testing sets. We refer to the experiment as
Experiment 1. Ten-fold cross validation was conducted in the experiment.
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To evaluate the effectiveness of the methods in more practical scenarios where in-
dividuals in testing are usually not seen in training, we conducted Experiment 2 in this
paper by ensuring that individuals in training and testing sets are mutually exclusive. We
completed three sub experiments with different setups for both sex recognition and age
group recognition, including (A) no augmented training data nor use of cross entropy loss,
(B) augmented training data and use of cross entropy loss, (C) augmented training data
and use of focal loss. Sub-experiment 2A is used as a control with Experiment 1 to study
the impact of controlling the data distribution. Sub-experiments 2B and 2C were conducted
to evaluate techniques for solving the problems of small dataset size and data imbalance,
to determine if they improved the recognizer.

The number of pandas and the amount of call data we could collect was very limited.
We adopted the principle of “lower, not higher” for the training data. That means when
training data and test data were from different individuals, the training data were minimal
and the number of training data samples was fixed. To do this, we first chose four individ-
uals randomly as test data. If the four individuals had less than 100 vocalization clips in
total, we copied clips to increase the vocalization data to 100 samples. When the number of
vocalization clips was more than 100, we randomly subsampled 100 of them. Among the
remaining permutations of 24 individuals, 540 was the lowest number of vocalization clips,
meaning that 540 vocalization clips were the input size for both sex and age group. In this
way, we created ten training and test datasets for each sub-experiment.

The data augmentation in Experiments 2B and 2C were the same, including in the
number methods of data augmentation. This allowed us to see the effectiveness of focal loss
more intuitively. Before training, we augmented male data six times to meet the number
of female data and augmented “juvenile” data twice, and “adults” once. This allowed to
balance the data in the input network to make the data of each category more consistent.

In addition to the above experiments, we also evaluated the impact of the training data
size on the recognition performance. We refer to this experiment as Experiment 3, in which
we fixed the individuals in the test set and set the size of the test set to 100 as above. The
size of the training set was increased from 540 by increments of 30 clips up to a maximum
of 720. Experiment 3 utilized data augmentation and focal loss. Note that the individuals
in training data and test data are mutually exclusive in Experiment 3. Table 1 summarizes
the settings of different experiments in this paper, and Table 2 reports the training time
required for each experiment.

Table 1. The conditions and number of datasets for Experiment 1, Experiment 2, and Experiment 3.

Experiment Training Data Mutually
Exclusive Augmentation Loss

1 540 No No Cross entropy
2A 540 Yes No Cross entropy
2B 540 Yes Yes Cross entropy
2C 540 Yes Yes Focal loss
3 540~720 (30 clips up) Yes Yes Focal loss

Table 2. Training time for each experiment.

Experiment Training Time

1 about 1.5 h
2A about 1.5 h
2B about 2 h
2C about 2 h
3 about 13.5 h
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3. Results and Discussions
3.1. Model Evaluation

Our dataset is very small, which means that it was better to use F1 scores as an
evaluation method. The formula of F1 score follows Equation (2). Precision refers to the
proportion of positive samples in the positive examples determined by the classifier as
in Equation (3), and recall refers to the proportion of the total positive samples that are
predicted to be positive as per Equation (4).

F1 = 2 × precision × recall
precision + recall

(2)

precision =
TP

TP + FP
(3)

recall =
TP

TP + FN
(4)

where TP, FP, and FN in (3) and (4) mean true positive, false positive, and false negative,
respectively. TP means that the predicted label matched the true label (e.g., a clip of an adult
was correctly identified as an adult). FP indicates that the predicted label was positive for
an attribute characterization, while the true label was negative (e.g., if the male recognizer
model classified a clip as containing a male panda, but the clip did not contain a male
panda vocalization). Finally, FN means that the recognizer failed to identify the attribute of
interest in a clip (e.g., the model classified a clip as not containing a juvenile panda when it
in fact did).

In this paper, we compute the average and standard deviation of each of the metrics
(i.e., precision, recall, and F1 scores) in cross-validation evaluation experiments. For a
method, higher average metric values indicate that it has better accuracy, while smaller
standard deviations mean that it has better stability (or better generalization ability).

3.2. Age Group Recognition Results

For the age group recognition, we wanted to know whether or not the vocalizing
panda is an adult based on their vocalization characteristics. In Experiment 1, we let
individuals appear in training data and test data at the same time, which means that
individuals in the training data and test data were not mutually exclusive. We trained the
model 10 times, each time setting the size of training data and test data to 540 clips and 100
clips, respectively. The average F1 score (±standard deviation) was 98.28% (±1.27%). We
did not perform any data augmentation nor use focal loss when training, but it was a very
impressive result.

In other sub-experiments, we re-organized the data so that the individuals in the
training and test data were mutually exclusive. Sub-experiments 2A and 2B yielded F1
scores of 83.23% (±13.21%) and 88.86% (±7.14%), showing an improvement resulting from
the use of data augmentation and cross entropy loss. In Experiment 2C, where cross entropy
loss was replaced by focal loss, the F1 score was 96.46% (±5.71%) (Table 3).

Table 3. Performance of Experiment 1 and Experiment 2A-C of age groups recognition.

Mutually
Exclusive Augmentation Loss Precision Recall F1 Score

No No Cross entropy 99.35% ± 0.56% 97.23% ± 2.34% 98.28% ± 1.27%
Yes No Cross entropy 82.96% ± 10.43% 83.50% ± 15.03% 83.23% ± 13.21%
Yes Yes Cross entropy 92.58% ± 6.66% 85.43% ± 11.80% 88.86% ± 7.14%
Yes Yes Focal loss 97.43% ± 4.65% 95.51% ± 7.98% 96.46% ± 5.71%

The F1 score declined when vocalizations from individuals were divided between
training and test sets no matter what technique was applied, but Experiments 2B and 2C
showed that data augmentation and focal loss did help mitigate the challenges of data
imbalance.
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Experiment 3 showed the value of increasing the amount of training data. Our dataset
is very small, so in previous experiments, we kept the size of the training data to the
minimum 540 clips. Experiment 3 mainly showed that our model can further improve
the F1 score when the amount of training data increases (Figure 4). Table 4 gives the
quantitative results. Obviously, using more training data is beneficial to improving the
performance of the recognition model. Specifically, as the size of training data increases, the
average accuracy in terms of F1 scores is in general enhanced. Although in our experiments
the F1 improvement becomes marginal as the number of training data reaches 630 or more,
the standard deviation keeps being reduced. Collectively, the experiments showed that our
model and methods can be further improved when the training data become larger.
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Table 4. Performance of the proposed method for age groups recognition as the size of training data
increases.

Training Data F1 Score

540 96.46% ± 5.71%
570 97.50% ± 4.20%
600 98.73% ± 2.77%
630 99.75% ± 2.05%
660 99.13% ± 1.56%
690 99.91% ± 1.25%
720 99.98% ± 0.77%

3.3. Sex Recognition Results

For the sex recognition, we controlled for individual mutual exclusion in the training
and test data in the same way. In this task, we simply wanted to know whether the panda
is female or male by vocalization. The organization of the experiments was exactly the
same as above for age group recognition. Experiment 1 had an average F1 score of 94.44%
(±1.56%). For Experiments 2A and 2B, the F1 scores were 80.42% (±15.64%) and 81.77%
(±10.96%), respectively, again depending on whether data augmentation and cross extropy
loss were utilized. The F1 score of Experiment 2C was 85.85% (±7.99%), showing an
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increase in F1 score when focal loss replaced cross entropy loss. Table 5 shows the exact
value.

Table 5. Performance of the Experiment 1 and Experiment 2A–C of sex recognition.

Mutually
Exclusive Augmentation Loss Precision Recall F1 Score

No No Cross entropy 96.75% ± 0.94% 92.24% ± 3.12% 94.44% ± 1.56%
Yes No Cross entropy 84.19% ± 12.84% 76.98% ± 19.42% 80.42% ± 15.64%
Yes Yes Cross entropy 86.63% ± 7.14% 77.43% ± 12.38% 81.77% ± 10.96%
Yes Yes Focal loss 91.93% ± 5.97% 80.52% ± 9.28% 85.85% ± 7.99%

The best method to solve this problem is collecting more data. Our findings can also
help to apply this work in the real world. While the forest is a more complex acoustic
environment, we hope to have more data for training, so that the model can ultimately
make stronger generalizations. More data will include more individuals and more balanced
samples.

Experiment 2C mainly showed that our model can further improve the F1 score when
the amount of training data increases (Figure 5). According to the quantitative results in
Table 6, a similar observation can be made. As the number of training data increases, the
improvement on average F1 score gradually becomes slight and even oscillates, whereas
the standard deviation remains reduced.
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Table 6. Performance of the proposed method for sex recognition as the size of training data increases.

Training Data F1 Score

540 85.85% ± 7.99%
570 86.58% ± 7.23%
600 88.57% ± 6.79%
630 88.89% ± 6.44%
660 90.91% ± 5.58%
690 92.65% ± 5.34%
720 91.85% ± 4.98%
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3.4. Discussions

We found that it is feasible to recognize attributes of pandas by the acoustic features
of their vocalizations when they were transformed to MFCC. The distribution of attribute
information contained in the vocalizations of different panda individuals was different. For
both recognition tasks, using data augmentation and focal loss improved the F1 score and
reduced the standard deviation.

It is worth noting that the standard deviation of sex recognition success was high, and
the improvement of F1 score for sex was not as obvious as that for age groups, even after
utilizing data augmentation and focal loss. We think that the distributions of females and
males were very close, leading to the challenge of using limited audio recordings to assess
the sex of a panda. Now, the data set we have can only cover very limited distributions,
which led to very large standard deviations. The imbalance of female and male data was
much larger than that of age group and just using focal loss could not completely solve the
data imbalance.

4. Conclusions

As the first to study the potential of automatically recognizing giant panda attributes
from their vocalizations, we collected a dataset of giant panda vocalizations including
female and male, juvenile and adults. As a first, we were able to automatically predict panda
age groups and sex via their vocalizations using the same neural network, SENet. Our
results showed that even for a small and imbalanced dataset, the challenges of giant panda
attribute recognition can be partly overcome. For each recognition task, we conducted
the same three experiments. Specifically, our three experiments for both age and sex
recognition showed that data augmentation and focal loss improved F1 scores for the
recognizer. Experiment 3 showed that our model can be improved more when the amount
of training data increased.

Yet, this study still has limitations. The collected data will inevitably have noise.
Our study was predicated on the assumption that a call clip only had one panda. In
this paper, we directly eliminated these noises, which reduced the size of our dataset.
Besides, the data augmentation methods that we used in this paper do not consider the
consistency of samples before and after data augmentation at all. This may impact our
results. Nevertheless, as the first attempt to automatically recognize giant panda attributes
from their vocalizations, this study demonstrates the potential of using vocalization data to
investigate the age group and sex of giant pandas, which can significantly improve the giant
panda population survey in terms of manpower, timeliness, and funding. It is possible to
introduce deep learning into the conservation of wild giant pandas. Conducting research
on giant panda populations based on vocalization analysis has high theoretical significance
and practical application prospects for giant panda conservation, wildlife conservation in
general, and research on computer-related technologies.

Currently, we are continuing to collect more data. For future work, we plan to reduce
the impact of noise in the collected data via data preprocessing and learning techniques
rather than via data selection. Furthermore, studying how to separate the calls of multiple
pandas from a clip will also be an important and a necessary direction. We are also going
to design a new data augmentation method to make the semantic information before and
after data augmentation as similar as possible.

5. Patents

Chinese invention patent: A method and system of giant panda attributes recognition
based on vocalizations [2022107915858] has been granted.

Author Contributions: Conceptualization, Q.Z., Y.Z. and P.C.; methodology, Q.Z. and Y.Z.; software,
Q.Z. and Y.Z.; validation, Y.Z.; formal analysis, R.H., M.H. and Z.Z.; investigation, P.L. and P.X.;
resources, P.L.; data curation, Y.Z. and P.C.; writing—original draft preparation, Y.Z.; writing—
review and editing, Q.Z. and P.C.; supervision, Q.Z. and P.C.; project administration, Q.Z. and P.C.;



Sensors 2022, 22, 8015 12 of 13

funding acquisition, Q.Z. and P.C. All authors have read and agreed to the published version of the
manuscript.

Funding: This work was supported by Natural Science Foundation of Sichuan Province (2022NS-
FSC0020), National Natural Science Foundation of China (62176170), Chengdu Science and Technol-
ogy Program (2022-YF09-00019-SN), and the Chengdu Research Base of Giant Panda Breeding [No.
2021CPB-C01; No. 2021CPB-B06; No. 2020CPB-C09].

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: All data generated or presented in this study are available upon request
from the corresponding author. Furthermore, the models and code used during the study cannot be
shared at this time as the data also form part of an ongoing study.

Acknowledgments: The authors would like to express their sincere thanks to the anonymous review-
ers for their invaluable comments, which contributed toward an effective presentation of this article.
We thank James Ayala Gonzalez for his advice in our English writing.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Chen, P.; Swarup, P.; Matkowski, W.M.; Kong, A.; Han, S.; Zhang, Z.; Hou, R. A study on giant panda recognition based on

images of a large proportion of captive pandas. Ecol. Evol. 2020, 10, 3561–3573. [CrossRef] [PubMed]
2. McNeely, J.A.; Miller, K.R.; Reid, W.V.; Mittermeier, R.A.; Werner, T.B. Conserving the World’s Biological Diversity; International

Union for Conservation of Nature and Natural Resources: Gland, Switzerland, 1990; pp. 1–192.
3. Miller, C.R.; Joyce, P.; Waits, L.P. A new method for estimating the size of small populations from genetic mark-recapture data.

Mol. Ecol. 2005, 14, 1991–2005. [CrossRef] [PubMed]
4. Zhan, X.; Li, M.; Zhang, Z.; Goossens, B.; Chen, Y.; Wang, H.; Wei, F. Molecular censusing doubles giant panda population

estimate in a key nature reserve. Curr. Biol. 2006, 16, R451–R452. [CrossRef] [PubMed]
5. Liu, D.; Zhang, G.; Wei, R.; Zhang, H.; Fang, J.; Sun, R. Effects of sex and age on the behavior of captive giant pandas (Ailuropoda

melanoleuca). Dong Wu Xue Bao [Acta Zool. Sin.] 2002, 48, 585–590.
6. Han, C.L.; Cao, Y.B.; Tang, C.X.; Zhang, G.Q.; Li, D.S. Application of Quantitative Method I and the Relation between Giant

Panda’s (Ailuropoda melanoleuca) outdoor Activities and the Sex, Age, and Surroundings. J. Biomath. 2001, 16, 462–467.
7. Hu, J.C. A study on the age and population composition of the giant panda by judging droppings in the wild. Acta Theriol. Sin.

1987, 7, 81–84.
8. Moorhouse, T.P.; MacDonald, D.W. Indirect negative impacts of radio-collaring: Sex ratio variation in water voles. J. Appl. Ecol.

2005, 42, 91–98. [CrossRef]
9. Zhan, X.J.; Tao, Y.; Li, M.; Zhang, Z.J.; Goossens, B.; Chen, Y.P.; Wang, H.J.; Bruford, M.; Wei, F.W. Accurate population size

estimates are vital parameters for conserving the giant panda. Ursus 2009, 20, 56–62. [CrossRef]
10. Swarup, P.; Chen, P.; Hou, R.; Que, P.; Kong, A. Giant panda behaviour recognition using images. Glob. Ecol. Conserv. 2021, 26,

e01510. [CrossRef]
11. Zhan, X.J.; Zhang, Z.J.; Wu, H.; Goossens, B.; Li, M.; Jiang, S.W.; Bruford, M.W.; Wei, F.W. Molecular analysis of dispersal in giant

pandas. Mol. Ecol. 2007, 16, 3792–3800. [CrossRef]
12. Marco, L.; Luc, A.; Louise, B.; Lou, S.; Jean-Julien, A. Angus: Real-time manipulation of vocal roughness for emotional speech

transformations. arXiv 2020, arXiv:2008.11241.
13. Charlton, B.D.; Zhang, Z.; Snyder, R.J. The information content of giant panda, ailuropoda melanoleuca, bleats: Acoustic cues to

sex, age and size. Anim. Behav. 2009, 78, 893–898. [CrossRef]
14. Oikarinen, T.; Srinivasan, K.; Meisner, O.; Hyman, J.B.; Parmar, S.; Fanucci-Kiss, A.; Desimone, R.; Landman, R.; Feng, G. Erratum:

Deep convolutional network for animal sound classification and source attribution using dual audio recordings [J. Acoust. Soc.
Am. 145, 654 (2019)]. J. Acoust. Soc. Am. 2019, 145, 2209. [CrossRef]

15. Schroter, H.; Noth, E.; Maier, A.; Cheng, R.; Bergler, C. Segmentation, Classification, and Visualization of Orca Calls Using Deep
Learning. In Proceedings of the ICASSP 2019—2019 IEEE International Conference on Acoustics, Speech and Signal Processing,
Brighton, UK, 12–17 May 2019; pp. 8231–8235. [CrossRef]

16. Alexandru, S.; Dan, S. Efficient Bird Sound Detection on the Bela Embedded System. In Proceedings of the ICASSP 2020—2020
IEEE International Conference on Acoustics, Speech and Signal Processing, Barcelona, Spain, 4–8 May 2020; Volume 2, pp.
746–750. [CrossRef]

17. Nolasco, I.; Terenzi, A.; Cecchi, S.; Orcioni, S.; Bear, H.L.; Benetos, E. Audio-based identification of beehive states. In Proceedings
of the ICASSP 2019—2019 IEEE International Conference on Acoustics, Speech and Signal Processing, Brighton, UK, 12–17 May
2019; pp. 8256–8260. [CrossRef]

http://doi.org/10.1002/ece3.6152
http://www.ncbi.nlm.nih.gov/pubmed/32274009
http://doi.org/10.1111/j.1365-294X.2005.02577.x
http://www.ncbi.nlm.nih.gov/pubmed/15910321
http://doi.org/10.1016/j.cub.2006.05.042
http://www.ncbi.nlm.nih.gov/pubmed/16781997
http://doi.org/10.1111/j.1365-2664.2005.00998.x
http://doi.org/10.2192/08PER010.1
http://doi.org/10.1016/j.gecco.2021.e01510
http://doi.org/10.1111/j.1365-294X.2007.03450.x
http://doi.org/10.1016/j.anbehav.2009.06.029
http://doi.org/10.1121/1.5097583
http://doi.org/10.1109/ICASSP.2019.8683785
http://doi.org/10.1109/ICASSP40776.2020.9053533
http://doi.org/10.48550/arXiv.1811.06330


Sensors 2022, 22, 8015 13 of 13

18. Kiskin, I.; Cobb, A.D.; Wang, L.; Roberts, S. Humbug zooniverse: A crowd-sourced acoustic mosquito dataset. In Proceedings of
the ICASSP 2020—2020 IEEE International Conference on Acoustics, Speech and Signal Processing, Barcelona, Spain, 4–8 May
2020; pp. 916–920. [CrossRef]

19. Analysis and Research of Giant Panda Individual Identification System Based on Voiceprint. Master’s Thesis, University of
Electronic Science and Technology of China, Chengdu, China, 2019.

20. Yan, W.R.; Tang, M.L.; Zhao, Q.J.; Chen, P.; Qi, D.W.; Hou, R.; Zhang, Z.H. Automatically predicting giant panda mating success
based on acoustic features. Glob. Ecol. Conserv. 2020, 24, e01301. [CrossRef]

21. Zhang, Y.Q.; Hou, R.; Guo, L.Y.; Liu, P.; Zhao, Q.J.; Chen, P. Automatically Distinguishing Adult from Young Giant Pandas Based
on Their Call. In Proceedings of the Chinese Conference on Biometric Recognition, Online, 10–12 September 2021; pp. 92–101.
[CrossRef]

22. Nagamanoj, K.; Arti, A. A Scalable Hybrid Classifier for Music Genre Classification using Machine Learning Concepts and Spark.
In Proceedings of the 2018 International Conference on Intelligent Autonomous Systems (ICoIAS), Singapore, 1–3 March 2018; pp.
128–135. [CrossRef]

23. Józef, B.; Janusz, M. LIDFT method with classic data windows and zero padding in multifrequency signal analysis. Measurement
2010, 43, 1595–1602. [CrossRef]

24. Seyedamiryousef, H.; Mahdieh, G.; Sajad, H. A Wavelet Transform Based Scheme to Extract Speech Pitch and Formant Frequencies.
arXiv 2022, arXiv:2209.00733.

25. Darch, J.; Milner, B.; Shao, X.; Vaseghi, S.; Yan, Q. Predicting formant frequencies from mfcc vectors. In Proceedings of the ICASSP
2005—2005 IEEE International Conference on Acoustics, Speech and Signal Processing, Philadelphia, PA, USA, 23 March 2005; p.
I-941. [CrossRef]

26. Peters, G. A comparative survey of vocalization in the giant panda. Ailuropoda Melanoleuca 1985, 36, 197–208.
27. Zhao, C.; Wang, P. The sound spectrum analysis of calls in the baby giant panda. Discov. Nat. 1988, 2, 99–102.
28. Jie, H.; Li, S.; Samuel, A.; Gang, S.; Enhua, W. Squeeze-and-excitation networks. IEEE Trans. Pattern Anal. Mach. Intell. 2017, 42,

99. [CrossRef]
29. Technicolor, T.; Related, S.; Technicolor, T.; Related, S. ImageNet Classification with Deep Convolutional Neural Networks. Adv.

Neural Inf. Process. Syst. 2012, 25, 1097–1105.
30. Park, D.S.; Chan, W.; Zhang, Y.; Chiu, C.C.; Zoph, B.; Cubuk, E.D. SpecAugment: A Simple Data Augmentation Method for

Automatic Speech Recognition. arXiv 2019, arXiv:1904.08779.
31. Lin, T.; Goyal, P.; Girshick, R.; He, K.; Dollár, P. Focal loss for dense object detection. IEEE Trans. Pattern Anal. Mach. Intell. 2017,

42, 318–327. [CrossRef] [PubMed]

http://doi.org/10.1109/ICASSP40776.2020.9053141
http://doi.org/10.1016/j.gecco.2020.e01301
http://doi.org/10.1007/978-3-030-86608-2_11
http://doi.org/10.1109/ICoIAS.2018.8494161
http://doi.org/10.1016/j.measurement.2010.09.001
http://doi.org/10.1109/ICASSP.2005.1415270
http://doi.org/10.1109/TPAMI.2019.2913372
http://doi.org/10.1109/TPAMI.2018.2858826
http://www.ncbi.nlm.nih.gov/pubmed/30040631

	Introduction 
	Acoustic Recognition of Animals 
	Content of This Study 

	Materials and Methods 
	Materials 
	Dataset 
	Data Preprocessing 
	MFCC 

	Methods 
	Model Architecture 
	Data Augmentation 
	Focal Loss 

	Implementation Detail 

	Results and Discussions 
	Model Evaluation 
	Age Group Recognition Results 
	Sex Recognition Results 
	Discussions 

	Conclusions 
	Patents 
	References

