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Abstract: The use of electroencephalography (EEG) has recently grown as a means to diagnose
neurodegenerative pathologies such as Alzheimer’s disease (AD). AD recognition can benefit from
machine learning methods that, compared with traditional manual diagnosis methods, have higher
reliability and improved recognition accuracy, being able to manage large amounts of data. Neverthe-
less, machine learning methods may exhibit lower accuracies when faced with incomplete, corrupted,
or otherwise missing data, so it is important do develop robust pre-processing techniques do deal
with incomplete data. The aim of this paper is to develop an automatic classification method that
can still work well with EEG data affected by artifacts, as can arise during the collection with, e.g., a
wireless system that can lose packets. We show that a recurrent neural network (RNN) can operate
successfully even in the case of significantly corrupted data, when it is pre-filtered by the robust
principal component analysis (RPCA) algorithm. RPCA was selected because of its stated ability to
remove outliers from the signal. To demonstrate this idea, we first develop an RNN which operates
on EEG data, properly processed through traditional PCA; then, we use corrupted data as input
and process them with RPCA to filter outlier components, showing that even with data corruption
causing up to 20% erasures, the RPCA was able to increase the detection accuracy by about 5% with
respect to the baseline PCA.

Keywords: recurrent neural network (RNN); deep neural network (DNN); electroencephalography
(EEG); Alzheimer’s disease (AD); principal component analysis (PCA); robust PCA (RPCA)

1. Introduction

Alzheimer’s disease (AD) is a neurodegenerative disease resulting in cognitive impair-
ments, functional deficits and loss of memory. It is one of the most widespread forms of
dementia and has severe effects on all aspects of a patient’s life. Currently no treatments
are known for AD and the average survival time is about 4.5 years [1]. The number of
subjects affected by AD has been sensibly increasing over the past years and it is expected
to reach 15 million by 2050 [2].

AD can be diagnosed at its final stage or in a preclinical, mild stage called mild
cognitive impairment (MCI), showing only isolated cognitive deficits that may later result
in AD [3–5]. Diagnosing AD, especially at early stages, is difficult because symptoms are
compatible with normal consequences of ageing or with other pathologies, and because an
exact diagnosis requires histological analysis of the brain or other complex exams such as
structural magnetic resonance imaging [6].

The use of electroencephalography (EEG) has recently grown as a means to diagnose
neurodegenerative pathologies such as AD [7–13]. EEG is a non-invasive test that records
the electrical activity of the brain measured at different sites on patient’s scalp, resulting
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in indirect information about the physiological conditions of the brain. The resulting
waveforms can be divided in different frequency bands, which in turn can be ascribed to
different cerebral activities.

Several studies have shown that variations in frequency patterns of EEG signals can be
related to a variety of neurodegenerative diseases, including AD and MCI [14–19]. However,
analyzing EEG data can be a difficult task, because these exams typically generate large
amounts of data, which must be precisely scanned for the specific pattern one is looking
for. If done manually, this must be performed by trained medical professionals.

That is why a considerable amount of research exists in the application of machine
learning techniques to automatically detect interesting patterns in EEG signals, in order to
diagnose a specific disease. This can be treated as a pattern recognition problem and can
take advantage of the continuous improvements of deep learning techniques. Existing algo-
rithms can be categorized in two main groups: (i) statistical machine learning techniques,
(ii) deep learning-based techniques.

In the first category various machine learning methods, such as k-nearest neighbors
(k-NN) and support-vector machines (SVM), have been adopted [11,13,20–22]. The second
category, i.e., deep learning-based techniques, includes deep neural networks (DNNs) and
in particular recurrent neural networks (RNNs) [23–30]. The latter are especially suited for
time-based data series, such as EEG.

Regarding the deep learning-based techniques, in [13] authors propose two EEG fea-
tures, namely, epoch-based entropy (a measure of signal complexity) and bump modeling
(a measure of synchrony) and demonstrate that these features are sufficient for efficient
discrimination between subjective cognitive impairment (SCI) patients, MCI patients, pos-
sible AD patients, and patients with other pathologies, obtaining a classification accuracy
of 81.8% to 88.8%. In [20], a novel analytical framework combining fuzzy learning and
complex network approaches has been proposed for the identification of AD with mul-
tichannel scalp-recorded EEG signals, obtaining a highest accuracy of 97.12%. In [23,24]
authors propose a strategy to use RNN that can handle missing data, which is common
in healthcare data. Missing data are considered as arising due to various reasons, such
as the nature of data collection procedures, subjects’ dropping out of studies, or mistakes
in data collection, so that entire examination results are missing, but these papers do not
specifically handle the case of missing data segments within a signal trace as can happen if
the measurement device has a wireless link. In [23], a multiclass area under the operating
curve (mAUC) of 0.86 and a balanced class accuracy (BCA) of 0.79 was obtained, while
in [24] a prediction performance of clinical diagnosis drop from a BCA of 0.935 in year 1 to
a BCA of 0.810 in year 6 was achieved.

Special attention was also devoted to the extraction of features from the EEG signal, as
shown in [31,32], where the authors propose a framework for the accurate identification of
different motor-imagery (MI) tasks in brain-computer interface (BCI), exploring different
feature extraction methods and obtaining good results with the application of the multiscale
principal component analysis (MSPCA) method. The same aim, that is, increasing the
classification outcome of different MI signals by selection of efficient features, was pursued
in [33], applying the EEG preprocessing to several neural networks while a custom CNN
was implemented in [34].

In the context of feature extraction, robust principal component analysis (RPCA) [35]
is a method widely applied when the data observations are subject to sensible degradation.
Thus, this method can be useful for the treatment of the EEG signal that can be affected
by artifacts that can arise during the collection with, e.g., a wireless system that can
lose packets.

The aim of this paper is primarily to validate the effectiveness of RPCA applied to
corrupted EEG signals, in order to clear the signals and then extract features through PCA.
Once the features are extracted, a custom RNN is implemented in order to classify patients
as healthy or suffering from AD, training the network with a dataset obtained from EEG
recordings of 35 hospitalized subjects belonging to both categories. In doing that we operate
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at three different levels of data elaboration, showing that performance of the network is
progressively increased:

• Untransformed EEG data (time series);
• Features extracted from EEG data through principal component analysis (PCA);
• Corrupted signals, after filtering them with different algorithms, namely, robust PCA

(RPCA) and multiscale PCA (MSPCA).

Specifically, the latter test showed that applying RPCA in a suitable way, compatible
with the data representation, leads to better results in the case of corrupted input data with
respect to other filtering algorithms, or no filtering at all.

The rest of the paper is organized as follows. In Section 2 we summarize the basic
principles of RNNs. Section 3 describes the dataset adopted in the experiments. Section 4
describes the data processing applied to improve the RNN performance, including PCA
and RPCA transformations. Section 5 reports the details of the proposed RNN architecture
and its main features, together with a description of the hardware and software that was
used. Experimental results are presented in Section 6 and discussed in Section 7. Finally,
some conclusions are drawn in Section 8.

2. Brief of RNNs

In this work, we make use of RNNs with a structure similar to that employed in our
previous work [36]; in this section, we thus only report a summary of their architecture and
operational principles for easier reference.

While standard neural networks are characterized by a complete interconnection
between adjacent layers, recurrent neural networks can map target vectors from the full
history, as represented by the previous map. The structure of an RNN network is shown in
Figure 1.

RNN
h1

RNN
h2

RNN
ht

x1

o1

V2

W1 W2 Wt

x2 xt

VtV1

o2 ot

...

Figure 1. Structure of an RNN. Reproduced under CC-BY from [36].

In this architecture, each node maintains a current hidden state ht and produces an
output ot by using the current input xt and the previous hidden state ht−1 as follows:

ht = f (Whht−1 + Vhxt + bh) (1)

ot = f (Woht + bo) (2)

where W and V are the weights of the hidden layers in recurrent connections, b is the bias
for hidden and output states and f is an activation function.

An RNN is very effective in modeling the dynamics of a continuous data sequence, but
it may suffer from the problem of gradient disappearance and explosion [37] if modeling
long sequences. In order to solve this problem, Hochreiter et al. [38] proposed a variant of
RNN, based on the long short-term memory (LSTM) cell unit, which combines learning
with model training, with no additional domain knowledge. The structure of the LSTM
unit is shown in Figure 2.

https://creativecommons.org/licenses/by/4.0/
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Figure 2. LSTM cell unit. Reproduced under CC-BY from [36].

The long-term state, short-term state and the output of each layer at each time step are
described by the following equations:

ft = σ(WT
x f

xt + WT
h f

ht−1 + b f ) (3)

it = σ(WT
xi

xt + WT
hi

ht−1 + bi) (4)

c̃t = tanh(WT
xc xt + WT

hc
ht−1 + bc) (5)

gt = σ(WT
xg xt + WT

hg
ht−1 + bg) (6)

ct = ft ⊗ ct−1 + it ⊗ c̃t (7)

ot = ht = gt ⊗ tanh(ct) (8)

where Wx f , Wxi , Wxc , Wxg are the weight matrices associated to the matching connected
input vector, Wh f

, Whi
, Whc , Whg are the weight matrices for the short-term state from

the previous time step, and b f , bi, bc, bg are bias terms. The symbol ⊗ means point-wise
multiplication.

3. Dataset

We used a dataset obtained from EEG recordings of 35 hospitalized subjects, 20 of
which suffered from Alzheimer’s disease, and are denoted in the following as “AD”, while
15 were healthy, indicated with “N” (Normal). The data were obtained from the subjects
as part of ordinary medical diagnostic procedures performed in a hospital environment;
all the data were collected according to the Declaration of Helsinki, had been properly
anonymised, and informed consent was obtained at the time of original data collection.

EEG data are obtained with electrodes placed in several points along the subject’s
scalp, each recording a signal from a specific brain region. The specific equipment used
to acquire the dataset is a Galileo BE Plus PRO Portable, Light version, providing 37 total
inputs, of which 22 unipolar and 8 bipolar AC/DC inputs. The electrodes were applied in
the standard 10–20 system (referring to distances between adjacent electrodes, expressed in
percentage of the total available space on the skull).

Table 1 shows a summary of the consistency of the dataset, expressed in terms of the
total duration of the recordings for the two classes of subjects. To perform our experiments,
in the following the dataset will be split in 30 subjects for training and 5 for testing (see
Section 6 for details).

Table 1. Dataset details.

Class Subjects Duration (s)

N 15 17,932
AD 20 28,586

Total 35 46,518

https://creativecommons.org/licenses/by/4.0/
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The demographic distribution of the involved subjects was chosen so to be as similar
as possible in the two groups. The AD patients‘ mean age is 74.16 years (SD 4.64), their
mean education is 7.55 years (SD 3.50) and the mean illness duration is 2.4 years (SD 0.64;
range 1–3 years). The healthy subjects’ mean age is 73.61 years (SD 5.81) and their mean
education is 8.07 years (SD 3.92). The demographic variable do not differ in the two groups:
age (t = 0.29, p = 0.77), education (t = 0.38, p = 0.70), sex (χ2 = 0.40, d. f . = 2, p = 0.48).

The dataset is composed of files in EDF format (European data format), a standard file
format typically used for exchange and storage of medical data. Each recording includes a
slightly different set of signals, all sampled at 128 Hz. All the signals for a specific subject
have been acquired synchronously, so that all traces have the same duration, but of course
the duration is different for different subjects. Data traces are organized in rows, with the
number of different signals spanning the first dimension (rows, indeed) and time samples
spanning the second dimension (columns).

4. Data Processing

A schematic diagram of the classification algorithm is shown in Figure 3. As previ-
ously mentioned, the first test has been performed with the original data, while in the
second test the data have been corrupted and an additional filtering step has been applied
using RPCA.

The individual steps of the algorithm are explained in detail in the following sections.

Pre-processing Windowing Data 
augmentation

Data corruption

Filtering
RPCA

PCA
Feature extraction

RNN training RNN test

EEG data

last test
only

N

AD

Figure 3. Flow chart of the proposed algorithm for Alzheimer’s disease Recognition.

4.1. Data Pre-Processing

Before using the dataset as input for the following steps, some preliminary pre-
processing was required. First of all, the set of signals included in every subject is slightly
different, varying from 21 to 23 signals from the following list: Fp1, Fp2, Fpz, EKG, F7, F3,
Fz, F4, F8, C3, Cz, C4, T3, T4, T5, T6, P3, Pz, P4, O1, O2, I, II, MK. Moreover, they are in
different order for every subject.

For that reason, in order to have a coherent set of input data, we isolated the subset
of common signals for all the subjects, resulting in a set of 16 signals, namely: Fp1, Fp2,
F7, F3, F4, F8, T3, C3, C4, T4, T5, P3, P4, T6, O1, O2, and extracted and reordered them. In
the process, data have been saved in “npy” format (Python NumPy numerical format) to
be more conveniently processed in the following steps. Moreover, the matrices have been
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transposed, so as to have the time variable on the first dimension, as required by the RNN
toolkit used.

It follows from the previous steps that every subject’s data result in a matrix of
dimension n× 16, where n is the number of time points. It can be seen that a maximum of
7 tracks have been discarded from every subject. The resulting matrices have no associated
information about the meaning of the specific tracks anymore, but they are used as 16-
dimensional temporal series associated to every subject.

A further cleaning of the data has been performed for the presence, in some of the
recordings, of artificial signals (square waves) at the beginning and at the end of actual
EEG data. Those artificial signals are used to test or synchronize the equipment before
starting acquiring real data from the electrodes. Leading and trailing intervals have been
removed when needed to discard such spurious data. The duration of those intervals is
indeed negligible with respect to the total duration.

Finally, since different signals exhibit significative differences in magnitude, statistical
standardization has been applied to all the signals (columns), that is, data were scaled so
that the resulting mean and standard deviation were 0 and 1, according to the formula

y[n] =
x[n]− µ

σ
(9)

with µ and σ being the original mean and standard deviation, respectively. This was
experimentally proven to largely improve the final classification accuracy, especially when
using PCA, which selects principal components based on the variance of the input data.

4.2. Data Windowing

In order to be processed by the RNN, input data are split along the time axis in
windows of fixed size, possibly overlapping by a given amount. The window length and
overlapping are important hyper-parameters in neural networks, as well as in many other
machine learning algorithms [39,40]. Being w the number of samples in a window and
o the number of overlapping samples between adjacent windows, the nth data window
corresponds to samples in the range

[n(w− o), n(w− o) + w− 1] (10)

with n >= 0.
The resulting input matrix for the RNN has therefore dimension N ×w× 16, where N

is the number of resulting data windows and w is the window length.
To find the best combination for our particular network, we did a series of tests with

various values of the two parameters (Section 6).

4.3. Data Augmentation

Since the number of inputs belonging to the two different classes are not equally
represented, the network might end up being biased towards a specific class. A simple
technique to address this problem is oversampling [41], a form of data augmentation where
the data from classes with less occurrences are duplicated as needed, so that the data used
for training are more uniformly distributed among the different classes.

Jittering with gaussian noise has been applied to the duplicated data, so not to have
identical data in the training set.

Oversampling has been applied before each training phase to the subset of subjects
used for training, leaving the test subjects unaltered. Table 2 shows an example of data
distribution before and after data augmentation, for windows of 512 samples with 25%
overlap, considering the subset of 30 training subjects.
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Table 2. Number of data windows before and after oversampling (example for windows of
512 samples with 25% overlap).

Class Original Oversampled

N 5424 8099
AD 8099 8099

Total 13,523 16,198

4.4. Principal Component Analysis

A first set of tests has been performed using the original uncorrupted data, both in
the time domain (no feature extraction, letting the RNN itself adapt to the raw input data)
and applying PCA to the input data matrix. PCA is commonly used in a vast range of
applications in order to reduce data dimensionality while simultaneously improving the
signal-to-noise ratio of the resulting data. Consequently, dimensionality reduction not only
simplifies the computation, but also generally improves the final accuracy, isolating the
most relevant features of the signal.

PCA-based data reduction of a matrix can be performed by first factorizing the original
matrix through singular value decomposition (SVD). Given a generic matrix X of size m× n
and assuming m > n, SVD can factorize it as:

X = USVT (11)

where S (n× n) is a diagonal matrix containing the singular values, and U, V have dimen-
sion m× n, n× n, respectively, and contain the singular vectors.

Dimensionality reduction can then be achieved by truncating S to the first p singular
values (p < n), provided they are sorted in descending order, and consequently truncating
V to the first p columns (let the new matrix be called Vp). This decomposition ensures the
preservation of the largest part of the variance of the original matrix for a given rank p.

A new matrix can then be substituted to X:

X∗ = XVp (m× p) (12)

which contains the principal components of X and has lower rank.
The choice of the p parameter must take into account the relative magnitude of singular

values and can be chosen according to different criteria (see below for a possible choice).
A problem arising in the case of neural networks is that the input data matrix, once

the original data are split into windows, is actually a 3-dimensional tensor, with size (in
this particular case) N × w× 16, where N is the number of data windows and w is the
window length, 16 being the number of selected EEG signals. As a concrete example, for the
case with data windows of size 512 and 25% overlapping, using data from the 30 training
subjects, the input tensor has size 16, 198× 512× 16.

Calling A the original input tensor, a strategy must therefore be devised to reshape A
into a 2-dimensional matrix, in order to apply SVD and PCA.

A first strategy might consist in converting the original data to size N × (16w), that is
flattening every data window to a single one-dimensional vector:

A ∈ RN×w×16 → A′ ∈ RN×(16w) (13)

However, experiments showed this to not be the best strategy, since the number of
input features (N) is comparable to the dimension of the features themselves, leading to a
poor statistical representation. In the previous example, indeed, the size of A′ would be
16,198 × 8192.

A strategy that proved to perform better is instead the following: first we define a new
input matrix A′ having size N× 16×w (obtained by transposing data windows); then, it is
converted to size (16N)× w (flattening the first two dimensions):
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A ∈ RN×w×16 → A′ ∈ RN×16×w → A′′ ∈ R(16N)×w (14)

This results in a matrix A′′ with the first dimension much greater than the second one,
as desired, and as assumed in (11). In the previous example, A′′ has size 259,168 × 512. At
this point we can apply SVD and PCA reduction as previously defined to A′′ and compute
Vp of size w× p. We can then compute the principal components of A′′ by multiplying it
by Vp, defining:

A′′′ = A′′Vp ((16N)× p) (15)

This new matrix can then be reverted to a 3-dimensional tensor (N × 16× p) and
finally, in order to have the 16 signal tracks correctly appearing on the last dimension, we
can transpose the second and third dimensions again, to obtain the final tensor suitable to
be used as an input the RNN application:

A′′′ ∈ R(16N)×p → A∗ ∈ RN×p×16 (16)

The previous steps of reducing the input data to a 2-dimensional matrix for application
of the PCA and converting it back to a 3-dimensional tensor are shown schematically in
Figure 4.

N

w (time)
16

N

16
w

16N

w

1 2

3

16N

p

N

p
16

4

Figure 4. Steps to apply PCA reduction to 3-D input tensor: Ê transposing second and third
dimension, Ë flattening first two dimensions, Ì dimension reduction through PCA, Í converting
back to original form.

As mentioned, one must choose the parameter p for the truncation of the number of
principal components, as an hyper-parameter of the resulting system. An empirical value
of 50 has been chosen for all the input matrices, after inspecting some of the results of the
PCA decomposition for several input cases. Figure 5 shows, for example, the magnitude
of the first 150 singular values for the input matrix used in the previous examples. In the
previous example, therefore, the final input tensor A∗ has size 16,198 × 50 × 16.
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Figure 5. Singular value magnitude of an example input matrix, limited to the first 150 values.

4.5. Robust PCA

Robust PCA is an enhancement to the traditional PCA decomposition, that can be
applied when the matrix contains corrupted observations, even for sensible levels of
corruption [35].

Given a (possibly large) data matrix M and assuming that it can be decomposed as

M = L0 + S0 (17)

where L0 is a low-rank matrix and S0 is sparse, RPCA offers a method to recover L0
and S0 accurately and efficiently, even without prior information on their dimension and
magnitude.

RPCA is widely used when the data observations are subject to sensible degradation;
in many cases the low-rank L0 component models the original data, distributed in a low-
dimensional subspace, while the sparse S0 matrix represents the corruption components
(outliers). Typical applications are image recognition and classification, signal filtering,
user ranking and many others [35,42–45].

The RPCA decomposition is performed with an iterative algorithm, estimating L0 and
S0 within a desired tolerance. Details are shown in Algorithm 1. In the algorithm, M is the
input matrix, Lk and Sk are the results as computed at the kth iteration;

Sτ : R→ R is a shrinkage operator such that

Sτ(x) = sign(x)max(|x| − τ, 0) (18)

extended to matrices by applying it to each element;

Dτ is a threshold operator such that

Dτ(X) = USτ(Σ)VT (19)

where X = UΣVT (singular value decomposition);
µ and λ, finally, are parameters that must be chosen according to the nature of

the data.
In this work, we apply the RPCA to compensate for degradation in the original EEG

signals, and show that it can improve the RNN performance in those cases. Operatively,
we apply RPCA to the matrix obtained in (14), that is the matrix obtained by reducing the
dimension of the original 3-dimensional tensor input; subsequently, dimensional reduction
by PCA is applied to the L0 matrix as computed by the RPCA.



Sensors 2022, 22, 3696 10 of 18

Algorithm 1 RPCA algorithm

Input: M
1: procedure COMPUTE RPCA
2: S0 = Y0 = 0
3: repeat
4: Compute Lk = D1/µ(M− Sk−1 + µ−1Yk−1)

5: Compute Sk = Sλ/µ(M− Lk + µ−1Yk−1)
6: Compute Yk = Yk−1 + µ(M− Lk − Sk)
7: until ‖M− Lk − Sk‖ < tolerance
8: end procedure

Output: Lk, Sk . k = last computed step

5. RNN Architecture

The RNN used in this paper is depicted in Figure 6, for the case of PCA applied and 50
principal components retained. It is based on architectures commonly used with time-based
sensor data [36,40,41,46] and consisting of a mix of LSTM cells and fully connected layers.

input: InputLayer
input:

output:

[(None, 50, 16)]

[(None, 50, 16)]

lstm1: LSTM
input:

output:

(None, 50, 16)

(None, 50, 8)

drop2: Dropout
input:

output:

(None, 50, 8)

(None, 50, 8)

lstm2: LSTM
input:

output:

(None, 50, 8)

(None, 8)

drop3: Dropout
input:

output:

(None, 8)

(None, 8)

dense2: Dense
input:

output:

(None, 8)

(None, 2)

Figure 6. RNN architecture.

Input data consist in a series of m× n matrices, depending on whether PCA reduction
is used or not. When using original data with no PCA, input data are time series of size
w× 16, with w being the size of data windows as described in Section 4.2. When using
PCA or RPCA, input data are the principal components extracted from the original data, of
size p× 16 as in (16).

The core of the recurrent neural network consists of two cascaded LSTM layers, whose
internal architecture was briefly explained in Section 2. Each LSTM layer is followed by a
dropout layer that randomly discards some of the input data. All the intermediate layers
have size 8; this hyper-parameter has been chosen experimentally, starting with a larger
value and decreasing it until the network accuracy varied significantly.
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Finally, there is a fully-connected layer (dense) of size 2. In this layer the generic nth

neuron produces an output yn depending on the x1, . . . xm inputs to the layer and the wnj
neuron weights associated to every input, specifically:

yn = φ

(
m

∑
j=1

wnjxj + bn

)
(20)

where φ is an activation function and bn is a bias value.
The fully-connected layer performs the classification in one of the 2 classes, according

to the sparse categorical crossentropy loss function assigned to the network. The loss
function, or cost function in general terms of an optimization problem, represents the error
to be minimized by the training process. The specific formula for the error according to the
categorical crossentropy function is

J(w) = − 1
N

N

∑
i=1

[yi log(ŷi) + (1− yi) log(1− ŷi)] (21)

where w is the set of model parameters, e.g. the weights of the RNN, N is the number of
input test features, yi and ŷi are the actual and predicted classes, respectively, expressed
numerically.

One of the problems to be aware of when designing a neural network is overfitting, that
is, the generated model might be performing well on the training dataset, but poorly on new,
unseen data. We employed a combination of several techniques to reduce overfitting: use of
dropout layers, as just mentioned, to discard random portions of data; data augmentation
with random noise applied (Section 4.3); randomly mixing input data from training and
validation subjects (Section 6) so to have representative samples from all the subjects for
both training and validation.

As an example, Table 3 shows the details of the individual layers in the case where
PCA has been performed and 50 principal components retained (p = 50→ m, n = 50, 16),
matching the configuration of Figure 6. The RNN in this configuration has 1394 trainable
parameters.

Table 3. Details of RNN layers.

Layer Input Size Output Size Parameters

LSTM 1 (-, 50, 16) (-, 50, 8) 832
Dropout 1 (-, 50, 8) (-, 50, 8) 0
LSTM 2 (-, 50, 8) (-, 8) 544
Dropout 2 (-, 8) (-, 8) 0
Dense (-, 8) (-, 2) 18

Hardware and Software

The RNN was developed with TensorFlow 2.6.1 and Keras 2.6.0; the rest of the compu-
tations were performed using Python NumPy and SciPy suites, unless otherwise specified
in Section 6. For the purpose of design and hyper-parameter optimization, the network
and the related algorithms were initially developed on the Google Colaboratory platform;
the final computations were then performed on a computer with an Intel Core i7-6800K
CPU, 32 GiB of RAM and an NVIDIA GeForce GTX 1080 GPU.

All the software developed for this article is publicly available at https://github.com/
MAlessandrini-Univpm/rnn-eeg-ad, published 14 April 2022.

6. Experimental Results

As mentioned, the first set of tests has been performed using both original temporal
data and principal components extracted through PCA. Every test has been repeated for
different combinations of window length and overlapping, to find the best results.

https://github.com/MAlessandrini-Univpm/rnn-eeg-ad
https://github.com/MAlessandrini-Univpm/rnn-eeg-ad
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It is common practice, when training a neural network, to split the dataset in subjects
used for training and subjects for independent test, and to further split the training data in
two sets: data actually used to fit the network weights, and validation data to monitor the
performance of the network during the various training epochs.

Since the number of different subjects in the dataset is not large, and different subjects
inevitably have substantial differences in their data, the statistical distribution of the data
might not be uniform enough, and so choosing a single partition for training and validation
might not lead to representative results.

So we decided to split the training input data in two sets for training and validation,
respectively, with a ratio of 75%/25%, after shuffling the input data windows, so to better
statistically integrate data from different training subjects. The subjects used for test are
isolated from the beginning and not participating in the training/validation phase. The
exact procedure is showed in Algorithm 2.

Algorithm 2 Testing algorithm

1: procedure COMPUTE TESTING ACCURACIES
2: S1 = set of training subjects
3: S2 = set of testing subjects
4: for all cases No-PCA / PCA do
5: for all combinations of window and overlap do
6: Train RNN with subjects S1, splitting in training + validation
7: Test trained network on subjects S2
8: end for
9: end for

10: end procedure

The RNNs were trained with the following parameters:

• 5 different window sizes ranging from 1 to 5 s;
• window overlapping of 0, 25% and 50%;
• data augmentation (Section 4.3);
• 50 principal components (when PCA is used);
• 30 subjects used from training and validation, 5 for testing;
• 20 training epochs.

Tables 4 and 5 show the test results when using original temporal data and when
applying PCA, respectively. It can be seen that using PCA results in sensibly higher
accuracy (97.9% versus 79.3% for the best cases), as it is expected for the benefits of PCA on
this class of data.

Figure 7 shows the progress of accuracy and loss (computed on the validation subset)
with respect to the training epochs, for the case with a window of size 512 and 25% overlap.

Table 4. Experimental results for original temporal data, best result is displayed in bold.

window samples 128 256 384 512 640
window duration (s) 1 2 3 4 5
window overlap (%) 0 25 50 0 25 50 0 25 50 0 25 50 0 25 50

input features 36,493 48,642 72,961 18,240 24,310 36,468 12,157 16,198 24,294 9115 12,148 18,214 7290 9711 14,562
training time (s) 399.3 527.7 787.5 288.5 402.8 603.4 270.7 359.7 539.9 250.3 334.3 500.6 236.7 315.7 472.3

test time (s) 1.3 1.9 2.8 1.6 1.4 2.1 1.0 1.2 1.9 0.9 1.2 1.8 0.9 1.2 1.7
test accuracy (%) 56.7 77.5 79.3 51.9 45.2 42.3 50.7 68.6 57.3 56.9 51.3 48.1 59.5 67.5 52.4
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Table 5. Experimental results for PCA data using 50 principal components, best result is displayed
in bold.

window samples 128 256 384 512 640
window duration (s) 1 2 3 4 5
window overlap (%) 0 25 50 0 25 50 0 25 50 0 25 50 0 25 50

input features 36,493 48,642 72,961 18,240 24,310 36,468 12,157 16,198 24,294 9115 12,148 18,214 7290 9711 14,562
training time (s) 267.5 354.4 531.1 124.8 179.3 279.5 91.7 120.3 179.4 69.3 90.9 135.1 55.6 73.5 109.2

test time (s) 0.5 1.2 1.7 1.0 0.3 0.7 0.2 0.2 0.4 0.2 0.2 0.6 0.1 0.2 0.2
test accuracy (%) 62.4 73.6 87.0 92.8 96.0 97.9 96.9 90.5 90.1 94.6 88.4 95.6 93.4 96.3 93.2
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Figure 7. Accuracy and loss progress for validation data with respect to training epochs.

It is interesting to analyze the difference in accuracy for the two classes. Figure 8
shows the confusion matrix for the mentioned example. It can be seen that the accuracy for
the “Normal” class is sensibly worse. This is likely due to the smaller number of subjects
in that category, and also for the choice of subjects in the dataset: subjects in the “Normal”
category come from hospitalized patients, too, who either were treated for other diseases
or belong to risk groups.

N AD
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N
AD

Tr
ue

 la
be

l
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0.2

0.4

0.6

0.8

Figure 8. Confusion matrix for a sample case.

Test of Robustness with RPCA

To test the robustness of the RNN with respect to corruption of original signals, we
simulated a situation where some of the data are lost, for example due to bad connections
of the electrodes, limited capacity of the elaboration system with respect to the data
bandwidth, or packets lost in a hypothetical wireless connection between the electrodes
and the acquisition system.

To this end, we artificially corrupted the data at several increasing levels by creating
“holes” in the original signals, before any other elaborations; such holes are sequences of
zeros, applied simultaneously to all the 16 tracks. Holes are applied at random times with
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a probability p chosen in the set 1/1000, 1/500, 1/200, 1/100. Single holes have a random
length, too, with a normal distribution of mean length 20, resulting in average erasure rates
of 2%, 4%, 10%, and 20%, respectively. Figure 9 shows an example of a hole created in one
of the signals.
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Figure 9. Example of data corrupted with a hole (red).

The corrupted signals are filtered with RPCA, as explained in Section 4.5, before the
actual PCA and dimension reduction. As a matter of comparison, another test has been
done using MSPCA as a filtering technique.

MSPCA [47] combines the ability of PCA to extract the crosscorrelation or relationship
between the variables, with that of orthonormal wavelets to separate deterministic features
from stochastic processes, and approximately decorrelate the autocorrelation among the
measurements. In MSPCA, several PCA decompositions are performed at different res-
olution levels, keeping a different number of components at every level, according to a
suitable algorithm. Every decomposition level can highlight different signal components,
such as noise.

MSPCA has shown to be an effective method for noise removal in automated detection
systems, possibly combined with other dimension reduction techniques, such as empirical
wavelet transform or multivariate variational mode decomposition [31–34].

In this article, we used the Matlab MSPCA implementation [48], running on Matlab
R2022a. As in the RPCA, we apply MSPCA to the matrix obtained in (14), then dimensional
reduction by PCA is applied to the matrix obtained by the MSPCA.

For RPCA, a fundamental aspect is choosing the right parameters, especially the µ
parameter (Section 4.5). For every value of p (probability of data corruption) several tests
have been performed to find the optimal value of µ. In real applications, this parameter
must be evaluated according to the statistical properties of the analyzed signal and noise.

For MSPCA, the best results were obtained experimentally as follows. Decompo-
sition is performed at 5 levels, using the Daubechies least-asymmetric wavelet with 4
vanishing moments (sym4). A first run is performed to compute the retained principal
components according to the Kaiser’s rule. Then a second run is performed after removing
the principal components of level 1, in order to filter out the signal noise. See [48] for
implementation details.

Table 6 and Figure 10 show the results of these tests, where all the other parameters
and procedures are the same as in the previous experiments, comparing the three cases: no
filtering applied before PCA, filtering through MSPCA, filtering through RPCA.

It can be seen that applying RPCA always results in better final accuracies, holding
good performances for the RNN even with severely corrupted input data.
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Table 6. Test accuracy for corrupted signals with different filtering techniques (p is the corruption
probability, data loss represent the average number of missing samples).

p (‰) Data Loss (%) No Filter (%) MSPCA (%) RPCA (%)

1 2 89.0 90.8 94.5
2 4 91.1 92.6 94.6
5 10 80.0 81.6 85.7

10 20 76.9 72.1 81.5
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Figure 10. Test accuracy for corrupted signals with different filtering techniques (p is the corrup-
tion probability).

7. Discussion

The performed experiments have shown that the designed RNN can recognize subjects
with AD, from the dataset used for the tests, with a good accuracy (97.9%), under optimal
choice of hyper-parameters and after computing the principal components of input data
with PCA (as opposed to untransformed time-based data). These results confirm the effec-
tiveness of DNNs, and specifically RNNs, for time-based data series, in finding significant
patterns in classes of data with no previous knowledge of the underlying system.

Moreover, the last experiment has shown that for corrupted data, specifically with
bursts of missing information, applying RPCA as a filtering stage can maintain a good
accuracy, even in the case of high corruption rate. This is due to the property of RPCA of
removing outlier components from the main signals, filtering out noise and other artifacts
with a different statistical distribution with respect to the relevant information.

It is interesting to compare the results with the other studies mentioned in the in-
troduction (Section 1). Starting with methods based on RNNs, Refs. [23,24] address the
problem of missing data, even if not in the form of whole data segments as we do, and
reach a classification accuracy of 79% and 93.5%, respectively, the latter decreasing to 81%
on a longer timescale. Refs. [27,28] combine RNNs with wavelet preprocessing, obtaining
an accuracy under 90%. Even if the data were processed in different ways, such as explicitly
adding noise in our case, it can be seen that our results are consistent with the cited ones,
while also addressing the possible problem of signal degradation.

The same considerations hold when comparing to methods based on strictly statistical
machine learning, such as k-NN and SVM, especially with regard to the added robustness
to corrupted data. Ref. [11] analyzes data in the frequency domain, using the fast Fourier
transform (FFT), in order to link variations in spectral components to AD; three alternative
classification algorithms are then compared, namely, SVM, decision trees and rule-based
classifiers, in the end obtaining a prediction accuracy up to 90%. Ref. [13] extracts two
specific features from EEG data— epoch-based entropy (a measure of signal complexity)
and bump modeling (a measure of synchrony)—and, together with orthogonal forward
regression (OFR) and SVM algorithms, shows an accuracy of 91.6%. In our previous
work [22] we also used RPCA at the feature extraction phase, before applying several
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machine learning algorithms, like k-NN, decision tree, SVM, naïve Bayes, and obtained
a maximum accuracy of 93.18% with SVM. This proves that RPCA is useful as a pre-
processing stage for EEG signals since it improves recognition rates in both traditional
machine learning algorithm and, as the current paper shows, with deep learning methods.

Finally, the accuracy obtained by our algorithm is comparable to more expensive and
complex techniques, such as magnetic resonance imaging (MRI), of which a comprehensive
review of its application to machine learning for AD diagnosis can be found in [49].

8. Conclusions

In this paper, an RNN is built to classify medical subjects as healthy or suffering from
Alzheimer’s disease, using EEG data obtained by a sample of subjects from both categories.
Several elaborations are applied to the original data to obtain a better accuracy, in particular
principal component analysis, that results in an accuracy of more than 97% on the test data,
using optimal hyper-parameters. Most importantly, it is shown that using corrupted input
data and applying RPCA to them, a good accuracy can be maintained, and a consistent
improvement of around 5% with respect to baseline PCA, can be achieved even when the
corruption rate is sensibly high, with up to 20% erasures in the input samples.

As a possible future evolution of the proposed algorithms, their application could be
extended to the classification of multiple neurodegenerative pathologies besides AD, for
which data collection is already in progress, or to the identification of contributions of the
different brain regions to the various patologies.
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