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Abstract: In this work, an ultrasound computed tomography (USCT) system was employed to
investigate the fast-kinetic reactive crystallization process of calcium carbonate. USCT measurements
and reconstruction provided key insights into the bulk particle distribution inside the stirred tank
reactor and could be used to estimate the settling rate and settling time of the particles. To establish
the utility of the USCT system for dynamical crystallization processes, first, the experimental imaging
tasks were carried out with the stirred solid beads, as well as the feeding and stirring of the CaCO3

crystals. The feeding region, the mixing process, and the particles settling time could be detected from
USCT data. Reactive crystallization experiments for CO2 capture were then conducted. Moreover,
there was further potential for quantitative characterization of the suspension density in this process.
USCT-based reconstructions were investigated for several experimental scenarios and operating
conditions. This study demonstrates a real-time monitoring and fault detection application of USCT
for reactive crystallization processes. As a robust noninvasive and nonintrusive tool, real-time signal
analysis and reconstruction can be beneficial in the development of monitoring and control systems
with real-world applications for crystallization processes. A diverse range of experimental studies
shown here demonstrate the versatility of the USCT system in process application, hoping to unlock
the commercial and industrial utility of the USCT devices.

Keywords: ultrasound computed tomography; travel-time imaging; time-of-flight transmission
imaging; mixing process; crystallization process; CO2 capturing via crystallization

1. Introduction

Industrial Process Tomography (IPT) offers great prospects to visualize the state
of vessels, pipes, and tanks containing multi-phase flows and mixtures without being
destructive and invasive to the process. Nowadays, there is a great need for monitoring the
internal functions of the processes to further improve the design and operation. Therefore,
the application of IPT in a wide variety of industrial applications is thoroughly being
researched, such as fluid transport in pipes, and the manufacturing of paint, detergents,
food, cosmetics, and pharmaceutical operations.

Industrial reactors are broadly used in different unit operations, making the tomo-
graphic studies on their functionality a hot topic for the research communities [1–7]. Slurry
transportation processes can also be found in many process reactors, for example, dredging,
food processing, and nuclear waste management. Slurry flow usually involves moving
high-density material through a carrier liquid (e.g., water), with few tomographic studies
being focused on slurry mixtures [8–11]. Mixing in industrial reactors is critical and chal-
lenging, especially in the case of complex fluid rheology. There are different types of mixing

Sensors 2021, 21, 6995. https://doi.org/10.3390/s21216995 https://www.mdpi.com/journal/sensors

https://www.mdpi.com/journal/sensors
https://www.mdpi.com
https://orcid.org/0000-0002-3601-1452
https://orcid.org/0000-0002-1957-072X
https://orcid.org/0000-0002-3524-9151
https://doi.org/10.3390/s21216995
https://doi.org/10.3390/s21216995
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3390/s21216995
https://www.mdpi.com/journal/sensors
https://www.mdpi.com/article/10.3390/s21216995?type=check_update&version=2


Sensors 2021, 21, 6995 2 of 21

processes: liquid–liquid mixing, gas–liquid mixing, solid–liquid mixing, and the mixing of
multiphase non-Newtonian fluids. Furthermore, the challenges can be further increased
when the product has high-quality requirements for the degree of homogenization, and the
end-product has limited tolerance to variations in the hydrodynamics conditions in the
reactor. As the mixing phenomena can significantly affect the quality of the end products,
it is of significant importance to utilize monitoring instrumentation for detailed analysis
and to perform an efficient operation in terms of final yield.

Crystallization is a key reaction in many pharmaceutical/chemical sectors. Among
several types of crystallization processes, the industrial demand for reactive crystallization
(also known as precipitation) has been increasing in recent years [12]. The growth is mostly
due to the energy efficiency of these processes in comparison to, for instance, cooling
or evaporative crystallization. In reactive crystallization, the formation of solid particles
from solution is very fast and reactions are instantaneous, which causes local variations in
density and supersaturation gradient. In these processes, efficient mixing at different scales
(i.e., micro-, meso-, and macro-mixing) becomes a critical factor and has a significant impact
on process characteristics such as crystal size distribution and shape [13]. Coupling the
fast reaction kinetics with the complex nature of the fluid flow hydrodynamics renders the
monitoring and control of the unit operations challenging. The real-time characterization
and control of fast kinetic crystallization systems have profound importance in ensuring
end-product quality in these mixing sensitive processes. The main control parameters
have been the subjects of intensive research. Normally, yield and quality targets for batch
crystallization are given in terms of solute concentration and crystal size distribution
(CSD). Several multipurpose and reliable methods measuring these characteristics have
been studied, which are mainly based on the use of in situ spectroscopic techniques.
Such techniques include mid- and near-infrared, Raman, UV-visible, and ultrasound
spectroscopy [14–18]. Regarding ultrasound techniques, nonspectroscopic methods have
been studied in the form of single-frequency acoustic emission with promising results,
leading to less complex measurement setups [19,20]. Moreover, the influence of mixing
speed on crystal size distribution (CSD) has been studied widely [21–23]. However, due to
the abovementioned complexities, the development of functional monitoring and control
schemes for these fast kinetic processes is still an ongoing research topic [24].

Contrary to the abovementioned crystallization monitoring single-point measurement
methods, there has not yet been any applicability of tomographic methods for the control
of such processes. Tomography could add useful information regarding the topology and
the material phase distributions in mixtures. It can also offer the opportunity to quantify
the degree of homogeneity of particulate suspensions and other multiphase mixtures. Even
though tomographic techniques cannot compete against the spectroscopic methods in PSD
measurements, they can add useful spatial information and can be used as a fault detection
or quality assurance tool for the complex mixing processes. They can also be used as
complementary alternative measurements to the PSD single-point measurements aiming
at multiple measurements integration. Few tomographic studies have been conducted for
monitoring in situ crystallization processes such as X-ray microtomography [25,26], X-ray
diffraction tomography [27], electrical resistance tomography [28–30], electrical capacitance
tomography (ECT) [31], and ultrasound tomography [32]. The reconstructed tomograms
can help to identify the reaction endpoint and ensure the chemical reactions are controlled
precisely. In reactor processes—particularly in crystallization—integrated tomographic
visualization, data fusion, and machine learning have the potential to be utilized as a
complementary method to the conventional point-based measurement techniques, aiming
at fault detection, suspension density and spatial distributions characterization, and PSD
indications. The USCT can be used in a contactless fashion as it was in this study, offering
an advantage over EIT that requires direct contact with the medium. Furthermore, the sen-
sitivity of EIT is reduced in the central area of the reactor tank, while USCT can offer a good
and uniform resolution over all regions. More commercial availability of the EIT devices
could be a reason for their use in various processes. This work aimed to demonstrate that
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the USCT is a very versatile IPT tool and deserves further commercial development for
deployment in real-life applications.

In the present work, an ultrasound computed tomography system was utilized to
investigate the reactive crystallization process of calcium carbonate. USCT offers some
major advantages over other tomographic methods, offering a low-cost alternative that
could reach suitable outcomes in spatial and temporal resolution. The calcium carbonate
production is integrated with a carbon capture process where CO2 gas is absorbed into
sodium hydroxide solutions. The idea presents real-world applicability for carbon dioxide
utilization and valorization to an economically attractive chemical [33]. The utilized USCT
measurement system is based on acoustic impedance features to characterize and image
acoustical distributions. USCT measurements and reconstruction provided insights into
the bulk particle distribution inside the stirred reactor and were used to estimate the
settling velocity of the particles. The study gave insights into the crystallization system and
aimed to link the online tomographic measurements to fault detection and malfunction
identification when out-of-specification events occur throughout the process. The paper
demonstrated an extensive range of uses for a versatile USCT system.

It is worth noticing that the USCT technology has reached remarkable image resolution
that is comparable to MRI and XCT for various medical applications, as well as geophysical
applications [34–36]. The medical applications of the USCT for brain and breast imaging can
be considered as static-type imaging, so a very large number of (smaller size) transducers
could be used. The same could be carried out in industrial process applications. However,
the limiting factor is the dynamical nature of most of the process monitoring applications.
Deployment of a very large number of sensors leads to extensive measurement time and
extensive computational time.

2. USCT System and Method

The USCT system in this study is based on transmission-mode USCT data. Recorded
waveforms are used to reconstruct travel-time delays and acoustic attenuation (AA) pro-
files using the time-of-flight (TOF) of the first arrival pulse and its amplitude, respectively.
Figure 1 depicts the tomographic setup focused on a tank reactor. The tomographic
setup consists of the sensor’s ring array, the electronic hardware/controller, and the host
computer, which is responsible for the tomographic software and displaying the results.
The reactor tank is made of acrylic material and is equipped with a feeding pump and a
stirrer. The sensor’s array is defined by 16 piezoelectric transducers. They work as both
transmitter and receiver, mounted at the outer boundary of the tank, using an ultrasonic
glue. The instrument can provide TOF and amplitude data as it filters the full-waveform
signal and shares the data with the host computer. For this pre-processing step, the elec-
tronic hardware is responsible as the filtering occurs in analog form. Therefore, the system’s
temporal resolution is optimized, as a significant amount of data are cut off before the data
transfer stage. The tomographic instrument measures the time needed for a wave to over-
come the medium but also the energy that is being lost by absorption or back-scattering.

2.1. The USCT Hardware

The USCT hardware system consists of a circular ring of 16 transducers, an elec-
tronic hardware setup for emitting and recording TOF and AA data of the first arrival
pulse, and computer software for analysis and reconstructions. Each recording comprises
256 measurements, accounting for 16 recordings for every one of the 16 emissions that
take place. The system provides 5 frames of computed TOF/AA values each second,
hence resulting in an overall temporal resolution of 4 frames per second (fps). Such a
response over time was used for tomographic reconstruction execution in the present work
and is considered adequate for a wide range of dynamical processes, such as pipe-flow
monitoring. The USCT system’s design features are presented in Table 1.
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Figure 1. A tank reactor with the integrated USCT system.

Table 1. The main design features, structural parameters, and values of the utilized ultrasound
tomography system.

Parameter Value

Transducers’ frequency 400 kHz
Number of pulses 6

Supply voltage +72/−72 V
Pull to the ground after extortion 45.2 dB

Gain the first stage 1 v/v
Analog filter Band-pass 350 kHz

Convert to envelope HI
Offset-RAW signal 1.75 V

Offset-ENVELOPE signal 0 V
Number of channels 16

The system consists of eight four-channel measurement cards connected by an FD
CAN bus with a measuring module, which is a bridge between the microprocessor measur-
ing system and the panel. The measuring module monitors the course of the measurement,
stores parameters, controls the high-voltage converter, and switches the bus. The four-
channel measurement card was made in a modular manner. The sections of amplifying
and filtering analog signals were made on small separate PCBs. For better isolation of
individual channels, it is possible to mount a shielding housing on each module. In ad-
dition, a four-channel high-rectangular-voltage generator was designed at the bottom of
the plate. The generator circuit consists of four four-channel MOSFET drivers connected
to double H bridges (TC8220). A single section can generate a three-stage square wave
signal (Vpp–GND–Vnn). Depending on the power source, the circuit can generate voltages
from +100 V to −100 V. In the presented prototype, the generator circuit is powered by a
symmetrical voltage of +/−24 V. Therefore, the maximum instantaneous current efficiency
of MOSFET keys is 3 A. The converters were synchronized with a built-in counter in the
STM32G474 microcontroller. The sampling data travel to the internal memory buffer by
DMA. The generation of appropriate waveforms controlling the MOSFET keys of the
four-channel high-voltage generator was carried out by cascading three meters. The mi-
crocontroller generates 4 square waveforms (for a positive key, for a negative key, and for
two keys connected to the device’s ground). The control signals travel directly to all four
generator sections. Each section has an input that activates or deactivates a given section.
Thanks to that, it is not necessary to generate control signals separately for each section.
The analog module is a system that amplifies the ultrasonic transmitting signal. The pro-
posed design has an integrated AD8331 amplifier with gain control using an external DAC
converter and a system converting the AC signal to ADL5511 envelopes and two THS4521
differential amplifiers. Due to the distance between the modules and the microcontroller
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and the presence of a high-voltage generator on the same PCB, the final output signal from
the module is a symmetrical differential signal, which reduces the amount of noise.

Figure 2 shows the full waveform signal used for the selection of TOF and AA values.
A minimum threshold of 10% was used to cut down the minor pulses caused by back-
scattering or equipment-related noise. The threshold’s level is presented in Figure 2 by
the black horizontal line. The TOF value is determined by the projection of the first
signal’s point after the threshold to the x-axis (time step axis), shown by the red point
in the corresponding graph. The biggest y-value (the y-axis is a measurement value that
represents the amplitude of the receiving wave) within a 20% signal’s window in the
transmitted pulse “region” indicates the recorded pulse’s amplitude, depicted by the black
point in the graph. A more detailed method for signal picking can be seen in [37], where the
hardware is also briefly described. In both TOF and amplitude data, the “Deleting Outliers”
statistical filtering method was used to handle the noise coming from multi-backscattering.
An iterative implementation of the Grubbs Test, which checks one value at a time, was
used to identify the outlier signals [38]. The MCUSD11A400B11RS transducer (ultrasonic
sensor, frequency 400 kHz +/−16 kHz, diameter 11 mm, material made of aluminum,
input voltage 300 Vp-p, directivity (−3 dB) 7◦ +/− 2◦, operating temperature −20 ◦C to
80 ◦C. Manufacturer: MULTICOMP) was used for the sensor array. UST1.0 with 40 kHz
operation was used in [39,40].

Figure 2. Recorded full-waveform signal from 1st transmitter-6th receiver pair.

2.2. Image Reconstruction

The tomographic approach uses the transmission sensitivity matrix that simulates the
propagation of the measured energy from sensors. The measurement data for transmission
tomography include TOF data and Amplitude Attenuation (AA) data. TOF measurement
data come from the subtraction of background data from the full data, and they define the
travel-time delays in microseconds (µs).

TOF = TOFf ull − TOFback (1)

AA measurement data [41] are computed by

AA =
1
fc

ln
( AA f ull

AAback

)
(2)
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where AAback is the reference amplitude data and AA f ull is the data when the domain
changes from background, namely the data that come during the process and describe the
changes in the acoustic field. fc is the center frequency of the excitation pulse.

Each spherical wave can be approximated by a cone of rays and, subsequently, every
plane wave by a fan of rays. Using the recorded TOF or AA values, one can calculate the
average sound speed or acoustic attenuation for the path of the modeled ray. To generate
the propagation model of the emitting energy, a computational model based on diffraction
on the 1st Fresnel zone is utilized [42]. Fresnel volume or ‘fat ray’ tomography is an ap-
pealing compromise between the efficient ray theory tomography and the computationally
intensive full waveform tomograph [43]. Using a finite frequency approximation to the
wave equation leads to a sensitivity kernel where the sensitivity of the travel time delay
also appears in a zone around the fastest ray path. The delay time is given as:

∆t(x) = t(s, x) + t(x, r)− t0(s, r) (3)

where t(s, x) and t(x, r) are the travel times from the source(s) to the point x and from x to
the receiver (r), respectively, and t0(s, r) is the travel time along the ray path from source to
receiver. One can evaluate the times of traveling using the ray-tracing method. A point x is
always within the first Fresnel zone if the corresponding travel time satisfies the following
equation, in which T defines the emitted wave’s period:

|∆t(x)| < T
4

(4)

The sensitivity of a Frechet kernel based on the first Fresnel zone is defined as follows:

D(x) = K V(s, x) V(x, r) cos
(

2π
∆t(χ)

T

)
exp

−( a∆t(x)
T
4

)2
 (5)

where D(x) is the sensitivity at domain’s point x, V(s,x) is the amplitude at x of the wavefield
propagating from source s, V(x,r) is the amplitude at receiver point r with the wavefront
emitted from point x, and K is the normalization constant. The cosine factor models the
alternating sensitivity being positive in the odd Fresnel zones and negative in the even
Fresnel zones. a denotes the Gaussian factor, which controls the degree of cancellation
in Fresnel zones beyond the first. The SIPPI MATLAB software was used to generate
the sensitivity kernels [44]. To develop the USCT system of the present work, a Frechet
sensitivity map described by Buursnick et al. and produced by the SIPPI MATLAB package
was employed [43]. The sensitivity matrix represents a linearly modeled distribution of
acoustic propagation that can fit well with TOF and AA.

Ai,j =
Di,j

∑m
i1=1 ∑j1=j Di1,j1

(6)

where Si,j is the sensitivity matrix based on the Frechet method and Ai,j is the normalized
matrix, which is used for reconstructions, with i = [1, . . . m] and j = [1, . . . , n].

A generalized tomographic forward problem uses the approximated excitation’s
sensitivity model and the known domain to recover the measurement data. In our approach,
TOF or AA differences can be used as measurement data ∆M. It can be expressed as:

∆M = A ∆S + e (7)

where ∆M is the measured data from sensors and ∆S is the reconstructed distribution based
on acoustic features. A represents the modeling operator that expresses the sensitivity
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distribution in the FOV, and e is the noise in the measurements. A simplified inversion can
be performed using linear back-projection (LBP):

∆S ≈ AT ∆M (8)

Generally, the LBP leads to low-quality USCT imaging results. Advanced regularization-
based methods can produce high-quality images. To solve the regularized inverse problem
with a high degree of stability, the robust total variation (TV) regularization algorithm is
applied [39]. The TV problem is defined as an optimization problem as follows:

minA(∆S) = ||(A ∆S + e)− ∆M||2 + a ||∇∆M||1 (9)

where a is the regularization parameter, ∇ is the gradient, and ||.||1 is the l1−norm. Subse-
quently, the problem to be solved is the constrained optimization problem, as shown in
Equation (10) given a priori known noise level p:

xa = argmin ∆S ( α ||∇∆S||1) such that ||A ∆S− ∆M||2 < p (10)

The constrained optimization problem is solved by the Split Bregman-based TV algo-
rithm [45]. To optimize the tomographic images, the negative effects of undesired artefacts
are removed by careful selection of the regularization parameter.

3. CaCO3 Crystallization Setup and Process Description

Ultrasonic measurements have a proven efficiency in the characterization of suspen-
sion densities and slurry mixtures. Prior studies have shown the relation between phase
velocity and acoustic attenuation on growing suspensions and different frequency excita-
tions [46,47]. These studies were based on single measurements, providing an indication of
the average changes in the entire domain. The USCT method can extend these to provide
local and regional information. In crystallization cases, the regions of well-dispersed crys-
tals and regions of associated crystal networks could exist together. Moreover, accounting
for the vigorous stirring process and the aeration that could be introduced to the mixture,
a three-phase flow would occur by a region of dispersed gas/solid/liquid phase (liquid
solution-crystalline particles-bubbles). Acoustic attenuation can be reduced further as
sound propagates through the dispersed phase, due to multiple back-scattering. Regarding
time-of-flight, delays are noticeable in the propagating signals over frames due to the
forming dispersed phase and the low-frequency excitation of 400 kHz.

The micron-sized crystallization process of the present work is part of the carbon cap-
ture and utilization scheme where process monitoring with the USCT system is presented.
Carbon dioxide is scarcely soluble in water under the standard temperature and pressure
conditions. CO2 absorption is improved by increasing the pH of water so that the resultant
chemical reaction becomes very fast at higher pH values. Sodium hydroxide–water with
pH 14.10 ± 0.1 was used to prepare the reagent solution for the crystallization process.
A small-scale CO2 bottle (purity > 99.99%) was employed to demonstrate the carbon cap-
ture process and to inject the gas into the solutions. The operation was performed by first
collecting the CO2-loaded solutions, and later using them for calcium carbonate crystal-
lization. In the process under investigation, the semi-batch feed to the stirred tank reactor
contained dissociated CO2−

3(aq)
, OH−

(aq), and Na+
(aq) ionic solution at a pH range of 12 ± 0.1.

The governing chemical reaction is presented in Equation (11) where aqueous CO2−
3(aq)

flows through an inlet pipe (diameter: 2 mm) into the crystallizer containing a known
concentration of calcium chloride (CaCl2, purity > 98%, Merck). A detaileds description of
the CO2 capture process and its integration with the calcium carbonate crystallization is
given in [48].

CO2−
3 (aq) + 2 Na+(aq) + CaCl2(aq) → CaCO3(s) ↓ +2 NaCl(aq) (11)
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The feed addition rate to the receiving reactor was constant at 40 mL min−1 during
the whole experiment. All the experimental runs were carried out at a temperature of
20 ± 2 ◦C. Figure 3 shows the schematics of the utilized crystallization reactor.

Figure 3. Schematics of the experimental setup. Dimensions of the plexiglass reactor and position of
the USCT sensors. The initial solution volume in the tank is 3 L.

Figure 4 shows photographs of the entire experimental setup in which the USCT
system was utilized to conduct process monitoring. The crystallization reactor was made
of plexiglass with an inner diameter of 190 mm, and a plastic-made, flat-blade Rushton
impeller was used for agitation.

Figure 4. Ultrasound experimental setup. (a) Reactor tank, (b) measurement unit, (c) mixer.

4. Results and Discussion

Several dynamical experiments were specifically designed to evaluate the USCT
response to various process events. The effects of certain operator-induced malfunctions
including switching on/off the stirrer and the feed pump, particle addition, and phase
changes were investigated. A description of the experimental results is presented in
the following sections. In the presented work, we show the potential applications of
the USCT in chemical reactor processes and especially in batch crystallization. USCT
characterizes the medium by measuring the time of flight and acoustic attenuation of
the sound propagation. Ultrasound tomographic imaging offers promising industrial
applications due to its low-cost value and the ability to be nonintrusive to the whole
process even though it is considered invasive to the process. First, the experimental
tests focused on particles’ concentration and dynamical status characterization in mixing
scenarios. As mixing highly affects the dynamical state of the tanks, it introduces noise
to the system, which disturbs the ultrasonic measurements. Noise is always apparent in
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the measurements when the dynamics of the tank abruptly change. The main challenge,
regarding ultrasonic online measurements in mixing environments, is the elimination of
the “stirring noise” and the use of the quantitative information, without the measured data
being seriously distorted.

4.1. Particle Beads Detection by Ultrasound Tomography

To establish the dynamical imaging based on particle concentration, circular particle
beads of 4 mm in diameter were poured into the stirred tank reactor containing 3 L of
water. The idea of the proposed experiment was to investigate the effects of mixing and
the real-time changes in the dynamical states of the reactor by using USCT. A description
of the experimental procedures is presented in Table 2.

Table 2. Particle beads detection experimental procedure.

Steps Task

1 T + 0 min: Reactor filled with 3 L of water
2 T + 0 min: USCT measurements start
3 T + 1 min: Addition of 100 g of particle beads at 1 min
4 T + 2 min: Mixer starts at 200 RPM at 2 min
5 T + 3 min: Stop mixer at 3 min
6 T + 4 min: End of USCT measurements at 4 min

Figure 5 shows experimental photos and tomographic reconstructions over time
during the experiment with 100 g of particle beads. Figure 5a–c present three distinguished
states of the experiments during the first 2 min: (a) the beginning, (b) the middle, and (c) the
end of particle addition. The sedimentation process of solid particle beads is clear in
the presented experimental photographs. The 2D reconstructions show the gradually
increasing values of the injection point as the particles were poured into the tank. Acoustic
field inhomogeneities were introduced both due to the existence of particles within the
sensors’ field-of-view (FOV) and the disturbances that occurred due to pouring. Figure 5d
presents the reconstructed frames during the particles’ pouring, showing an increasing
trend of TOF delays. Figure 5e displays the tank’s state immediately after the pouring and
provides insights into the particle’s settling over time, as it is described by a decreasing
trend of TOF delays.

As tabulated in Table 2, mixing at 200 RPM was switched on at approximately
T + 2 min into the experiment. Due to the mixing, the whole medium turned into a
dispersed liquid—solid state, as displayed by the experimental photo in Figure 6a. Tomo-
graphic reconstruction addresses the mixing-induced inhomogeneities by compromising
the higher intensity values across the entire region-of-interest (ROI), as shown in Figure 6c.
According to Figure 6b, the particles tended to assemble in the tank’s central area (where
the stirring took place), which is due to the central vortex formation and the centripetal
force induced by the stirrer rotation. The reconstructions in Figure 6d were in good agree-
ment with the experimental observations where higher inhomogeneities were formed at
the central location after the start of the stirrer.

The exact experimental procedures as discussed above (Section 4.1) were conducted
two more times, each time adding 100 g of additional particle beads to 3 L of water and
recording the measurements. Figure 7 shows the dynamical analysis of the experiment
using the mean value of the 256 measurements. All the three curves are described by a
small prior bump that corresponds to the pouring and the disturbances that are caused
and a latter one that corresponds to the concentration of the mixture, as it comes after
the stirring starts. Comparing the three curves, quantification can be achieved with TOF
imaging as the delays are related to the concentration of the two/phase mixture. For these
experimental cases, AA data were analyzed, offering the same responses as the TOF data.
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Figure 5. Addition of 100 g of particle beads in 3 L of water: (a–c) experimental photos demonstrating
the pouring location and the mixing (200 RPM); (d) reconstructions between 0.99 min and 1.39 min,
(e) reconstructions between 1.6 min and 1.84 min that corresponds to terminating the time of the
addition of the particles and the settling period.

Figure 6. Monitoring the mixing process of 100 g of particle beads (diameter 4 mm) with USCT.
(a,b): Experimental images of mixing at 200 RPM and the formation of a central vortex in the tank.
(c,d): USCT-based tomographic reconstructions between 2 min and 2.25 min, showing the process of
mixing. Amount of particles: 100 g, water volume: 3 L.
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Figure 7. Mean values of the time-of-flight delay for the three experiments with different bead
concentrations. The volume of water inside the reactor is constant at 3 L and 3 different amounts of
particles are tested.

The experiment with the plastic beads offers insights into the system’s functionality
in high-dynamical scenarios. First, efficiency was proven in detecting malfunction cases
coming from localized higher concentrations and generated disturbances in the medium
(by pouring). Then, quantification was achieved in different concentration tests. Finally,
the specific flat blade turbine impeller introduced the specific pattern of gathering the
plastic beads close to the stirring area (tank’s center).

4.2. Characterizing CaCO3 Solid Particles Distribution by USCT

Four different concentrations of solid calcium carbonate suspensions were used to
investigate the sound propagation. Samples of commercial calcite (provided by VWR,
purity > 99%) were added by hand from the top of the reactor containing 3 L of water.
Figure 8a presents the experimental procedure in sequence. Figure 8b,c display the recon-
structions over the pouring process of the calcium carbonate particles, while Figure 8d
shows the reconstruction over the mixing process and provides insights into the mixture’s
homogeneity. The tomographic images were obtained for the concentration of 25 g L−1 at
several key events and show the particle addition and also the effect of mixing that leads
the medium to a homogeneous state.

As presented in Figure 9, all the conducted experiments’ mean TOF data are defined
in a similar graph. In T + 1 min, stirring starts in the reference medium (water) having
almost zero impact on the mean TOF data. The highest peak at T + 4 min in the mean
values graph is due to an abrupt change and disturbance in the reactor caused by the
pouring of CaCO3 particles. Switching on the mixer at T + 5 min distributes the micron-
sized particles in the suspension and causes a rapid increase in the TOF. The increase in
the TOF delays agrees with the concentration increase. The TOF has a descending trend
after reaching the maximum peak (ca. from T + 5.5 min afterward), which characterizes
a relatively homogenous medium that facilitates sound propagation, concluding in the
sound speed propagation decrease at higher concentrations of solid calcium carbonate in
the reactor, resulting in higher TOF delays. For the corresponding experiments, AA data
were analyzed, offering the same responses as the TOF data.
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Figure 8. (a) Images on shown time step images of feeding. (b,c) Reconstruction between times
4.02 min and 4.30 min, describing feeding. (d) Reconstruction between times 4.95 min and 7.43 min
during the mixing process.

Quantification of Particle Settling Time by USCT Measurement

The settling velocity of particles is a function of the free settling velocity (terminal
velocity): it decreases as the solid particle concentration increases in the fluid domain.
The free settling velocity of particles for the Stokes’ regime, Vt, is determined based on the
following expression:

Vt =
gd2

p

(
ρσ − ρ f

)
18µ

(12)

where ρ f and ρs are fluid and solid density, respectively, dp represents particle diameter
(mean particle diameter: 25 µm), g is the gravitational acceleration (9.81 m s−2), and µ
denotes the dynamic viscosity of the fluid (0.0089 Pa s for water). The value of the free
settling velocity is strongly dependent on higher volumetric concentrations of solids (ϕ);
when a cloud of solid particles is settling in a quiescent liquid, additional interactions and
hindering effects (i.e., increased drag caused by the proximity of particles) influence its
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settling velocity. A typical semiempirical approach known as Richardson–Zaki is based on
the power-law function of volume fraction:

VHS = Vt(1− ϕ)n (13)

where VHS denotes the hindered settling velocity (i.e., corrected velocity), and n is a
function of the particle Reynolds number and dilution degree of the suspension: n = 6.5 for
Rep < 0.2.

Figure 9. Mean values of the time-of-flight difference data in four concentrations of CaCO3 suspen-
sions. Experimental procedures are the same for all the concentrations. The initial volume of water is
3 L. Settling period is defined to calculate the settling velocity of particles. (a–c) Plot for 8.3 g, 16.6 g,
and 25 g; (d) all the mean values from (a–c) in one plot.

In the present work, the settling period was approximated based on the ultrasound
tomographic measurements of the most diluted suspension (i.e., 8.3 g L−1 CaCO3 concen-
tration). The settling period is defined as the time interval for a cloud of solid particles to
reach from the suspension surface to the plane of the sensors after the mixer is switched
off—the distance from the suspension surface to the plane of the sensor is ca. 33 mm.
A plateau in the measured mean value of the sound speed is obtained after the stirrer is
switched off, as shown in Figure 9. The initial point of the plateau in the measurement is
attributed to the time that solid particles are passing the plane of sensors.

As calculated based on Equations (12) and (13) for the abovementioned particle size,
the average settling period is approximately 1 min for the solid volumetric concentration
of 0.31% (8.3 g L−1). The calculated value of 1 min is in good agreement with the estimated
settling period from the USCT measurement (Figure 9a). However, in denser particle
suspensions, the estimated settling periods based on USCT are higher up to 5 min for the
case of 33.3 g L−1 solids (ϕ = 1.22%). According to Equation (13), the particle hindered
settling velocity does not explain the estimated settling times by the USCT. Apparently,
the denser suspensions of size-distributed particles tend to discharge from the measurement
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zone (plane of sensors). Moreover, considering that the tank is without any baffles, the fluid
motion continues in the tangential direction after stopping the mixer. The effects of
particle motion, travel path of particles, and settling times can be further investigated by
Computational Fluid Dynamics (CFD) simulations and the Lagrangian particle tracking
method alongside the USCT experiments.

4.3. Reactive Crystallization Monitoring by USCT

Ultrasound-based tomographic measurement was used to detect localized crystalline
suspensions and monitor the reactive crystallization of the calcium carbonate process
according to the chemical reaction in Equation (11). In all the cases, the initial concentration
of calcium chloride was 1.6 g L−1. The operating parameters of the experiments are listed
in Table 3. The entire experimental procedure was repeated two times to ensure the
repeatability of the measurements.

Table 3. Main operating parameters for the CaCO3 crystallization experiments.

Parameter Unit Value

CaCl2 concentrations g L−1 0, 1.6
NaOH concentration at the feed mol L−1 12.1 ± 0.1
CO2−

3(aq)
concentration at the feed mol L−1 0.15 ± 0.5

Feed addition rate mL min−1 40
Impeller diameter m 0.07

Stirring rate rpm 100
Impeller tip speed m s−1 0.37

Two instances of the mean value of sound speed are presented in Figure 10. Due to the
fast kinetic nature of the particulate system, the nucleation phenomena are instantaneous,
which results in the formation of micron-sized particles. The mean value of sound speed
obtained from averaging the ultrasound signals is not sensitive enough to react significantly
to the onset of inherently stochastic nucleation, which begins at approximately T + 5 min
into the process. The formation of amorphous calcium carbonate (ACC) after initiating
the feed solution could be an alternative cause of the measurement delay. The formed
ACC in the precipitation system will dissolve first and, then, transform within minutes to
produce crystalline forms of vaterite and calcite, depending on the pH of the solution and
the mixing conditions [49].

Nucleation determines the main properties of the crystal population, including the
crystal polymorph, the number of crystals, and their size distribution. In the current
precipitation system, there is a possibility for the following succession of mechanisms to
occur [50,51]: (i) the formation and growth of ACC; (ii) the simultaneous creation of ACC
surface complexation sites from which calcite starts to precipitate; (iii) the calcite growth
from ACC; (iv) the creation of further calcite surface complexation sites and competitive
precipitation of calcite. Hence, the observed delay between the times of 5 and 10 min in the
USCT measurement could be attributed to the nature of the precipitation system. More
investigations can be conducted to improve the overall operational performance of the
measurement and the chemical process.

Furthermore, ultrasound tomographic reconstructions provide deeper insight into
the precipitation process of calcium carbonate. Data of Trial 1 in Figure 11 were used
to reconstruct the tomographic images, which shows the feeding points and the phase
change throughout the process. The injection point is encircled by the black circle in the
first reconstructed frame presented.
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Figure 10. USCT measurement of the reactive crystallization process: mixing speed of 100 RPM
and feed addition rate of 40 mL min−1. Mean value of sound speed measured for two identical
crystallization experiments.

As demonstrated in the experiments with particle beads (Section 4.1), USCT measure-
ment proved to be effective in recognizing and characterizing the bulk particle distribution
in the reactor. Figure 12 shows the final stages of the calcium carbonate crystallization
(based on Table 3), where the concentration of the suspension increases, and the particles
are primarily accumulated in the central vortex region where a three-phase composition is
formed regarding liquid solution, solid particles, and bubbles.

In reactive crystallization, the time-of-flight USCT provides useful information on
feeding points and the later stage of the material phase change and crystal growth. Re-
ferring to the mean value plot of TOF data in Figure 10, it is less clear to see the start and
stop of the mixer and the start and stop of the pump. This may lead to some limitations for
the TOF data to be used in malfunction identification (e.g., failure of the pump or mixer)
and the process control implementation. In [37], we developed a full waveform USCT
algorithm taking into account the acoustic attenuation, as well as the TOF data. Indeed,
for the amplitude attenuation, the image reconstruction process follows a similar procedure
as the transmission time-of-flight-mode USCT. Figure 13 presents AA reconstructions for
the same period as Figure 12. Comparing the two figures, one can conclude that time-
of-flight and acoustic attenuation provide similar results, as even the trend of increase
is similar. Hence, amplitude attenuation imaging has not been presented in this work.
Figure 12b shows the mean value of acoustic attenuation for a central excitation frequency
of fc = 400 kHz. However, as one can see from Figure 14b below, the mean value plot for
amplitude attenuation shows several clearer points of interest, such as the points where the
mixer is switched on (2 min) and the pump is switched on (5 min), the stop of the stirrer
(7.5 min), and the start of the stirrer (8 min). This suggests that the amplitude attenuation
may provide complementary information for future control and malfunction analysis in
crystallization processes. Figure 14 shows the mean of time-of-flight and amplitude attenu-
ation data for similar time steps as Figure 10. However, plots in Figure 14 generated by
smoothing the original data with a step of 10 frames. Similar imaging results can be seen
between the TOF images and the AA images. Regarding TOF data, only the positive TOF
delays were considered for this study as diffraction of the ultrasound is expected from the
dispersed phase, especially at the low excitation frequency of 400 kHz. A multi-modality
USCT, as developed in [37], and further information fusion from TOF and AA could be
investigated in future studies.
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Figure 11. Ultrasound reconstructions during the calcium carbonate crystallization process (Trial 1
in Figure 8). Mixing speed of 100 RPM and feed addition rate of 40 mL min−1. Parts a and b show
the feeding points and c and d represent the crystal formation process. USCT reconstruction during
experiments: (a) from T + 3.3 min to T + 6.29 min, (b) from T + 6.6 min to T + 9.6 min, (c) from
T + 10 min to T + 12.9 min.
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Figure 12. Calcium carbonate crystallization monitoring: evolution of the particle concentration and
formation of a central vortex toward the end of the process (time: 16.6 min to 19 min). Experiments
are related to trial 1 in Figure 10; operating parameters are listed in Table 3. (a) The TOF images
frames, (b) growth of dispersed phase.

Figure 13. (a) Image reconstruction for amplitude attenuation for the same time windows as Figure 9.
(b) Reconstructed volume depicting the growth of dispersed phase.

To conclude, the reactive crystallization experiment was a full-scale test on live-process
challenges. In the specific process, the system showed capability in detecting the injection
point, as a prior localized suspension in the form of ACC. Moreover, providing real-time
measurements of travel-time delays’ mean values aims at the inhomogeneities’ character-
ization over time and subsequently the dispersion state of the mixture. Finally, acoustic
attenuation data proved to be more sensitive compared to the time-of-flight responses,
as their response was significantly better in the malfunction analysis. Concluding, the mean
value data for each experiment of USCT were plotted to show a global picture of the process’
progress and dynamics in all cases. Distributed sensing measurement systems such as
process tomography provide the capability to measure spatiotemporal field information
from within the process. Therefore, the reconstructed images aided in the injection point
and in the mixture’s homogeneity characterization. The USCT images showed the feeding
process, the mixing process, and material phase changes during the crystallization process.
Moreover, USCT data were further analyzed to estimate the settling velocity and settling
time of particles in the suspension.
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Figure 14. (a) Mean value of TOF data. (b) Mean value of acoustic attenuation data (in dB/MHz).
In both cases: mixer on at 2 min and pump on at 5 min, stop of stirrer at 7.5 min, and stirrer starts
again at 8 min.

5. Conclusions

Transmission-mode USCT was examined for industrial process monitoring. The ex-
periments were designed in such a way that enables critical evaluation of the USCT and its
usability for process monitoring and potentially for process control. For transmission USCT,
we implemented both time-of-flight, allowing speed-of-sound imaging, and amplitude
attenuation imaging. Although we mostly showed the time-of-flight data, the amplitude
attenuation was also examined and provided similar or, in some cases, complementary
information on the state of the process. The major events on the process, such as feeding,
and switching on and off the pumps and the stirrer, could be seen in the data. These
indicators could be integrated into the process and be used for process malfunction. CO2
capturing via reactive crystallization is becoming a new tool to reduce the negative environ-
mental impact of CO2, helping in net-zero targets. There is clear indication that the USCT
tool can be used to monitor such a process noninvasively and could then become a practical
tool to process design that can maximize the overall process yield contributing to affordable
carbon capture and carbon reduction. To develop a complete understanding of a complex
industrial process, such as carbon capture experiments, it is likely that a multi-modality
sensing and imaging approach will be required. In such a multimodality imaging setup,
the data-rich USCT is likely to play a vital role. The work of this paper demonstrates that



Sensors 2021, 21, 6995 19 of 21

USCT is a very attractive and proven tool to many industrial applications. Hopefully, this
work will stimulate further commercial exploitation of the USCT technology.

Author Contributions: Methodology and initial idea, M.S. and T.K.; software development and
analysis, M.S., S.A. and P.K.; supervision, M.S., T.K. and T.R.; validation, S.A., T.K., M.S., P.K. and
T.R.; experimental design idea, T.K. and S.A.; data collection, T.R.; writing and editing, M.S., S.A., T.R.
and P.K.; read and reviewed by S.A., T.K., M.S., P.K. and T.R. All authors have read and agreed to the
published version of the manuscript.

Funding: This work was supported by the European Union’s Horizon 2020 research and innovation
programme under the Marie Skłodowska-Curie Grant 764902.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Rymarczyk, T.; Kłosowski, G. Innovative methods of neural reconstruction for tomographic images in maintenance of tank

industrial reactors. Ekspolatacja I Niezawodn. Maint. Reliab. 2019, 21, 261–267. [CrossRef]
2. Mann, R.; Stanley, S.J.; Vlaev, D.; Wabö, E.; Primrose, K. Augmented-reality visualization of fluid mixing in stirred chemical

reactors using electrical resistance tomography (ERT). Process. Imaging Autom. Control 2001, 4188, 224.
3. Rao, G.; Aghajanian, S.; Koiranen, T.; Wajman, R.; Jackowska-Strumiłło, L. Process Monitoring of Antisolvent Based Crystallization

in Low Conductivity Solutions Using Electrical Impedance Spectroscopy and 2-D Electrical Resistance Tomography. Appl. Sci.
2020, 10, 3903. [CrossRef]

4. Bolton, G.T.; Primrose, K.M. An overview of electrical tomographic measurements in pharmaceutical and related application
areas. AAPS PharmSciTech 2005, 6, E137–E143. [CrossRef] [PubMed]

5. Stanley, S. Tomographic imaging during reactive precipitation in a stirred vessel: Mixing with chemical reaction. Chem. Eng. Sci.
2006, 61, 7850–7863. [CrossRef]

6. Sharifi, M.; Young, B. Electrical Resistance Tomography (ERT) applications to Chemical Engineering. Chem. Eng. Res. Des. 2013,
91, 1625–1645. [CrossRef]

7. Wei, K.-Y.; Qiu, C.-H.; Primrose, K. Super-sensing technology: Industrial applications and future challenges of electrical
tomography. Philos. Trans. R. Soc. A Math. Phys. Eng. Sci. 2016, 374, 20150328. [CrossRef]

8. Movafagh, H.; Turcotte, G.; Ein-Mozaffari, F. Using tomography images to study the mixing of wheat straw slurries. Biofuels 2016,
7, 365–375. [CrossRef]

9. Schlaberg, H.I.; Podd, F.J.W.; Hoyle, B.S. Ultrasound process tomography system for hydrocyclones. Ultrasonics 2000, 38, 813–816.
[CrossRef]

10. Laari, A.; Koiranen, T.; Vauhkonen, M.; González, G.; Gradov, D.V. Experimental and Numerical Study of Multiphase Mixing
Hydrodynamics in Batch Stirred Tank Applied to Ammoniacal Thiosulphate Leaching of Gold. J. Chem. Eng. Process Technol.
2007, 8, 1–17.

11. Bamberger, J.A.; Greenwood, M.S. Using ultrasonic attenuation to monitor slurry mixing in real time. Ultrasonics 2004, 42, 145–148.
[CrossRef]

12. Sholl, D.S.; Lively, R.P. Seven chemical separations to change the world. Nature 2016, 532, 435–437. [CrossRef]
13. Barrett, M.; O’Grady, D.; Casey, E.; Glennon, B. The role of meso-mixing in anti-solvent crystallization processes. Chem. Eng. Sci.

2011, 66, 2523–2534. [CrossRef]
14. Simone, E.; Saleemi, A.; Nagy, Z. Application of quantitative Raman spectroscopy for the monitoring of polymorphic trans-

formation in crystallization processes using a good calibration practice procedure. Chem. Eng. Res. Des. 2014, 92, 594–611.
[CrossRef]

15. Hu, Y.; Liang, J.K.; Myerson, A.S.; Taylor, L.S. Crystallization Monitoring by Raman Spectroscopy: Simultaneous Measurement
of Desupersaturation Profile and Polymorphic Form in Flufenamic Acid Systems. Ind. Eng. Chem. Res. 2004, 44, 1233–1240.
[CrossRef]

16. Hipp, A.K.; Walker, B.; Mazzotti, M.; Morbidelli, M. In-situ monitoring of batch crystallization by ultrasound spectroscopy. Ind.
Eng. Chem. Res. 2000, 39, 783–789. [CrossRef]

17. Povey, M.J.W. Ultrasound particle sizing: A review. Particuology 2013, 11, 135–147. [CrossRef]
18. Mcclements, D.J. Ultrasonic Measurements in Particle Size Analysis. In Encyclopedia of Analytical Chemistry; John Wiley & Sons:

Chichester, UK; pp. 1–8.
19. Fevotte, G.; Gherras, N. Acoustic Emission: A new in-line and non-intrusive sensor for monitoring batch solution crystallization

operations. IFAC Proc. Vol. 2012, 45, 178–185. [CrossRef]

http://doi.org/10.17531/ein.2019.2.10
http://doi.org/10.3390/app10113903
http://doi.org/10.1208/pt060221
http://www.ncbi.nlm.nih.gov/pubmed/16353970
http://doi.org/10.1016/j.ces.2006.09.029
http://doi.org/10.1016/j.cherd.2013.05.026
http://doi.org/10.1098/rsta.2015.0328
http://doi.org/10.1080/17597269.2015.1138038
http://doi.org/10.1016/S0041-624X(99)00189-4
http://doi.org/10.1016/j.ultras.2004.02.016
http://doi.org/10.1038/532435a
http://doi.org/10.1016/j.ces.2011.02.042
http://doi.org/10.1016/j.cherd.2013.11.004
http://doi.org/10.1021/ie049745u
http://doi.org/10.1021/ie990448c
http://doi.org/10.1016/j.partic.2012.05.010
http://doi.org/10.3182/20120710-4-SG-2026.00190


Sensors 2021, 21, 6995 20 of 21

20. Frohberg, P.; Ulrich, J. Single-Frequency Ultrasonic Crystallization Monitoring (UCM): Innovative Technique for In-Line Analyzing
of Industrial Crystallization Processes. Org. Process. Res. Dev. 2015, 19, 84–88. [CrossRef]

21. Kim, W.-S.; Tarbell, J.M. Micromixing effects on barium sulfate precipitation in an MSMPR reactor. Chem. Eng. Commun. 1996,
146, 33–56. [CrossRef]

22. Torbacke, M.; Rasmuson, Å.C. Mesomixing in semi-batch reaction crystallization and influence of reactor size. AIChE J. 2004, 50,
3107–3119. [CrossRef]

23. Gradov, D.V.; González, G.; Vauhkonen, M.; Laari, A.; Koiranen, T. Experimental investigation of reagent feeding point location
in a semi-batch precipitation process. Chem. Eng. Sci. 2018, 190, 361–369. [CrossRef]

24. Öner, M.; Montes, F.C.; Ståhlberg, T.; Stocks, S.M.; Bajtner, J.E.; Sin, G. Comprehensive evaluation of a data driven control strategy:
Experimental application to a pharmaceutical crystallization process. Chem. Eng. Res. Des. 2020, 163, 248–261. [CrossRef]

25. Polacci, M.; Arzilli, F.; La Spina, G.; Le Gall, N.; Cai, B.; Hartley, M.E.; Di Genova, D.; Vo, N.T.; Nonni, S.; Atwood, R.C.; et al.
Crystallisation in basaltic magmas revealed via in situ 4D synchrotron X-ray microtomography. Sci. Rep. 2018, 8, 8377. [CrossRef]
[PubMed]

26. Vancleef, A.; Maes, D.; Van Gerven, T.; Thomassen, L.C.; Braeken, L. Flow-through microscopy and image analysis for crystalliza-
tion processes. Chem. Eng. Sci. 2022, 248, 117067. [CrossRef]

27. Jacques, S.D.M.; Pile, K.; Barnes, P.; Lai, X.; Roberts, K.J.; Williams, R.A. An In-Situ Synchrotron X-ray Diffraction Tomography
Study of Crystallization and Preferred Crystal Orientation in a Stirred Reactor. Cryst. Growth Des. 2005, 5, 395–397. [CrossRef]

28. Ricard, F.; Brechtelsbauer, C.; Xu, X.Y.; Lawrence, C.J. Monitoring of multiphase pharmaceutical processes using electrical
resistance tomography. Chem. Eng. Res. Des. 2005, 83, 794–805. [CrossRef]

29. Rao, G.; Jackowska-strumiłło, L. Application of the 2D-ERT to evaluate phantom circumscribed regions in various sucrose
solution concentrations. In Proceedings of the 2019 International Interdisciplinary PhD Workshop (IIPhDW), Wismar, Germany,
15–17 May 2019; pp. 2–6.

30. Primrose, K.M. Applications of electrical tomography to improve the performance of crystallization, precipitation and mixing
processes. J. S. Afr. Inst. Min. Metall. 2008, 108, 591–596.

31. Wajman, R.; Banasiak, R.; Mazurkiewicz, L.; Dyakowski, T.; Sankowski, D. Spatial imaging with 3D capacitance measurements.
Meas. Sci. Technol. 2006, 17, 2113–2118. [CrossRef]

32. Koulountzios, P.; Rymarczyk, T.; Soleimani, M. Ultrasonic Time-of-Flight Computed Tomography for Investigation of Batch
Crystallisation Processes. Sensors 2021, 21, 639. [CrossRef]

33. Cuéllar-Franca, R.M.; Azapagic, A. Carbon capture, storage and utilisation technologies: A critical analysis and comparison of
their life cycle environmental impacts. J. CO2 Util. 2015, 9, 82–102. [CrossRef]

34. Duric, N.; Littrup, P.; Roy, O.; Li, C.; Schmidt, S.; Cheng, X.; Janer, R. Clinical breast imaging with ultrasound tomography:
A description of the SoftVue system. J. Acoust. Soc. Am. 2014, 135, 2155. [CrossRef]

35. de Hoop, M.V.; van der Hilst, R.D. On sensitivity kernels for ‘wave-equation’ transmission tomography. Geophys. J. Int. 2005, 160,
621–633. [CrossRef]

36. Roecker, S.; Baker, B.; McLaughlin, J. A finite-difference algorithm for full waveform teleseismic tomography. Geophys. J. Int. 2010,
181, 1017–1040. [CrossRef]

37. Koulountzios, P.; Rymarczyk, T.; Soleimani, M. A triple-modality ultrasound computed tomography based on full-waveform
data for industrial processes. IEEE Sens. J. 2021, 21, 20896–20909. [CrossRef]

38. Grubbs, F.E. Procedures for detecting outlying observations in samples. Technometrics 1969, 11, 1–21. [CrossRef]
39. Koulountzios, P.; Rymarczyk, T.; Soleimani, M. A Quantitative Ultrasonic Travel-Time Tomography to Investigate Liquid

Elaborations in Industrial Processes. Sensors 2019, 19, 5117. [CrossRef]
40. Koulountzios, P.; Rymarczyk, T.; Soleimani, M. Handwriting with Sound-Speed Imaging Using Ultrasound Computed Tomogra-

phy. IEEE Sens. Lett. 2021, 5, 1–3. [CrossRef]
41. Liva, M.P.; Herraiz, J.L.; Udias, J.; Miller, E.; Cox, B.; Treeby, B. Time domain reconstruction of sound speed and attenuation in

ultrasound computed tomography using full wave inversiona. J. Acoust. Soc. Am. 2017, 141, 1595–1604. [CrossRef]
42. Jensen, J.M.; Jacobsen, B.H.; Christensen-Dalsgaard, J. Sensitivity kernels for time-distance inversion. Sol. Phys. 2000, 192, 231–239.

[CrossRef]
43. Buursink, M.L.; Johnson, T.C.; Routh, P.S.; Knoll, M.D. Crosshole radar velocity tomography with finite-frequency Fresnel volume

sensitivities. Geophys. J. Int. 2008, 172, 1–17. [CrossRef]
44. Hansen, T.M.; Cordua, K.S.; Looms, M.C.; Mosegaard, K. SIPPI: A Matlab toolbox for sampling the solution to inverse problems

with complex prior information: Part 1-Methodology. Comput. Geosci. 2013, 52, 470–480. [CrossRef]
45. Li, F.; Abascal, J.F.P.J.; Desco, M.; Soleimani, M. Total variation regularization with split bregman-based method in magnetic

induction tomography using experimental data. IEEE Sens. J. 2017, 17, 976–985. [CrossRef]
46. Wöckel, S.; Hempel, U.; Weser, R.; Wessely, B.; Auge, J. Particle characterization in highly concentrated suspensions by ultrasound

scattering m hod. Sens. Actuators A Phys. 2012, 47, 582–585.
47. Ali, S.; Bandyopadhyay, R. Use of Ultrasound Attenuation Spectroscopy to Determine the Size Distribution of Clay Tactoids in

Aqueous Suspensions. Langmuir 2013, 29, 12663–12669. [CrossRef] [PubMed]
48. Aghajanian, S.; Nieminen, H.; Laari, A.; Koiranen, T. Integration of a calcium carbonate crystallization process and membrane

contactor–based CO2 capture. Sep. Purif. Technol. 2021, 274, 119043. [CrossRef]

http://doi.org/10.1021/op400362f
http://doi.org/10.1080/00986449608936480
http://doi.org/10.1002/aic.10213
http://doi.org/10.1016/j.ces.2018.06.042
http://doi.org/10.1016/j.cherd.2020.08.032
http://doi.org/10.1038/s41598-018-26644-6
http://www.ncbi.nlm.nih.gov/pubmed/29849174
http://doi.org/10.1016/j.ces.2021.117067
http://doi.org/10.1021/cg0497288
http://doi.org/10.1205/cherd.04324
http://doi.org/10.1088/0957-0233/17/8/009
http://doi.org/10.3390/s21020639
http://doi.org/10.1016/j.jcou.2014.12.001
http://doi.org/10.1121/1.4876990
http://doi.org/10.1111/j.1365-246X.2004.02509.x
http://doi.org/10.1111/j.1365-246X.2010.04553.x
http://doi.org/10.1109/JSEN.2021.3100391
http://doi.org/10.1080/00401706.1969.10490657
http://doi.org/10.3390/s19235117
http://doi.org/10.1109/LSENS.2021.3109152
http://doi.org/10.1121/1.4976688
http://doi.org/10.1023/A:1005238600080
http://doi.org/10.1111/j.1365-246X.2007.03589.x
http://doi.org/10.1016/j.cageo.2012.09.004
http://doi.org/10.1109/JSEN.2016.2637411
http://doi.org/10.1021/la402478h
http://www.ncbi.nlm.nih.gov/pubmed/24083629
http://doi.org/10.1016/j.seppur.2021.119043


Sensors 2021, 21, 6995 21 of 21

49. Shen, Q.; Wei, H.; Zhou, Y.; Huang, Y.; Yang, H.; Wang, D.; Xu, D. Properties of amorphous calcium carbonate and the template
action of vaterite spheres. J. Phys. Chem. B 2006, 110, 2994–3000. [CrossRef]

50. Lassin, A.; Andre, L.; Devau, N.; Lach, A.; Beuvier, T.; Gibaud, A.; Gaboreau, S.; Azaroual, M. Dynamics of calcium carbonate
formation: Geochemical modeling of a two-step mechanism. Geochim. Cosmochim. Acta 2018, 240, 236–254. [CrossRef]

51. Gebauer, D.; Völkel, A.; Cölfen, H. Stable Prenucleation Calcium Carbonate Clusters. Science 2008, 322, 1819–1822. [CrossRef]

http://doi.org/10.1021/jp055063o
http://doi.org/10.1016/j.gca.2018.08.033
http://doi.org/10.1126/science.1164271

	Introduction 
	USCT System and Method 
	The USCT Hardware 
	Image Reconstruction 

	CaCO3 Crystallization Setup and Process Description 
	Results and Discussion 
	Particle Beads Detection by Ultrasound Tomography 
	Characterizing CaCO3 Solid Particles Distribution by USCT 
	Reactive Crystallization Monitoring by USCT 

	Conclusions 
	References

