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Abstract: Rapid urbanization has made urban space thermal environment (USTE) problems increas-
ingly prominent. USTE research is important for improving urban ecological environment and
building energy consumption. Most studies on USTE research progress have focused on meteorologi-
cal observations and remote sensing methods, and few studies on USTE are based on computational
fluid dynamics (CFD). During the past two decades, with the increasing applications of CFD in USTE
research, comprehensively summarizing the phased results have become necessary tasks. This paper
analyzes the current research status of CFD-based USTE simulation from six perspectives. First, we
summarize the current research status of USTE simulation with CFD models that integrate ground
observations and remote sensing technology. Second, we define and classify the spatial scope of
CFD-based USTE simulations at different scales. Third, we systematically analyze the quantitative
relationships among urban land type, the underlying surface structure, water bodies, green space
and the corresponding changes in CFD-based USTE simulations. Fourth, we quantitatively analyze
the impact of anthropogenic heat in CFD-based USTE simulations. Fifth, we summarize the corre-
sponding USTE mitigation measures and methods based on the CFD simulation results. Finally, the
outlooks and the existing problems in current research on CFD simulations of the USTE are analyzed.

Keywords: computational fluid dynamics; urban space thermal environment; urban heat island;
urban landscape; remote sensing

1. Introduction

In recent years, with the acceleration of urbanization and the rapid development of
industry, populations have been migrating to cities [1], resulting in various urban ecologi-
cal and environmental problems [2]. Among them, the urban thermal environment has
become particularly prominent, attracting widespread attention from many scientists [3,4].
Urban thermal environment issues affect people’s living comfort, the urban climate, the
atmospheric environment, and biological habits, often lead to enhanced energy consump-
tion and greenhouse gas emissions, and increase the incidence and mortality of thermal
environment-related diseases [5].

The urban space thermal environment (USTE) is spatially expressed as the horizontal
and vertical distributions of the surface temperature and atmospheric temperature fields [6].
With the urban space temperature field as the core, the USTE is the physical environmental
system in which the underlying surface, atmospheric transmission and solar radiation
are influenced by humans and their interactions with nature [7–10]. The urban thermal
environment has significant impacts on the urban climate and micrometeorology; it is an
important indicator used to measure the state of the urban ecological environment, and
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its temporal and spatial evolution processes are closely related to societal and economic
activities [11,12]. Therefore, studying the USTE and spatially quantitatively analyzing the
distribution of the urban spatial temperature field, considering the effects of temporally
and spatially varying processes, is of great importance to urban ecological security and
sustainable development.

The current methods for quantitatively studying three-dimensional USTEs include
ground observation, remote sensing, and numerical simulation [13]. USTE research based
on ground observations has provided effective estimates of the distribution and spa-
tiotemporal dynamics of station temperatures at different time scales, but the spatial
representation of these discretely distributed weather stations is poor. Although USTE
research based on remote sensing can retrieve the surface temperature field and the sur-
face ecological parameters, the heat transfer among different underlying surfaces is not
considered. Numerical simulation can be used for the three-dimensional simulation of
USTEs [5,14]. Computational fluid dynamics (CFD) is one of the most commonly used
numerical simulation methods and can be used to simulate the motion of turbulent fluids.
Combining the advantages of fluid mechanics and heat transfer, CFD can simulate the
physical processes of heat conduction and heat convection among underlying surfaces in a
city at a fine scale [15].

Recently, CFD technology has been effectively applied for quantitative research and
simulations of USTEs. The literature from the past two decades demonstrates the con-
siderable progress that has been made by many scientists, who have obtained valuable
results [15]. From the perspective of the currently published literature, the word cloud
diagram shown in Figure 1 was obtained by counting the keywords in studies that used
CFD technology to study USTEs. From Figure 1, most researchers of the thermal envi-
ronment focused on mitigation measures and simulated the thermal environment with
CFD technology; additionally, the relationship between the urban landscape and the USTE
was often considered, and USTEs were often evaluated at the block scale or mesoscale by
combining CFD and remote sensing technology.
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However, few studies have summarized the current status of research on the urban
thermal environment based on CFD methods or the integration of CFD and remote sensing.
Therefore, a timely review of research on CFD simulations of the USTE is valuable for
further understanding the mechanisms of the USTE, improving urban planning and design,
mitigating negative changes to the urban thermal environment, and quantitatively eval-
uating the urban thermal environment and human comfort levels. Thus, we summarize
the current research status of CFD-based urban thermal environment problems over the
past two decades, the related methods of USTE monitoring based on CFD models, the
influential factors and corresponding relationship between CFD and the USTE, and the
progress achieved with USTE mitigation measures. Future research directions and research
focuses based on CFD methods are proposed.
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2. CFD-Based Simulation Method for the USTE

CFD simulations of the thermal environment are based on computational numerical
simulation theory and methods. Numerical simulation methods mainly include the finite
difference method, finite element method, boundary element method, and finite volume
method. Simulations of the USTE mainly use the finite element analysis method to solve
fluid mechanics models, thereby simulating the spatial thermal environment.

Based on whether this method is combined with other technologies and whether
the simulation results are validated or not, this field of research is assessed from four
perspectives in this section. First, we introduce the definition of CFD numerical simulation
and the corresponding software. Second, we classify and introduce the CFD numerical
simulation methods applied to the spatial thermal environment. Third, studies that have
verified CFD simulation results based on ground observation data are summarized. Finally,
research on CFD coupled with remote sensing, geographic information, laser scanning and
other technologies to simulate the spatial thermal environment is summarized.

2.1. Definition of CFD-Based USTE Simulation

CFD lies at the intersection of modern fluid mechanics, numerical mathematics and
computer science. Computers are used as tools, and various discretized mathematical
methods are applied to perform numerical experiments, computer simulations and analy-
ses to address various problems in fluid mechanics. CFD encompasses a variety of practical
turbulence models, which can be applied to complex flow simulations in different fields.
Three-dimensional mathematical models of certain areas can be established to simulate the
USTE, and the airflow in this region can be numerically calculated. After establishing the
input variables (e.g., climate boundary conditions and urban surface boundary conditions)
and the system structure and characteristics (including control equations, discrete equa-
tions, and convergence conditions), the target variables (e.g., microclimate parameters, such
as wind, temperature, humidity, and atmospheric pollution parameters) are calculated and
output. Therefore, CFD has become an important approach for many researchers to obtain
three-dimensional temperature fields [16]. However, the accuracy of CFD models is often
limited, and verification of the simulation results can be difficult because the accuracy of the
results mainly depends on the CFD parameter settings and the choice of turbulence model.

2.2. Introduction of CFD-Based USTE Simulation Software

The software packages currently used to simulate the USTE mainly include CFD series,
ENVI-Met, AUSSSM TOOL, 3D-CAD [17], OpenFOAM, and DUTE. These packages are
all suitable for simulation-based research on complex problems involving fluid flow and
heat transfer [17,18]. However, the methods and models used in these packages are differ-
ent. Generally, numerical simulation methods can be divided into distributed parameter
methods and lumped parameter methods. Distributed parameter methods are developed
based on CFD models. Through CFD theory, convection, heat conduction and radiation
heat transfer in a residential area are coupled to perform thermal environment calculations
in a residential area. Lumped parameter methods are simplified analysis methods that
ignore the internal thermal resistance of objects. Most related studies have focused on
analyses of the heat balance around buildings and the heat transfer process by simplifying
the consideration of the influence of flow on heat transfer. The lumped parameter approach
considers the internal temperature of an object to be independent of its spatial position
and only a function of time. Common lumped parameter calculation models include the
one-dimensional energy balance model, interconnected energy balance model, two- and
three-dimensional dynamics models, cluster thermal time constant (CTTC) model [19–21],
surface thermal time constant (STTC) model and the corresponding improved models. The
main focus of lumped parameter methods is the airflow around a building. A building
is regarded as an object with no internal temperature difference, which simplifies the
influence of air flow on heat transfer. Thus, the corresponding heat balance and the average
temperature over time can be calculated and analyzed.
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Other CFD software packages include ANSYS Fluent, PHOENICS, ENVI-Met, CFX,
Star-CD, and Star-CCM. CFD technology has the unique advantages of low cost and rela-
tively fast speed, and all types of data can be considered; additionally, various working
conditions can be simulated, and CFD models have high potential for use in sustainable
design. With CFD technology, convection, heat conduction and radiation heat transfer
in the spatial thermal environment in a residential area can be coupled, and the thermal
environment in a residential area can be predicted. ANSYS Fluent adopts a finite vol-
ume numerical simulation method, which can achieve high convergence accuracy in the
simulation of structured grids and unstructured grids [22].

ENVI-met is a three-dimensional microclimate model based on CFD and thermody-
namics and was developed by Michael Bruse, University of Mainz, Germany. This software
can simulate processes such as air flow around a building, heat and water vapor exchange
on the ground and at a building surface, turbulence, heat and moisture exchange between
plants and the surrounding environment, bioclimatology, and particle diffusion. During
the simulation process, ENVI-met fully considers the instability of the outdoor microcli-
mate [18]. However, the software adopts a simplified radiation calculation method, which
requires an unsteady solution of the air flow field and many calculations. Consequently,
it is difficult to optimize the analysis of blocks with complex building structures, so the
turbulence model used is most suitable for the analysis of medium- to large-scale USTEs.

Ecotect is an ecological building design software that was developed by Square One
in the UK [23]; it is mainly used in the program design stage and provides six powerful
analysis functions: thermal environment, light environment, acoustic environment, sun-
shine, economic and environmental impact, and visibility functions. In addition, Ecotect
includes a visual weather data analysis module, which includes the main factors that
influence the architectural design. In the process of building plan design, Ecotect can be
used to accurately and quantitatively analyze the results of shading, ventilation and energy
consumption, and provide a quantitative basis for building design and energy savings.
However, this software is mostly used for indoor thermal environment analysis, and it can
calculate the temporal changes in the average indoor temperature but cannot simulate the
three-dimensional spatial distribution of the temperature.

AUSSSM TOOL software originated from a revised template model (revised-AUSSSM)
for the synchronous simulation of buildings, cities, and underlying surfaces [24]. At present,
the software includes a user graphical interface function. The purpose of AUSSSM TOOL
software is to determine various parameters in the urban boundary layer structure, such
as the air temperature, heat consumption of an air conditioning system, and energy heat
balance. These parameters can be used to evaluate the urban heat island effect, but at
present, this program can simulate only the surface temperature of a block and not the
air temperature.

Thermal design tools based on 3D-CAD can simulate the thermal balance of urban
surfaces [17]. The advantage lies in considering the actual design of a space, which may
include buildings, the ground surface and greenery. Users can obtain the simulated
temperature of each modeled building and the ground area of specific buildings, districts,
or even entire cities through calculations. To date, this software has not been effectively
used to simulate and predict local air temperature and humidity.

DUTE (Design Urban Thermal Environment) software is an auxiliary design analysis
tool for the urban residential area thermal environment and was developed by South China
University of Technology based on the CTTC model [21]. The CTTC model is based on
the heat budget of a building complex, and it is simple, effective, and suitable for the
prediction and evaluation of the building thermal environment in the engineering field.
DUTE is mainly used in urban planning and design, planning management, architectural
design, real estate development and other fields; it can be used to quickly analyze the
thermal environment in residential areas and assist in urban planning and architectural
design. Moreover, this model provides a quantitative indicator for improving the thermal
environment in urban residential areas, ensuring the comfort and safety of the thermal
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environment in residential areas, improving people’s quality of life and reducing building
energy consumption.

At present, two CFD numerical simulation methods, ANYSYS Fluent and ENVI-Met,
are widely used by researchers as the main research methods of urban space thermal
environment. Bouzuidja et al. (2021) described the difference between the methods of
numerical simulation in the two types of software [25]. We have summarized the main char-
acteristics and different application fields of these methods, as shown in Table 1. According
to the literature on the CFD methods used to simulate the spatial thermal environment, we
performed a quantitative statistical analysis of different CFD software packages and k-ε
turbulence models (as shown in Figure 2). We found that the software most used by re-
searchers is ANSYS Fluent, followed by Phoenics. Among the different turbulence models,
the standard k-ε model is most commonly used, accounting for approximately 45.7% of all
use instances, and the realizable k-ε model and the RNG k-ε model are equally used.

Table 1. The characteristics of ANSYS fluent and Envi-met for simulation of USTE and their merits and disadvantages.

Main Software Disadvantages Merits Application Scale

ANSYS Fluent

1. Many more types of datasets
are required, and the setting
method for vegetation is more
complicated. Users are needed to
define the vegetation model and
its functions.
2. High requirements for
numerical methods and fluid
mechanics knowledge. The model
and grid processing need to
balance the calculation ability and
calculation efficiency of computer.
3. CFD simulation requires
high-resolution urban geometric
models, knowledge of boundary
conditions and sufficient
computing resources.
4. Complex 3D cases require a
higher level of CPU and computer
resources to run, and it needs to
be used by trained professionals.

1. It provides a variety of airflow
turbulence models.
2. It can achieve most of the needs
in micro-scale and block-scale
research.
3. It is basically suitable for fluid
mechanics problems coupled with
heat and radiation transmission.

Small scale or block scale

ENVI-Met

1. Mutual reflection is not
considered when calculating
short-wave radiation; while
long-wave radiation takes into
account the average temperature.
Therefore, it is difficult to assess
the local effects of surface
temperature changes
(Lauzet et al., 2019) [26].
2. There are stability problems
when simulating curved urban
canyons or adjacent communities.
3. The use of software is not
provided for free. According to
different uses (such as education,
research or industry) there are
different prices.
4. Only one turbulence model
Yamada and Mellor E-ε (Yamada
and Mellor, 1975) [27] is provided
(Toparlar et al., 2017) [13].

1. Mainly used for the simulation
of urban space thermal
environment at medium and
macro scale (including urban
scales).
2. Almost all meteorological
parameters (including
temperature, relative humidity,
wind speed and solar radiation)
can be predicted.
3. Simulate and predict complex
surface vegetation-air interactions
in urban environments.

Mid/macro-scale or urban
scale
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2.3. CFD Numerical Simulation Models

Numerical simulation methods based on fluid dynamics are mainly divided into
three types: direct numerical simulation (DNS), Reynolds-averaged Navier-Stokes (RANS)
simulation and large eddy simulation (LES). DNS requires many calculations, and it is
relatively difficult to apply in large-scale simulation research [17,21–23]. In high-Reynolds-
number fluid flow problems and wall turbulence fluid flow problems, the LES method is
limited because it requires hardware with a large computing capacity. Therefore, the RANS
method is one of the most commonly used methods in USTE simulation research [18].

The simulation theory based on the RANS method is also called turbulence mode
theory. The NS equation in the RANS model is the governing equation for the average
variable of the flow field. The RANS method provides only average information on
turbulence, and it can transform a turbulence problem involving unsteady flow into a
steady problem for analysis. In this transformation, there will be more unknown parameters
than the number of governing equations. Therefore, supplementary equations need to be
added to obtain a solution.

According to the number of variables used in the calculation or the number of sup-
plementary equations, the common turbulence models can be divided into zero-equation
models (algebraic models), one-equation models and two-equation models. Among them,
the k-ε two-equation model is the most used. With the development of the RANS model,
the k-ε two-equation model is divided into the standard k-ε model [28], RNG k-ε model [29]
and realizable k-ε model [30]. The differences among, and usage of, these three k-ε models
are listed in Table 2.

Table 2. Differences among and usage of different K-εmodels.

k-ε Models Difference and Usage

Standard k-ε

This model is relatively widely applied, and relatively few
calculations are needed. The simulation effect is poor for complex
flows, such as in large-curvature, strong-pressure-gradient, and
swirling problems. The standard κ-εmodel assumes that the flow
is completely turbulent and that the influence of molecular
viscosity can be ignored; therefore, it is only suitable for the
simulation of completely turbulent flow processes [28].

RNG k-ε

This model can be used to simulate moderate -complexity flows,
such as jet impingement, separation flow, secondary flow, and
swirl flow. The RNG k-ε model assumes that the vortex viscosity
is isotropic [29].
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Table 2. Cont.

k-ε Models Difference and Usage

Realizable k-ε

This model is almost the same as the RNG k-ε model and can also
be used to simulate the circular hole jet problem. The prediction
of the divergence ratio of flat and cylindrical jets is more accurate
with this model than with the RNG model. Additionally, this
model yields good performance in the simulation of rotating flow,
boundary layer flow with a strong reverse pressure gradient, flow
separation and secondary flow [30].

• Standard k-ε model:

cµ= 0.09; δk= 1.0; δε= 1.3; c1ε= 1.44; c2ε = 1.92 (1)

Turbulent kinetic energy k:

∂

∂t
(ρk) +

∂

∂xi
(ρkui) =

∂

∂xj
[

(
µ +

µt

δk

)
∂k
∂xj

] + Gk + Gb − ρε + Sk (2)

Turbulence dissipation rate ε:

∂

∂t
(ρε) +

∂

∂xi
(ρεui) =

∂

∂xj

[(
µ +

µt

δk

)
∂ε

∂xj

]
+ G1ε

ε

k
(Gk + C3εGb)− C2ερ

ε2

k
+ Sε (3)

• RNG k-ε model:

cµ= 0.0845; c1ε= 1.42; c2ε= 1.68; αk = 1.39; αε = 1.39 (4)

Turbulent kinetic energy k:

∂

∂t
(ρk) +

∂

∂xi
(ρkui) =

∂

∂xj

(
αkµe f f

∂k
∂xj

)
+ Gk + Gb − ρε + Sk (5)

Turbulence dissipation rate ε:

∂

∂t
(ρε) +

∂

∂xi
(ρεui) =

∂

∂xj

(
αεµe f f

∂ε

∂xj

)
+ G1ε

ε

k
(Gk + C3εGb)− C2ερ

ε2

k
− Rε + Sε (6)

• Realizable k-ε model:

C1ε= 1.44; C2 = 1.9; δk = 1.0; δε = 1.2 (7)

Turbulent kinetic energy k:

∂

∂t
(ρk) +

∂

∂xi
(ρkui) =

∂

∂xj
[

(
µ +

µt

δk

)
∂k
∂xj

] + Gk + Gb − ρε + Sk (8)

Turbulence dissipation rate ε:

∂

∂t
(ρε) +

∂

∂xi
(ρεui) =

∂

∂xj

[(
µ +

µt

δk

)
∂ε

∂xj

]
+ ρC1Sε− ρC2

ε2

k +
√

ϑε
+ G1ε

ε

k
C3εGb + Sε (9)

RANS can quickly simulate the flow performance characteristics of a fluid, such as
the average velocity field, average scalar field and average force of turbulence. However,
when the flow field contains a large-scale, unsteady vortex structure, the model struggles
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to converge and may not accurately simulate the flow field structure. Thus, more powerful
calculation capabilities are required [31]. Kim et al. (2000) used three different k-ε turbulence
models based on the RANS equation to simulate the wind field at Mount Askervein [32].
Compared with the standard k-ε and realizable k-ε models, the RNG k-ε turbulence model
can more accurately calculate the average velocity and turbulence. The study by Li et al.
(2006) showed that the realizable k-ε scheme is more effective than other schemes in
simulating the atmospheric processes around complex terrain [33]. Antoniou et al. (2017)
used LES k-ε and RANS k-ε models to simulate outdoor wind fields in complex, dense
urban areas [34]. The results showed that the LES model could accurately predict the
average wind speed and turbulence intensity in complex urban areas. Compared with the
LES method, the RANS model yielded a 52% deviation.

In recent years, many scholars have begun to couple RANS and LES models to study
complex turbulence problems [30,35–37]. In different study areas, RANS and LES methods
are used for simulation to balance the calculation cost and simulation accuracy. However,
this coupling approach has many problems when dealing with a wide range of complex
flow scenarios [38]. According to many previous studies, the RANS model is characterized
by poor universality, therefore, appropriate turbulence models should be selected for
different research problems.

At present, many scientists have begun to couple CFD models and other models to
perform simulation research on the thermal environment of urban buildings. Refs. [18,39]
coupled CFD methods and building energy models (BEMs) to study the urban heat island
effect at the block scale. The initial temperature of buildings was obtained through BEM
simulations. Then, these results were used as the boundary conditions in CFD simulations.
Based on the CFD model applied, the heat flow distribution was simulated for different
geometric characteristics and architectural forms.

2.4. Using CFD to Simulate the USTE Based on Ground Observations

Early research on the heat island effect was mainly obtained through ground observa-
tions at meteorological stations. Lake Howard (1818) assessed the difference in temperature
between urban and suburban areas in London through field observations, and first identi-
fied the urban heat island effect. The parameters measured on site mainly included surface
temperature, air temperature, wind speed, humidity, and other parameters. Since then,
with the development of ground observation methods, various sensors have been installed
on mobile collection vehicles and airplanes to obtain thermal environment data, such as
temperature, humidity, and wind speed, at different locations [40]. Johansson (2006) used
a fixed weather station in the old and new cities of Fez, Morocco to conduct long-term
monitoring of sites with different geometric characteristics. Short-term measurements
were performed at 10 other locations to capture the spatial characteristics of the urban
climate [41]. Klemm et al. (2015) used mobile stations installed on bicycles to collect data
by cycling on nine streets in Utrecht, the Netherlands. The collected data was used to
evaluate the physical and psychological effects of street greening on the outdoor thermal
comfort of pedestrians [42]. Although the accuracy of meteorological observation data and
on-site measured data is relatively high, meteorological stations and measurement points
are limited in number, unevenly distributed, and spatially discrete. Thus, the regional
representativeness of recorded data is relatively poor. In addition, the field measurement
method is easily influenced by weather and human factors, which affect the accuracy of
the data [41].

Few studies have simulated and studied the thermal environment based solely on
on-site measured data. Typically, measured data are used to provide boundary conditions
for numerical simulation studies or to validate the results of simulations and estimate the
simulation accuracy [42–44]. Antoniou et al. (2019) simulated air temperature, surface tem-
perature, and wind speed based on CFD methods and validated the simulation results with
field-measured data. The simulation results exhibited good performance and high accuracy.
The temperature deviation was ±1.35 ◦C, the wind speed deviation was ±0.57 m/s, and
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the surface temperature was ±2.31 ◦C [44]. Toparlar et al. (2015) used a CFD model to
simulate the land surface thermal environment in a district of Rotterdam. A comparative
analysis of the surface temperature retrieved from satellite image data and the results
of the CFD simulation revealed that the deviation between the simulated and retrieved
urban surface temperatures was 7.9% [45]. Fatima et al. (2017) simulated the temperature
and wind field with a CFD approach and performed a comparative analysis based on a
field measurement dataset. The average temperature deviation was 11%, and the average
wind speed deviation was 19% [46]. These results indicated that the distribution of and
changes in the urban space thermal and wind environment were predicted with high
accuracy based on the CFD model. We calculated the number of previous CFD-based ther-
mal environment studies that integrated field measurements and meteorological station
observation data over the past two decades, as shown in Figure 3. Figure 3 shows that
in early studies, the accuracy of the CFD simulation results was not evaluated, and the
models were not validated. These studies account for approximately 69.1% of the studies
identified. Approximately 30.9% of the studies conducted simulation result validation and
accuracy evaluation; this difference may be mainly attributed to the increased availability
of site data and field-measured data in recent years and the development of temperature
and wind sensor technology [44].
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2.5. USTE Simulations Integrating CFD and Remote Sensing

With the continuous development of space technology, based on advanced tech-
nologies such as geographic information systems (GIS), global positioning systems (GPS),
remote sensing (RS), three-dimensional laser scanning, and aerial photography, it is possible
to accurately obtain surface ecological parameters, surface temperature field information,
and building geometric feature information over large areas [47–51]. If these data are com-
bined with CFD technology, the USTE can be accurately estimated (as shown in Table 3).
Table 3 shows some related studies that have used both CFD models and space technol-
ogy, including GIS, remote sensing, and lidar technology, to simulate the USTE or wind
field distribution.

Table 3. Combinations of CFD and space technologies applied to analyze USTEs.

Space Technology Content Typical Reference

GIS
Underlying surface and its classification Chen 2018; Hsieh 2016; Ashie 2009;

Hassan Radhi 2013
Wind corridor calculations Hsieh 2016

RS

Retrieval of urban ecological parameters
related to CFD modeling

Underly surface classification

Liu 2012; Li 2016; Chen 2018; Li 2008; Yi 2018;
Yazhou Zhang 2017

Land surface temperature (LST) determination
Block clustering based on LST

Du 2019; Antoniou 2019; Gülten 2016;
Synnefa 2011; Hedquist 2009

Lidar 3-D geometric modeling of buildings Li 2016; Ashie 2011; Maragkogiannis 2014
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The coupling of RS, GIS, lidar and other technologies with CFD can provide important
data for parameter optimization in CFD models, yield precise boundary input conditions,
support the accurate construction of 3D models, and substantiate the validation of CFD
simulated results; additionally, this approach provides an important platform for analyses
of the temporal and spatial changes in CFD simulation results [52–56] (as shown in Table 2).
Ashie et al. (2011) used GIS technology to obtain urban building characteristic parameters
and identify different types of land cover (concrete, asphalt, water, etc.), and lidar was
applied to measure the height of buildings. Then, the thermal environment in 23 different
urban areas in Tokyo and the spatial thermal environment distribution in the Tokyo Bay
area were simulated based on CFD [54]. Hedquist et al. (2009) used temperature and
humidity sensors to measure air temperature and relative air humidity, a FLIR SC640
thermal infrared camera to obtain object surface temperature information, a GPS to obtain
location data, and Google Earth real-time street images to conduct 3D urban modeling.
Then, the above information was input into a CFD model to simulate the distribution
of, and changes in, the spatial thermal environment in Phoenix, Arizona, USA, based on
different building exterior materials and different building layout conditions [40]. Some
scientists have used Landsat series satellite thermal infrared image data to retrieve urban
land surface temperature and perform patch clustering for the underlying surface, thus
providing boundary conditions for simulating the urban heat island effect based on CFD
models at the mesoscale to macroscale [56,57]. Hsieh (2016) used the frontal area index
(FAI) and least cost path (LCP) indexes combined with ArcGIS to perform calculations for
ventilation corridors in Tainan City, Taiwan Province, and they validated the results with
CFD simulations of the ventilation corridors and thermal environment distribution [53].
Maragkogiannis et al. (2014) used lidar scanning technology and an Optech-ILRIS 3D
scanner to build a 3D model of 1866 Square in Chania, Greece, and aerial remote sensing
images were used to identify different land types; then, the effects of streets on the thermal
environment were simulated with a CFD model [58]. In Nicosia, the capital of Cyprus,
Antoniou (2019) used an FLIR-P640 thermal camera installed on a helicopter to obtain the
surface temperature, an ultrasonic anemometer to measure wind speed, and an AT2 sensor
to measure the air temperature. Then, the above datasets were applied in a CFD model to
provide initial conditions for the simulation of the USTE [44].

It is worth noting that the above research only simply integrated remote sensing, GIS
and lidar technologies with CFD models and provided accurate initialization conditions
for CFD simulations of the USTE. With the development of high-resolution remote sensing
technology, how to deeply couple the abovementioned technologies with CFD models, im-
prove the use of multisource spatial data to quantitatively retrieve various urban ecological
parameters, and explore building geometric features and spatial position relationship data
are key problems that need to be resolved. These issues are important for the optimization
of CFD models, the simulation and verification of the USTE, accuracy assessments, and
analyses of USTE mechanisms.

3. CFD Simulations of USTE at Different Spatial Scales

Based on previous research, we divide CFD simulations of USTEs into three scales: the
microscale, block scale and macroscale [13]. CFD simulation research of single buildings
and indoor thermal environments corresponds to the microscale, and the associated study
areas are within a building footprint or inside the building. Study areas ranging from
100 m × 100 m to 2 km × 2 km correspond to the block scale. Study areas larger than
2 km × 2 km are defined as macroscale (see Figure 4). We performed a quantitative
statistical analysis and classification of the literature on CFD simulations of the USTE at
different scales in recent years (as shown in Figure 5). Many studies of the indoor thermal
environment and ventilation performance of single buildings have been performed based
on CFD; these studies were generally early among those identified and mainly focused on
the heating, ventilation and air conditioning (HVAC) field [59,60]. Simulations of thermal
environments and urban canyon wind environments at the community scale and block
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scale have increased rapidly in popularity over the past ten years [61]. The number of
thermal environment studies based on CFD at the macroscale has increased compared
to that ten years ago [62,63]. However, at the macroscale, some problems caused by the
complexity of the models used, boundary condition settings and model scale have not been
resolved. Therefore, the use of CFD for medium- and large-scale thermal environment
research is still in the preliminary stage of exploration.
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3.1. USTE Simulation at the Microscale

CFD has been used to simulate the thermal environment at the microscale, with a
typical focus on the wind-heat environment and comfort level of a single building or
building interior. The simulation results of the indoor thermal environment can be used
to guide the indoor energy supply and air-conditioning design parameters [64–68]. Most
studies in this area are focused on heating and cooling in the HVAC field and accordingly
adjusted the design parameters of air conditioners and the energy required for indoor
buildings [69]. Several years ago, scientists began to perform simulation studies of the
outdoor wind and heat environments of single buildings based on CFD. Albatayneh et al.
(2018) simulated the distribution of, and changes in, the external surface temperature of a
single building based on CFD in Perth, Australia, during the Spring Festival and Winter
Festival [70]. Hooff et al. (2017) focused on a single building as the research object and
simulated and compared the turbulent kinetic energy results obtained based on RANS, LES
and experimental methods; they found that the LES approach exhibited better performance
than the other two methods, but the calculation time was longer. The results also indicated
that the choice of model (RANS vs. LES) should be based on which parameter is the
target parameter, noting that the use of LES will result in an increase in the computational
demand [71].
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3.2. USTE Simulation at the Block Scale

Research on CFD simulations of urban thermal environments based at the block scale
with horizontal distances in the range of 200 m to 2 km has achieved valuable results [72,73].
Antoniou (2019) studied two typical urban thermal environment simulations at small and
moderate regional scales and urban canyon thermal environment simulations [44,73]. Most
previous CFD simulations at the block scale focused on streets, residential communities,
and urban central business districts. All these areas contain almost all the basic elements of
thermal environment research, including urban underlying surfaces with different physical
characteristics, buildings, sparse vegetation, and water bodies [43]. CFD-based USTE
research at the block scale has mainly focused on the following topics: (1) the influence and
mitigation effects of vegetation, water bodies and other factors, morphological changes
in these factors, and different spatial layouts on the thermal environment of local-scale
urban buildings [74–78]; (2) the quantitative relationship between the form and layout
of buildings or building groups and the local urban thermal environment [79]; (3) the
layout and design of urban ventilation corridors based on the simulation results of the
urban thermal environment at the block scale, as well as the planning of urban ventilation
corridors to mitigate the impact on the thermal environment [61,80]; and (4) the quantitative
relationship between the thermal environment and human thermal comfort indices [81].

3.3. USTE Simulation at the Macroscale

As the research scale has increased, the complexity of 3D modeling and CFD model
simulations has also increased. Simulating the USTE at a macroscale without considering
the scale of the model requires a huge amount of computer memory and high computing
power. Some details can be ignored when performing 3D modeling at a macroscale
compared to those at the microscale. Antoniou et al. (2019) simulated an area of 0.247 km2

in the city of Nicosia (the capital of Cyprus) in the middle of the Mediterranean; the
calculation area was 1700 m × 1700 m [44]. Ashie et al. (2011) simulated the temperature
and wind speed distributions in the coastal city of Tokyo under the influence of sea breezes;
the study area was 3300 m × 3300 m [54]. Li et al. (2008) used remote sensing technology
to optimize and modify the relevant parameters in CFD simulations and simulated the
distribution of the urban thermal environment in Wuhan city in summer and its relationship
with the main components of the underlying surface of the city, such as vegetation, water,
and buildings [57]. Du et al. (2019) simulated the quantitative effects of the different
layouts and geometric features of green spaces on the thermal environment of individual
buildings, urban canyons, and streets based on CFD [56]. In addition, they simulated the
USTE distribution in Shanghai considering the effects of aquatic vegetation and water
bodies, and corresponding mitigation measures were proposed to alleviate the thermal
environment in Shanghai. Hsieh et al. (2016) simulated the distribution of the wind field in
Shanghai based on GIS and CFD, predicted the optimal direction of ventilation in Shanghai,
and gave relevant suggestions for the planning of ventilation corridors [53].

For the above three scales, the study topics, software packages and models used in
CFD research to simulate the urban thermal environment are summarized in Table 4.
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Table 4. Summary of typical studies at three different scales.

Scale Focus Typical Literature Software Turbulence Model

Microscale HVAC field, indoor thermal
environment

Yan 2009; Ma 2019; Qin 2010;
Lu 2018 ANSYS Fluent RNG k-ε

Block scale

Influence of vegetation on
the USTE

Liu 2012; Wang 2019;
Gülten 2016; Dimitris 2017;
Kubilay 2019; Gromke 2015;

Du 2019

ANSYS Fluent
OpenFOAM

RNG k-ε
Standard k-ε

Realizable k-ε

Influence of waterbodies on
the USTE

Tominaga 2015;
Montazeri 2017 ANSYS Fluent RNG k-ε

Realizable k-ε
Influence of underlying

surfaces on the USTE Chen 2018 Phoenics Standard k-ε

Effects of the building form,
building layout and building

materials on the USTE

Schrijvers 2020; Synnefa 2011;
Yang 2015; Peng 2017;

Ferrari 2020
Phoenics Standard k-ε

Planning and simulation of
ventilation corridors Tominaga 2008; Antoniou 2017 ANSYS Fluent Standard k-ε

Realizable k-ε

Thermal environment
simulation and
thermal comfort

Takahashi 2004; Li 2016;
Antoniou 2019;

Maragkogiannis 2014;
Vuckovic 2018; Toparlar 2015;

Fatima 2017;
Santamouris 2018;

Allegrini 2017

ANSYS Fluent
Phoenics

ECOTECT
OpenFOAM

Realizable k-ε
Standard k-ε

Anthropogenic heat Yuan 2020 ANSYS Fluent SST k-ω

Macroscale

Planning and simulation of
ventilation corridors at the

city scale
Ashie 2011; Hsieh 2016 WindPerfect

Phoenics

Relationship between surface
parameters and the USTE at

the city scale
Li 2008

Influence of aquatic vegetation
on the USTE Du 2019; Zhou 2016 ANSYS Fluent Standard k-ε

Analysis of regional thermal
environment effects Ashie 2011; Piroozmand 2020 OpenFOAM Standard k-ε

4. Quantitative Simulations of the USTE Based on CFD Considering the Underlying
Surface Dynamics

The high-temperature thermal environment in urban areas is a negative effect pro-
duced by the process of urbanization. The corresponding formation mechanism is complex
and significantly regional. The main factors that influence the USTE include changes in
the natural attributes of the underlying surface of the city, anthropogenic heat emissions,
and air pollution. In particular, the changes in the urban underlying surface are important
contributors to the urban heat island effect [6,82]. The changes in the underlying surface of
a city mainly include changes in land use/land cover (LULC), the structure of the underly-
ing surface, and the spatial geometric topological relationships among different underlying
surface components [83,84]. The rapid development of urbanization has resulted in a large
number of natural surfaces being replaced by urban impervious surfaces, which are the
main contributors to the urban thermal environment; moreover, reductions in vegetation
and water bodies, which play important roles in mitigating negatives changes in the urban
thermal environment, have occurred [85].

4.1. Relationship between Changes in LULC and the USTE

The rapid development of urbanization has led to dramatic changes in LULC. The
conversion of cultivated land, bare soil, and other natural land types into urban residential
areas, industrial areas and commercial business districts has resulted in the replacement of
the natural surfaces of cities with impervious surfaces. As a result, the physical properties
of the underlying surface, such as the albedo, emissivity, thermal inertia, specific emissivity
and thermal conductivity, have significantly changed [86,87]. These changes have led to a
decline in the self-moderating ability of the urban thermal environment.
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Changes in urban LULC have significantly affected the heat exchange between the
surface and the atmosphere [88,89]. Research on the relationship between surface radiation
and the energy balance based on CFD simulation has also attracted widespread attention
from scholars [90]. Takahashi et al. (2004) used CFD numerical simulation methods
to simulate the changes in the energy flux among soil, vegetation, the atmosphere and
buildings and the heat exchange among various influential factors. The simulation results
showed that when large numbers of green areas and water bodies are converted to urban
land, the surface temperature will increase, resulting in direct changes to the USTE [43].

4.2. Relationship between the Underlying Surface Structure and the USTE

The changes in the underlying surface structure mainly include changes in urban veg-
etation coverage, water coverage, and building area caused by replacing natural permeable
surfaces with urban impervious surfaces (often made of cement, asphalt, concrete and
other building materials). This process will result in a positive effect for the USTE in the
following two aspects. On the one hand, impervious surfaces have a stronger ability to
absorb solar radiation than do natural surfaces. In addition, in the urban canopy space,
part of the solar radiation reflected from the ground is absorbed in the process of reflection
between buildings, which is the main energy source of the USTE [91]. On the other hand,
the density of buildings in metropolitan areas is high, the number of high-rise buildings
is large, and the surface roughness is high, resulting in poor urban ventilation, which
causes heat to accumulate over a short period of time. If the heat cannot be appropriately
discharged, the urban temperature will continue to rise and remain at a high level, thereby
increasing the intensity of the USTE.

Reasonable underlying surface types and layout structures are important factors that
need to be considered to alleviate the USTE [57]. Dimoudi et al. (2014) changed the roads
and streets in a model from cement mixed with clay to cold materials, used CFD to simulate
the temperature field distribution, and found that the surface temperature dropped by
6.5 ◦C [92]. According to the results of CFD simulations of wind and heat environments,
Fatima et al. (2017) found that hot spots in high-temperature areas in cities have a certain
correlation with low wind speeds [46]. Undeveloped areas, such as natural soil, grassland,
woodland, and cultivated land areas that have been artificially developed, are characterized
by good water permeability and can convert absorbed solar radiation energy into latent
heat energy, which can effectively mitigate the rate of increase in surface temperature.
Radhi et al. (2015) analyzed the distributions of, and differences in, the wind and heat
environments between natural islands and human-made islands based on CFD simulations.
Compared to uninhabited natural islands, artificial islands are mostly composed of various
buildings and roads with impervious underlying surfaces, which are characterized by poor
water permeability and air permeability and become hot faster than other surfaces. Under
the same thermal environment requirements, the cooling capacity of human-made islands
has increased by 14–26% [88]. Therefore, the proportion and layout of different underlying
surfaces should be reasonably established in the relevant design and construction stages to
optimize the urban wind and heat environments.

4.3. Relationship between the USTE and Urban Green Spaces and Waterbodies

A change in the underlying surface of a city can change the distribution of latent heat
and sensible heat, potentially leading to the formation urban heat island effects [78]. Many
scientists have explored the relationship between different land use types and heat island
effects by integrating CFD and RS/GIS technologies [93]. Studies have shown that the
types of land used for urban construction and transportation are significantly positively
correlated with the urban heat island effect, and cultivated land, forest land, water bodies
and other land use types are significantly negatively correlated with the urban heat island
effect [55,94]. In the case of the same green area, for every 1% increase in the impervious
surface area surrounding a green area, the cooling range of the green area will decrease by
approximately 4.01 m [95]. Lin et al. (2007) used the regional atmosphere simulation system



Sensors 2021, 21, 6898 15 of 27

MM5 to simulate the urban heat island effect in Beijing; their results showed that water
bodies and green spaces have a good control effect on the temperature near the ground [96].
Huang et al. (2020) simulated the wind and heat environments in Taiwan through a CFD
model. They obtained quantitative indicators to improve the thermal environment and
found that the green area ratio should be at least 60% to significantly improve the thermal
effect [97]. Therefore, the type of urban green space, vegetation coverage, and spatial layout
can all affect the urban thermal environment [42,98].

The area percentages of green space and different vegetation types affect the distribu-
tion of the thermal environment. Therefore, the quantitative impact of urban green plants
on the USTE has become a hotspot in CFD-based thermal environment research in recent
years. Zhang et al. (2017) found that the spatial cooling effect of a green belt becomes
weaker as the area decreases [99]. When the proportion of green space reaches 20–35%, the
cooling effect will be significantly enhanced, and as the green space proportion increases,
the thermal comfort index will increase [100]. However, the cooling distance range of a
green space generally stays between 150 m and 250 m [95]. Liu et al. (2012) simulated the
impact of different vegetation types on the urban wind and heat environments based on
CFD and found that shrubs hinder the flow field more-so than do trees. Because shrubs
have a stronger impact on wind speed than trees, it is not advisable to position too many
shrubs upwind of areas that require ventilation [101].

Under the same area conditions, various green space morphological characteristics
have different effects on the thermal environment. In terms of mitigating the effects of
the thermal environment, wedge-shaped and radially distributed green spaces have the
best cooling effect [101]. The cooling effect of strip-shaped areas is relatively poor, but
if the distribution can be well matched with ventilation corridors, these areas can also
produce an excellent cooling effect [56]. A dotted green space pattern can break up high-
temperature urban heat island areas and has displayed advantages in improving the
thermal environment and microclimate in local areas of a city [100]. In the case of the same
green area, the cooling range of the green area decreases as the shape index increases and
as the perimeter of the green area increases [95].

5. Anthropogenic Heat Emissions and the USTE

During the rapid process of urbanization, the heat generated by human production
and activities, including the heat generated by transportation, energy consumption and
industrial production and the heat released by the electrical appliances used in daily
life [102], has enhanced the urban thermal environment and significantly impacted the local
urban climate [103]. Most urban heat island centers are located in populated residential
areas, industrial areas, and urban central business districts, and the intensity of heat islands
is greatly affected by human activities, making it difficult to estimate anthropogenic heat.

In the field of urban microclimate research, there are three main methods used to
calculate anthropogenic heat [104], including the source inventory method, the energy bal-
ance equation method, and the numerical model simulation method. Fan et al. (2005) used
the PBL model in the MM5 climate simulation package to study the thermal environment
in Philadelphia and found that anthropogenic heat has a significant impact on the urban
heat island effect, especially at night and in winter [105]. To introduce anthropogenic heat
emissions into the CFD numerical simulation process, He et al. (2007) added anthropogenic
heat to the surface energy balance equation and atmospheric heat conservation equation in
a certain proportion based on a multiscale model; then, the urban thermal environment in
Nanjing, Jiangsu Province, eastern China, was simulated based on the multiscale model sys-
tem. They found that the contribution of anthropogenic heat source emissions to the urban
heat island reached 29.6% [106]. Qian et al. (2020) generated a gridded anthropogenic heat
flux benchmark dataset with a spatial resolution of 1 km based on machine learning; they
found that the anthropogenic heat emissions in the city center were 60–190 W/m2, and the
largest value of anthropogenic heat emissions in the industrial zone was 415 W/m2 [107].
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These research results show that anthropogenic heat has become a major component of
urban thermal environment research.

At present, most studies on USTEs based on CFD simulations at the block scale or
macroscale do not consider the influence of anthropogenic heat emissions, which is a
possible reason for the low simulation accuracy of these CFD models. However, at the
microscale, a few scholars have performed research on indoor human thermal comfort
considering the heat generated by the human body.

Recently, few studies have considered the influence of anthropogenic heat emissions
when using CFD methods to simulate the USTE. Determining how to quantify anthro-
pogenic heat emissions and couple them with thermal environment simulation models
based on CFD is important for accurately simulating the USTE; this topic should be ad-
dressed in future research in this field. Therefore, at the block scale and macroscale,
anthropogenic heat includes not only the heat emitted by humans but also the heat gener-
ated by human activities, such as transportation and industrial production. However, the
estimation of anthropogenic heat is complicated. Coupling anthropogenic heat emission
predictions with CFD simulation models is one of the challenges faced in the current
research on CFD-based USTE simulations.

6. Research on Mitigation Measures for USTEs Based on CFD Simulations

The urban thermal environment is influenced by the wind environment, solar radia-
tion, anthropogenic heat, geographic and topographic features, underlying surface thermal
properties, heat conduction and thermal radiation among components of the underlying
surface, and atmospheric heat convection at different altitudes [108]. To quantify and
mitigate negative effects on the USTE, many scientists have performed studies on cooling
cities and increasing ventilation in urban areas. Lai et al. (2019) summarized and described
the cooling effects on the urban thermal environment and mechanisms of the four main mit-
igation strategies of changing the urban geometry, increasing vegetation, permeable surface
and water bodies [109]. The influencers and mechanisms of the USTE have been analyzed
from multiple dimensions and perspectives, and corresponding methods and measures
have been proposed to control the USTE according to the characteristics of different cities.
These measures mainly include the planning and layout of green plants and water bodies,
the rational planning of building complexes, the reasonable layout and optimization of
urban ventilation corridors, and the use of green and energy-saving building materials (as
shown in Table 5).

Table 5. Research on control methods for the urban thermal environment based on CFD.

Mitigation Measures Focus Typical Reference

Waterbodies
Water area and proportion Tominaga 2015

Water morphological characteristics Montazeri 2017

Vegetation and green spaces

Vegetation type Gülten 2016; Dimitris 2017; Gromke 2015

Vegetation form and layout Liu 2012; Li 2016; Du 2019; Vuckovic 2018;
Zhou 2016; Lin 2019

Green area and proportion Wang 2019; Huang 2020; Liu 2019

Building layout and materials

Building layout Schrijvers 2020; Peng 2017; Liu 2020;
Allegrini 2017

Building materials

Maragkogiannis 2014; Dimitris 2017;
Gagliano 2017; Ferrari 2020;

Santamouris 2018; Allegrini 2017;
Dimoudi 2014; Priyadarsini 2008

Planning of the underlying surface Chen 2018; Li 2008; Hsieh 2016; Kubilay 2019;
Yi 2018; Zhou 2018

Planning and design of
ventilation corridors

Planning and design of urban
ventilation corridors

Ashie 2011; Hsieh 2016; Wu 2009;
Tominaga 2008; Antoniou 2017;

Allegrini 2014
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6.1. Water Bodies for Controlling Heat in the USTE

Water bodies have a large specific heat capacity, and the rate of temperature increase
is slower for water than for buildings and other surface components in cities. Under the
actions of evaporation and transpiration, a water body exchanges heat with the atmosphere
close to the water surface by absorbing heat and converting solar radiant energy into latent
heat. Under the influence of the wind field, the cold air in the upper layer of the water
body exchanges heat with the surrounding airflow, making the temperature around the
water body much lower than that in areas with buildings [110].

As a heat sink, the cooling effect of a water body is related to its area, shape, and
distance from a target. Yang et al. (2015) used a CFD model to simulate a river and the
wind-heat environment under different building layouts. They found that when the angle
between a building and a river is in the range of 45–90◦, the outdoor thermal environment
effect is minimal. In terms of the building height layout, a layout from low to high is
better than a layout with a constant height [111]. Du et al. (2019) used a CFD model to
simulate the influence of water bodies with different morphological characteristics on the
heat island effect [56]. The results showed that a water body with a complicated outer
contour provides a better cooling effect than a water body with a uniform outer contour.
Notably, the outer surface of a complex contour is larger, which enables the water body
and the air to fully exchange heat. The cooling effect that a water body can provide is
also affected by the distance to the target. The closer the target is to the water body, the
better the cooling effect. When a building is far from a water body, the cooling effect is
weakened. Ashie et al. (2009) found that the area within a range of 100–200 m on both sides
of a river is obviously affected by the cold wind that blows across the river; in contrast, the
temperature in inland areas was higher [54].

The efficiency with which water bodies mitigate the effects of the USTE is affected
by the combined effects of wind speed, wind direction, external shape, spatial location
and area. Tominaga et al. (2015) simulated the cooling effect of water on the thermal envi-
ronment of buildings based on CFD simulations. The results showed that the maximum
cooling effect at pedestrian height can reach 2 ◦C, and the average cooling effect is approxi-
mately 0.5–1 ◦C. With a wind speed of approximately 3 m/s at a height of 10 m, the cooling
effect caused by evaporation spreads more than 100 m downwind [112]. Hsieh et al. (2016)
conducted a CFD simulation study of the ventilation environment in Shanghai and found
that in urban planning, placing a water body upwind in the dominant wind direction
can effectively alleviate the local heating effect [53]. Song et al. (2011) proposed a new
calculation method for heat transfer and moisture transfer between water bodies and
the atmosphere to study the impact of urban water bodies on the humidity and thermal
environments of surrounding buildings [113].

From the current literature, the quantitative relationship between the shape of a water
body and the cooling range under different wind speeds has not been clarified. In addition,
the high-humidity environment formed by the evaporation of water will also affect the
comfort of humans. Therefore, the quantitative relationship between these factors and
comfort evaluations are important research topics related to the effects of water bodies
on the urban thermal environment. When considering the mitigation of the thermal
environment by a water body, the relationships among the water body, the wind speed and
direction, and the building layout should be considered to control the spatial thermal field.

6.2. Green Space and Vegetation for Controlling the USTE

The central role of green space and vegetation in mitigating the heat island effect has
attracted widespread attention from scholars [114]. The recent research has focused on
the mechanism and influence of green plants in the urban thermal environment [115–117],
the simplification of the vegetation model and its coupling with CFD [114,118], and the
relationship between the USTE and various vegetation parameters, such as the relation-
ships between the intensity of urban heat islands and vegetation index values [119,120],
vegetation abundance [121], and the standardized compactness index [99].
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The mechanism by which green vegetation mitigates the heat island effect is mainly
reflected by the following two factors [117]. On the one hand, vegetation absorbs part
of the solar radiation for photosynthesis and reflects part of the solar radiation from its
leaves [92]. The temperature difference caused by trees by blocking solar radiation and
absorbing energy can reach 6 ◦C [122]. On the other hand, the transpiration of vegetation
absorbs most available heat and creates a latent heat flux, which slows the increase in
temperature. Under the combined effect of tree transpiration and shading, the outdoor
thermal comfort index can be effectively improved [123]. In addition, the cooling effect of
green land vegetation is based on different principles at different heights. At a height of
2 m, cooling is achieved by shielding solar radiation and exchanging latent heat. At a height
of 10 m, cooling is achieved by heat exchange between vegetation and the atmosphere [52].

Increasing the vegetated area and optimizing the green space structure and layout
are two important measures to mitigate the USTE. Enlarging the area of an urban green
space is an effective way to mitigate the urban heat island effect. The change in the leaf
area index has a significant impact on the thermal comfort of the human body. The increase
in the greening rate will lead to a decrease in the air temperature and the physiological
equivalent temperature [124–126]. Lin et al. (2020) noted that for every 10% expansion in
street vegetation coverage, the air temperature at the pedestrian level (height) will drop
by 0.15 ◦C [127]. However, when the built-up area or urban land area is limited, it is
not economical to rely on increasing the green area to alleviate the thermal environment
problem. The most important task is rationally optimizing the structure and pattern of
the green area in a limited region to achieve maximum utility. Du et al. (2019) found
through CFD simulation that the layout of green vegetation with complex shapes has the
best cooling effect in alleviating the effects of the thermal environment [56].

When seeking to control the thermal environment based mainly on vegetation in
specific areas, various factors, including the proportion of green area, the type and spatial
layout of greenery, the coordination and layout of green buildings and the wind field,
must be comprehensively considered to achieve the best mitigation efficiency. To reduce
the USTE, most research shows that an increase in urban green space is more effective
than other surfaces with high albedo, but the research of Yuan et al. (2017) found that
excessive greenery will itself have a negative effect on the microclimate of the city by
reducing ventilation [128]. In addition, climate factors are also an important influencing
factor of USTE [129]. Alexandri and Jones (2008) developed a comprehensive simulation
study of USTE, their results depicted that a greater reduction can be achieved in urban air
temperature under a hotter and drier climate through using a green wall and green roof.
They also found that, from the simulation, the same configuration of green wall and green
roof, the reduction of air temperature in Moscow, Russia was below 4 K, while the value of
Riyadh, Saudi Arabia, was above 11 K [129,130].

6.3. Building Layout for Controlling the USTE

The layout of the urban structure greatly influences the urban heat island effect [131,132].
Ali et al. (2016) applied CFD simulations in urban planning and landscape design at the scale
of individual buildings and communities [133]. During urban planning, the spacing and
orientation of buildings are calculated based on meteorological data. The overall layout and
orientation of buildings generally conform to the prevailing wind direction in summer. This
design can enhance the ventilation performance of buildings, thereby making the heat distri-
bution more even because the wind can effectively dissipate heat. Thus, creating potential
ventilation corridors is important for improving a USTE. Lin et al. 2017 introduced the concept
of heat balance, expounding the influence of urban built environment factors on each compo-
nent of energy flux (including net radiative flux, anthropogenic heat, convective (or turbulent)
sensible heat flux, latent heat flux, stored energy, and net horizontal heat advection). Based
on the perspective of urban geometry (Including land use intensity, building form, canyon
geometry, space enclosure and descriptive characteristics) and vegetation, the impact of these
influencing factors on the urban thermal environment on pedestrian height (at pedestrain
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level) is quantitatively studied [134]. Chen et al. (2004) simulated the outdoor wind and heat
environments based on CFD and found that the outdoor temperature in residential areas is
closely related to the architectural layout of these areas [135]. The downwind temperature in
residential areas was higher than that in other areas, and the thermal environment was poor.
Yang et al. (2011) found that the building layout, building density and green space proportion
are the main factors that influence the thermal environment in residential areas during the
day [136].

The number of buildings and the height of buildings are important factors that affect
the urban wind and heat environments. In the use of CFD to simulate the thermal envi-
ronment of buildings of different densities, it was found that increasing the number of
buildings and reducing the height of buildings are conducive to creating a good wind envi-
ronment [137]. Yang et al. (2015) simulated aspects of the residential outdoor environment
(such as temperature, humidity and wind speed) in Shenzhen city, southern China, under
different architectural layouts based on CFD technology [111]. The effects of a river and
building layout on the outdoor thermal environment around riverside residential buildings
were explored. Notably, when the vertical projected area of a building facing the prevailing
wind was reduced, a ventilation and cooling corridor was created for winds in the direc-
tion of the river. In coastal cities, where high-rise buildings have low building ratios, sea
breezes can flow through large spaces between buildings to lower the temperature [54].
Therefore, to a certain extent, it is possible to reduce the building ratio by establishing
high-rise buildings to effectively reduce the ambient temperature and control the thermal
environment [138].

The aspect ratio of buildings is another important factor that influences the urban
thermal environment. Specifically, solar radiation plays a leading role in influencing the
energy budget of buildings with different aspect ratios. As the aspect ratio increases, the
effects of longwave radiation and heat flow conduction are continuously improved. Due
to shading effects, the differences in the temperature distribution in space increase. The
average radiant temperature can be 10 ◦C higher than the air temperature, and the radiant
temperature in the direct sun area can reach up to 70 ◦C. When the aspect ratio reaches 2,
sensible heat exchange is more obvious than heat conduction [139] because as the height of
the building increases, the solar radiation cannot reach the average height of the street or
even the ground, radiation is reduced, and heat flow conduction increases.

6.4. Green Building Materials for Controlling the USTE

Research on the use of green building materials to control the thermal environment
has shown that the selection of high-reflectivity building materials and pavement materials
for the exterior walls and roofs of buildings has a significant effect in alleviating severe
thermal environmental conditions [140,141]. For example, placing green vegetation on
roofs has a positive effect on temperature, wind speed, and humidity [122]. Ferrari et al.
(2020) performed CFD-based simulations of the wind-heat environment and found that the
combination of high reflectivity and water-permeable pavement materials can reduce the
surface temperature and create a comfortable thermal environment. In the case of low wind
speeds, the use of high-reflectivity white asphalt compared to black asphalt can reduce the
air temperature at a height of 1.5 m by 5 ◦C [86].

6.5. Ventilation Corridors for Controlling the USTE

Based on the wind field and USTE from CFD simulations, planning an urban ventila-
tion corridor and analyzing the corresponding mechanism are hotspots of current research.
The use of CFD simulations to accurately predict the wind environment in urban street
canyons has achieved good performance [61], as demonstrated by wind tunnel tests. Shou
et al. (2018) combined CFD and GIS technology to quantitatively study potential ventilation
corridors in Changchun city [142]. Hsieh et al. (2016) used the FAI and LCP to predict city
ventilation corridors by using ArcGIS and CFD technology to simulate and confirm the
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direction of ventilation corridors [53]. Ng et al. (2011) conducted a study in an area with
low roughness to estimate urban ventilation corridors [143].

The ventilation environment can be adjusted to mitigate thermal environment prob-
lems. Good ventilation can reduce the heat accumulation in the center of an urban heat
island, alleviate the urban heat island effect [117], and improve the comfort of the thermal
environment [144]. Wind is the medium for heat exchange between a cold source and
a heat source, and the main mechanism in alleviating the thermal effect is reflected by
the following two factors. On the one hand, wind can effectively dissipate heat; on the
other hand, wind can evenly distribute the cold air generated by water evaporation and
vegetation transpiration. To mitigate the heat island effect, a reasonable ventilation corridor
can be specifically designed according to different types of land use. Cold sources, such as
green space and water bodies, should be built in the upwind areas of ventilation corridors,
and the air will then flow through the low-temperature areas to cool the areas downwind.

7. Current Problems and Outlooks

We have identified the current research status of urban thermal environment simula-
tion based on CFD models. First, the current status of numerical CFD simulation methods
is summarized. Second, the integrated simulation of the thermal environment with remote
sensing, GIS and lidar technologies combined with CFD models is summarized. Third,
from the perspective of spatial scale, the scope of the urban thermal environment is de-
scribed. Fourth, the relationship between structural changes in the underlying surface
and the urban space temperature field is explained. Fifth, CFD-based research on the
influence of anthropogenic-derived heat in the thermal environment and the quantification
of this effect are described. Finally, research on measures and methods related to the USTE
is summarized.

The problems that currently exist in CFD research mainly include (1) the parameter
settings for urban boundary conditions are idealized, (2) the simplification of 3D land
cover modeling does not reflect the actual conditions and targets, and (3) the accuracy of
CFD model simulations is often unsatisfactory. We believe that future research involving
CFD-based simulations of the USTE should focus on solving the following problems.

(1) CFD should be further coupled with remote sensing, GIS, lidar and other technolo-
gies and combined with field observation data to conduct USTE simulation research in
the future. To build accurate three-dimensional models based on GIS, lidar and remote
sensing data that effectively match the actual surface conditions, the initial boundary
conditions should be determined. The retrieval of urban surface ecological parameters
based on high-resolution remote sensing data can be used to optimize the input parameters
of CFD models. Remote sensing data can be used to retrieve the surface temperature and
field observation data to verify CFD simulation results. These factors are important for
improving the accuracy of CFD model simulations and verifying results.

(2) Obtaining an accurate and reasonable-scale model of a city or building complex is
very important when performing CFD simulation research involving the USTE at moderate
and large scales, and this topic should be a hotspot of future research. If the construction of
large-scale land surface models based on CFD is too simplistic, the accuracy of the simula-
tion results will be affected. The simulation of large-scale spatial thermal environments will
require considerable computing power if a full-scale model is used. For example, Ashie
et al. (2011) used a supercomputer (named the “Earth Simulator”) to simulate the wind
and heat environments in the 23 wards of Tokyo and the Tokyo Bay area. To reduce compu-
tational consumption and computational costs [54], the issue of scale must be considered.
Pan (2020) developed a scale model to obtain the urban wind environment based on a CFD
simulation method using similar criteria, compared it with the results of CFD full-scale
simulations, and found that the error between the two approaches was within 5% [145].
This study provides a reference for simulating and predicting the thermal environment in
large-scale areas at a low computational cost.
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(3) The coupling equations for anthropogenic heat emissions and CFD models to
simulate the USTE is a challenge and should be further explored in future research. The
quantification of anthropogenic heat emissions can improve the accuracy of CFD model
simulations. The urban population continues to increase, and energy consumption and
anthropogenic heat emissions from transportation have become sources of heat that must
be considered in addition to solar radiant heat in summer. The increase in anthropogenic
heat emissions has had a significant impact on the thermal environment. Determining how
to accurately quantify anthropogenic-derived heat emissions and couple them with CFD
simulations is important for improving the accuracy of thermal environment simulations.

(4) Coupling vegetation as a porous medium into CFD simulations is an important
direction for future explorations of the mechanism of vegetation in mitigation heat levels
in the thermal environment. Vegetation-based cooling is a very complex physical and
biological heat transfer process that involves not only the transpiration and photosynthesis
of plants but also the mutual conversion of solar energy and chemical energy [146]. Many
scientists have analyzed cooling mechanisms at the microscopic level [147,148]. This
microscopic method is difficult to combine with CFD simulations to study the urban
thermal environment at the mesoscale and macroscale. At present, many scholars have
found that adding vegetation as a porous medium to CFD simulations [43,114,118,149]
can improve the results of microscale and mesoscale simulations. However, considering
vegetation in CFD models at the macroscale (simplifying the heat transfer process and
optimizing parameters based on large-scale vegetation heat transfer mechanisms) is still an
important and difficult task to consider in future research.

(5) Future research should consider the effects of water bodies on the thermal environ-
ment in CFD multiphase flow simulations. The mitigation effects of water bodies on the
thermal environment are very obvious. From a microscopic perspective, the transformation
of different phases occurs when a water body exerts a controlling effect on the thermal
environment. Therefore, the use of multiphase flow to simulate the cooling mechanism of
water bodies at the microscale is a potential future research direction. However, in large-
scale CFD simulations, if evaporation-based heat absorption, flow, heat transfer and other
comprehensive effects are considered, high computing power will be needed. Therefore,
exploring the comprehensive effects of water on the thermal environment by simplifying
water heat exchange processes and physical models while meeting the relevant accuracy
requirements should be a focus of future research.

Author Contributions: F.C. and H.H. are equally contributed to this paper, both of them are co-first
authors. Specific contributions is as follows: conceptualization, H.H.; formal analysis, H.H. and F.C.;
investigation, F.C.; resources, F.C., X.G., Z.L., W.Z., P.L. and J.T.; data curation, F.C.; writing—original
draft preparation, H.H. and F.C.; writing—review and editing, H.H.; supervision, H.H., Z.L. and P.L.;
project administration, H.H. and P.L.; funding acquisition, H.H. and P.L. All authors have read and
agreed to the published version of the manuscript.

Funding: This research and the APC were funded by Scientific Research Project of Beijing Municipal
Edu-cational Commission, grant number KM202110005017, and by National Natural Science of
Foundation of China, grant number 41701425, and by the Central Public-interest Scientific Institution
Basal Research Fund, grant number Y2020YJ07.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Liu, H.; Zhou, G.; Wennersten, R.; Frostell, B. Analysis of sustainable urban development approaches in China. Habitat Int. 2014,

41, 24–32. [CrossRef]
2. Yu, Z.; Yao, Y.; Yang, G.; Wang, X.; Vejre, H. Spatiotemporal patterns and characteristics of remotely sensed region heat islands

during the rapid urbanization (1995–2015) of Southern China. Sci. Total Environ. 2019, 674, 242–254. [CrossRef]

http://doi.org/10.1016/j.habitatint.2013.06.005
http://doi.org/10.1016/j.scitotenv.2019.04.088


Sensors 2021, 21, 6898 22 of 27

3. Frayssinet, L.; Merlier, L.; Kuznik, F.; Hubert, J.L.; Milliez, M.; Roux, J.J. Modeling the heating and cooling energy de-mand of
urban buildings at city scale. Renew. Sustain. Energy Rev. 2018, 81, 2318–2327. [CrossRef]

4. Rizwan, A.M.; Dennis, L.Y.; Liu, C. A review on the generation, determination and mitigation of Urban Heat Island. J. Environ.
Sci. 2008, 20, 120–128. [CrossRef]

5. Wong, K.; Paddon, A.; Jimenez, A. Review of World Urban Heat Islands: Many Linked to Increased Mortality. J. Energy Resour.
Technol. 2013, 135, 022101. [CrossRef]

6. Yao, Y.; Chen, X.; Qian, J. Research progress on the thermal environment of the urban surfaces. Acta Ecol. Sin. 2018, 38, 1134–1147.
7. Guo, G.; Wu, Z.; Chen, Y. Evaluation of spatially heterogeneous driving forces of the urban heat environment based on a

regression tree model. Sustain. Cities Soc. 2020, 54, 101960. [CrossRef]
8. Li, Z.L.; Duan, S.B.; Tang, B.H.; Wu, H.; Ren, H.Z.; Yan, G.J.; Tang, R.L.; Leng, P. Review of methods for land surface tem-perature

derived from thermal infrared remotely sensed data. J. Remote Sens. 2016, 20, 899–920.
9. Voogt, J.A.; Oke, T.R. Thermal remote sensing of urban climates. Remote Sens. Environ. 2003, 86, 370–384. [CrossRef]
10. Zhang, R.; Sun, X.; Zhu, Z.; Su, H.; Tang, X. Total remote sensing information model of surface evaporation based on differential

thermal inertia and its verification in Shapotou area of Gansu Province. Chin. Sci. 2002, D, 1041–1050.
11. Aflaki, A.; Mirnezhad, M.; Ghaffarianhoseini, A.; Ghaffarianhoseini, A.; Omrany, H.; Wang, Z.-H.; Akbari, H. Urban heat island

mitigation strategies: A state-of-the-art review on Kuala Lumpur, Singapore and Hong Kong. Cities 2017, 62, 131–145. [CrossRef]
12. Li, G.; Zhang, X.; Mirzaei, P.A.; Zhang, J.; Zhao, Z. Urban heat island effect of a typical valley city in China: Responds to the

global warming and rapid urbanization. Sustain. Cities Soc. 2018, 38, 736–745. [CrossRef]
13. Toparlar, Y.; Blocken, B.; Maiheu, B.; van Heijst, G. A review on the CFD analysis of urban microclimate. Renew. Sustain. Energy

Rev. 2017, 80, 1613–1640. [CrossRef]
14. Wang, X.; Li, Y. Predicting urban heat island circulation using CFD. Build. Environ. 2016, 99, 82–97. [CrossRef]
15. Sidawi, B.; Hamza, N.; Khalid Setaih, P.C. CFD Modeling as a tool for Assessing Outdoor Thermal Comfort Conditions in Urban

Settings in Hot Arid Climates. J. Inf. Technol. Constr. 2014, 248–269. Available online: https://www.itcon.org/papers/2014_14.
content.080705.pdf (accessed on 12 October 2021).

16. Mirzaei, P.A.; Haghighat, F. Approaches to study Urban Heat Island—Abilities and limitations. Build. Environ. 2010, 45, 2192–2201.
[CrossRef]

17. Asawa, T.; Hoyano, A.; Nakaohkubo, K. Thermal design tool for outdoor spaces based on heat balance simulation using a
3D-CAD system. Build. Environ. 2008, 43, 2112–2123. [CrossRef]

18. Toparlar, Y.; Blocken, B.; Maiheu, B.; van Heijst, G. Impact of urban microclimate on summertime building cooling demand:
A parametric analysis for Antwerp, Belgium. Appl. Energy 2018, 228, 852–872. [CrossRef]

19. Swaid, H.; Hoffman, M.E. Prediction of urban air temperature variations using the analytical CTTC model. Energy Build. 1990, 14,
313–324. [CrossRef]

20. Elnahas, M.; Williamson, T. An improvement of the CTTC model for predicting urban air temperatures. Energy Build. 1997, 25,
41–49. [CrossRef]

21. Shashua-Bar, L.; Hoffman, M.E. The Green CTTC model for predicting the air temperature in small urban wooded sites. Build.
Environ. 2002, 37, 1279–1288. [CrossRef]

22. Zhang, J.; Cheng, X. Numerical Simulation of Wind Field in Complex Terrain based on CFD Downscaling. Plateau Meteorol. 2020,
39, 172–184.

23. Ali, S.R.; Mahdjoubi, L.; Khan, A.; Sohail, F. A Comperative Study of ECOTECT, EngeryPlus & DAIlux (Building Energy Lighting
Simulation) tools. J. Multidiscip. Eng. Sci. Technol. 2016, 3, 3869–3873.

24. Tanimoto, J.; Hagishima, A.; Chimklai, P. An approach for coupled simulation of building thermal effects and urban climatology.
Energy Build. 2004, 36, 781–793. [CrossRef]

25. Bouzouidja, R.; Cannavo, P.; Bodénan, P.; Gulyás, Á.; Kiss, M.; Kovács, A.; Béchet, B.; Chancibault, K.; Chantoiseau, E.; Bournet,
P.-E.; et al. How to evaluate nature-based solutions performance for microclimate, water and soil management issues—Available
tools and methods from Nature4Cities European project results. Ecol. Indic. 2021, 125, 107556. [CrossRef]

26. Lauzet, N.; Rodler, A.; Musy, M.; Azam, M.H.; Guernouti, S.; Mauree, D.; Colinart, T. How building energy models take the local
climate into account in an urban context–A review. Renew. Sustain. Energy Rev. 2019, 116, 109390.

27. Yamada, T.; Mellor, G. A Simulation of the Wangara Atmospheric Boundary Layer Data. J. Atmos. Sci. 1975, 32, 2309–2329.
[CrossRef]

28. Spalding, D.B. Mathematical models of turbulent flames—A review. Combust. Sci. Technol. 1976, 13, 3–25. [CrossRef]
29. Yakhot, V.; Orszag, S.A. Renormalization group analysis of turbulence. I. Basic theory. J. Sci. Comput. 1986, 1, 3–51. [CrossRef]
30. Shih, T.-H.; Liou, W.W.; Shabbir, A.; Yang, Z.; Zhu, J. A new k-ε eddy viscosity model for high reynolds number turbulent flows.

Comput. Fluids 1995, 24, 227–238. [CrossRef]
31. Xiao, Z.X.; Chen, H.X.; Li, Q.B.; Fu, S. Simulation of separation flows with RANS/LES hybrid methods. Acta Aerodyn. Sin. 2006, 2,

218–222.
32. Kim, H.G.; Patel, V.; Lee, C.M. Numerical simulation of wind flow over hilly terrain. J. Wind. Eng. Ind. Aerodyn. 2000, 87, 45–60.

[CrossRef]
33. Lei, L.; Fei, H.; Xue-Ling, C.; Jin-Hua, J.; Xiao-Guang, M. Numerical simulation of the flow within and over an intersection model

with Reynolds-averaged Navier–Stokes method. Chin. Phys. 2006, 15, 149–155. [CrossRef]

http://doi.org/10.1016/j.rser.2017.06.040
http://doi.org/10.1016/S1001-0742(08)60019-4
http://doi.org/10.1115/1.4023176
http://doi.org/10.1016/j.scs.2019.101960
http://doi.org/10.1016/S0034-4257(03)00079-8
http://doi.org/10.1016/j.cities.2016.09.003
http://doi.org/10.1016/j.scs.2018.01.033
http://doi.org/10.1016/j.rser.2017.05.248
http://doi.org/10.1016/j.buildenv.2016.01.020
https://www.itcon.org/papers/2014_14.content.080705.pdf
https://www.itcon.org/papers/2014_14.content.080705.pdf
http://doi.org/10.1016/j.buildenv.2010.04.001
http://doi.org/10.1016/j.buildenv.2007.12.007
http://doi.org/10.1016/j.apenergy.2018.06.110
http://doi.org/10.1016/0378-7788(90)90094-Y
http://doi.org/10.1016/S0378-7788(96)00986-3
http://doi.org/10.1016/S0360-1323(01)00120-2
http://doi.org/10.1016/j.enbuild.2004.01.019
http://doi.org/10.1016/j.ecolind.2021.107556
http://doi.org/10.1175/1520-0469(1975)032&lt;2309:ASOTWA&gt;2.0.CO;2
http://doi.org/10.1080/00102207608946727
http://doi.org/10.1007/BF01061452
http://doi.org/10.1016/0045-7930(94)00032-T
http://doi.org/10.1016/S0167-6105(00)00014-3
http://doi.org/10.1088/1009-1963/15/1/024


Sensors 2021, 21, 6898 23 of 27

34. Antoniou, N.; Montazeri, H.; Wigo, H.; Neophytou, M.K.-A.; Blocken, B.; Sandberg, M. CFD and wind-tunnel analysis of
outdoor ventilation in a real compact heterogeneous urban area: Evaluation using “air delay”. Build. Environ. 2017, 126, 355–372.
[CrossRef]

35. Xu, J.L.; Gao, G.; Yang, Y. A RANS/LES hybrid model based on local flow structure. Acta Aeronaut. Sin 2014, 35, 2992–2999.
36. Allen, R.; Mendonça, F.; Kirkham, D. RANS and DES Turbulence Model Predictions of Noise on the M219 Cavity at M = 0.85.

Int. J. Aeroacoustics 2005, 4, 135–151. [CrossRef]
37. Zhang, H.X. Investigations on fidelity of high order accurate numerical simulation for computational fluid dynamics. AC-TA

Aerodyn. Sin. 2016, 34, 1.
38. Sun, M.; Wang, H.; Liang, J.; Liu, W. Study on mixed RANS/LES method for complex turbulent flow. Aeronaut. Comput. Tech.

2011, 1, 24–29.
39. Allegrini, J.; Carmeliet, J. Simulations of local heat islands in Zürich with coupled CFD and building energy models. Urban Clim.

2018, 24, 340–359. [CrossRef]
40. Hedquist, B.C.; Di Sabatino, S.; Fernando, H.J.; Leo, L.S.; Brazel, A.J.; dei Materiali, D.D. Brazel, and Dipartmento di Scienza

dei Materiali. Results from the Phoenix Arizona urban heat island experiment. In Proceedings of the Seventh International
Conference on Urban Climate, Yokohama, Japan, 29 June–3 July 2009; Volume 29.

41. Meng, Q.L.; Wang, P.; Li, Q. Evaluation method of urban thermal environment. Chin. Landsc. Archit. 2014, 12, 13–16.
42. Zhou, Y. Application of Computational Fluid Dynamics in Atmospheric Environment Simulation: A Case Study in Shenyang,

China. In Proceedings of the International Symposium on Mechanical Engineering and Material Science, Jeju Island, Korea,
17–19 November 2016.

43. Takahashi, K.; Yoshida, H.; Tanaka, Y.; Aotake, N.; Wang, F. Measurement of thermal environ-ment in Kyoto city and its prediction
by CFD simulation. Energy Build. 2004, 36, 771–779. [CrossRef]

44. Antoniou, N.; Montazeri, H.; Neophytou, M.; Blocken, B. CFD simulation of urban microclimate: Val-idation using high-resolution
field measurements. Sci. Total Environ. 2019, 695, 133743. [CrossRef]

45. Toparlar, Y.; Blocken, B.; Vos, P.; van Heijst, G.; Janssen, W.; van Hooff, T.; Montazeri, H.; Timmermans, H. CFD simulation and
validation of urban microclimate: A case study for Bergpolder Zuid, Rotterdam. Build. Environ. 2015, 83, 79–90. [CrossRef]

46. Fatima, S.F.; Chaudhry, H.N. Steady-state CFD modelling and experimental analysis of the local microclimate in Dubai (UAE).
Sustain. Build. 2017, 2, 5. [CrossRef]

47. Balling, R.C., Jr.; Brazel, S.W. High-resolution nighttime temperature patterns in Phoenix. J. Ariz.-Nev. Acad. Sci. 1989, 23, 49–53.
48. Carnahan, W.H.; Larson, R.C. An analysis of an urban heat sink. Remote Sens. Environ. 1990, 33, 65–71. [CrossRef]
49. Lougeay, R.; Brazel, A.; Hubble, M. Monitoring Intraurban temperature patterns and associated land cover in phoenix, Arizona

using Landsat thermal data. Geocarto Int. 1996, 11, 79–90. [CrossRef]
50. Hu, Y.M.; Xu, C.G.; Bu, R.C.; Chang, Y.; Zhang, Y.S. Application of Remote Sensing and GIS in the Study of Heat Island Effect in

City. Environ. Prot. Sci. 2002, 28, 1–3.
51. Xu, H.; Chen, B.-Q. Remote sensing of the urban heat island and its changes in Xiamen City of SE China. J. Environ. Sci. 2004, 16,

276–281.
52. Xiaolong, L.; Yingbao, Y.; Lijuan, C.; Yong, Z. Research on the influence of urban green space distribution on the thermal

environment based on RS and CFD simulation. Remote Sens. Technol. Appl. 2016, 31, 1150–1157.
53. Hsieh, C.-M.; Huang, H.-C. Mitigating urban heat islands: A method to identify potential wind corridor for cooling and

ventilation. Comput. Environ. Urban Syst. 2016, 57, 130–143. [CrossRef]
54. Ashie, Y.; Kono, T. Urban-scale CFD analysis in support of a climate-sensitive design for the Tokyo Bay area. Int. J. Clim. 2010, 31,

174–188. [CrossRef]
55. Chuanxiang, Y.I.; Jichao, H.U.; Xiaojun, L.I. Response analysis of land cover types on urban heat island effect. Bull. Surv. Mapp.

2018, 1, 72.
56. Du, H.; Cai, Y.; Zhou, F.; Jiang, H.; Jiang, W.; Xu, Y. Urban blue-green space planning based on thermal environment simulation:

A case study of Shanghai, China. Ecol. Indic. 2019, 106, 105501. [CrossRef]
57. Li, K.; Yu, Z. Comparative and Combinative Study of Urban Heat island in Wuhan City with Remote Sensing and CFD Simulation.

Sensors 2008, 8, 6692–6703. [CrossRef]
58. Maragkogiannis, K.; Kolokotsa, D.; Maravelakis, E.; Konstantaras, A. Combining terrestrial laser scanning and computa-tional

fluid dynamics for the study of the urban thermal environment. Sustain. Cities Soc. 2014, 13, 207–216. [CrossRef]
59. Van Hooff, T.; Nielsen, P.V.; Li, Y. Computational fluid dynamics predictions of non-isothermal ventilation flow—How can the

user factor be minimized? Indoor Air 2018, 28, 866–880. [CrossRef] [PubMed]
60. Shi, L.; Luo, Z.; Matthews, W.; Wang, Z.; Li, Y.; Liu, J. Impacts of urban microclimate on summertime sensible and latent energy

demand for cooling in residential buildings of Hong Kong. Energy 2019, 189, 116208. [CrossRef]
61. Allegrini, J.; Dorer, V.; Carmeliet, J. Buoyant flows in street canyons: Validation of CFD simulations with wind tunnel measure-

ments. Build. Environ. 2014, 72, 63–74. [CrossRef]
62. Wang, Q.; Fan, Y.; Hang, J.; Li, Y. Interacting urban heat island circulations as affected by weak background wind. Build. Environ.

2019, 160, 106224. [CrossRef]

http://doi.org/10.1016/j.buildenv.2017.10.013
http://doi.org/10.1260/1475472053730039
http://doi.org/10.1016/j.uclim.2017.02.003
http://doi.org/10.1016/j.enbuild.2004.01.033
http://doi.org/10.1016/j.scitotenv.2019.133743
http://doi.org/10.1016/j.buildenv.2014.08.004
http://doi.org/10.1051/sbuild/2017001
http://doi.org/10.1016/0034-4257(90)90056-R
http://doi.org/10.1080/10106049609354564
http://doi.org/10.1016/j.compenvurbsys.2016.02.005
http://doi.org/10.1002/joc.2226
http://doi.org/10.1016/j.ecolind.2019.105501
http://doi.org/10.3390/s8106692
http://doi.org/10.1016/j.scs.2013.12.002
http://doi.org/10.1111/ina.12492
http://www.ncbi.nlm.nih.gov/pubmed/29999548
http://doi.org/10.1016/j.energy.2019.116208
http://doi.org/10.1016/j.buildenv.2013.10.021
http://doi.org/10.1016/j.buildenv.2019.106224


Sensors 2021, 21, 6898 24 of 27

63. Tominaga, Y.; Mochida, A.; Okaze, T.; Sato, T.; Nemoto, M.; Motoyoshi, H.; Nakai, S.; Tsutsumi, T.; Otsuki, M.; Uamatsu, T.; et al.
Development of a system for predicting snow distribution in built-up environments: Combining a mesoscale meteorolog-ical
model and a CFD model. J. Wind Eng. Ind. Aerodyn. 2011, 99, 460–468. [CrossRef]

64. Zhou, R.; Wang, Z.; Bash, C.E.; McReynolds, A. Data center cooling management and analysis—A model based approach. In
Proceedings of the 2012 28th Annual IEEE Semiconductor Thermal Measurement and Management Symposium (SEMI-THERM),
San Jose, CA, USA, 18–22 March 2012; 2012; pp. 98–103.

65. Fulpagare, Y.; Joshi, Y.; Bhargav, A. Rack level transient CFD modeling of data center. Int. J. Numer. Methods Heat Fluid Flow 2018,
28, 381–394. [CrossRef]

66. Yang, D.; Guo, Y.; Zhang, J. Evaluation of the thermal performance of an earth-to-air heat exchanger (EAHE) in a harmonic
thermal environment. Energy Convers. Manag. 2016, 109, 184–194. [CrossRef]

67. Yan, F.Y.; Wang, X.H.; Wu, Y.C. Simulation of interior natural ventilation and thermal comfort based on CFD. J. Tianjin Univ. 2009,
42, 407–412.

68. Qin, R.; Yan, D.; Zhou, X.; Jiang, Y. Research on a dynamic simulation method of atrium thermal environment based on neural
network. Build. Environ. 2012, 50, 214–220. [CrossRef]

69. Murakami, S.; Kato, S.; Kim, T. Coupled simulation of convicton, radiation, and HVAC control for attaining a given PMV value.
Build. Environ. 2001, 36, 701–709. [CrossRef]

70. Albatayneh, A.; Alterman, D.; Page, A. Adaptation the use of CFD modelling for building thermal simu-lation. In Proceedings of
the 2018 International Conference on Software Engineering and Information Management, Casablanca, Morocco, 4–6 January
2018; pp. 68–72.

71. van Hooff, T.; Blocken, B.; Tominaga, Y. On the accuracy of CFD simulations of cross-ventilation flows for a generic isolated
building: Comparison of RANS, LES and experiments. Build. Environ. 2017, 114, 148–165. [CrossRef]

72. Wang, Q.; Zhang, C.; Ren, C.; Hang, J.; Li, Y. Urban heat island circulations over the Beijing-Tianjin re-gion under calm and fair
conditions. Build. Environ. 2020, 180, 107063. [CrossRef]

73. Piroozmand, P.; Mussetti, G.; Allegrini, J.; Mohammadi, M.H.; Akrami, E.; Carmeliet, J. Coupled CFD framework with mesoscale
urban climate model: Application to microscale urban flows with weak synoptic forcing. J. Wind. Eng. Ind. Aerodyn. 2020, 197,
104059. [CrossRef]

74. Anjos, M.; Lopes, A. Urban heat island and park Cool island intensities in the coastal city of Aracaju, north-eastern Brazil.
Sustainability 2017, 9, 1379. [CrossRef]

75. Peng, J.; Liu, Q.; Xu, Z.; Lyu, D.; Du, Y.; Qiao, R.; Wu, J. How to effectively mitigate urban heat island effect? A perspective of
waterbody patch size threshold. Landsc. Urban Plan. 2020, 202, 103873. [CrossRef]

76. Ampatzidis, P.; Kershaw, T. A review of the impact of blue space on the urban microclimate. Sci. Total Environ. 2020, 730, 139068.
[CrossRef] [PubMed]

77. Saneinejad, S.; Moonen, P.; Defraeye, T.; Derome, D.; Carmeliet, J. Coupled CFD, radiation and po-rous media transport model
for evaluating evaporative cooling in an urban environment. J. Wind Eng. Ind. Aerodyn. 2012, 104, 455–463. [CrossRef]

78. Cao, X.; Onishi, A.; Chen, J.; Imura, H. Quantifying the cool island intensity of urban parks using ASTER and IKONOS data.
Landsc. Urban Plan. 2010, 96, 224–231. [CrossRef]

79. Montazeri, H.; Blocken, B.; Derome, D.; Carmeliet, J.; Hensen, J.L. CFD analysis of forced convec-tive heat transfer coefficients at
windward building facades: Influence of building geometry. J. Wind Eng. Ind. Aerodyn. 2015, 146, 102–116. [CrossRef]

80. Gousseau, P.; Blocken, B.; Stathopoulos, T.; Van Heijst, G.J.F. CFD simulation of near-field pollutant disper-sion on a high-
resolution grid: A case study by LES and RANS for a building group in downtown Montreal. Atmos. Environ. 2011, 45, 428–438.
[CrossRef]

81. Blocken, B.; Janssen, W.; van Hooff, T. CFD simulation for pedestrian wind comfort and wind safety in urban areas: General
decision framework and case study for the Eindhoven University campus. Environ. Model. Softw. 2012, 30, 15–34. [CrossRef]

82. Gan, C.; Zhuo, Z.; Zhang, H. Influence of Different Underlying Surfaces on Urban Thermal Environment Based on CFD Simulation.
J. Shandong Agric. Univ. 2019, 50, 1021–1026.

83. Coseo, P.; Larsen, L. How factors of land use/land cover, building configuration, and adjacent heat sources and sinks explain
Urban Heat Islands in Chicago. Landsc. Urban Plan. 2014, 125, 117–129. [CrossRef]

84. Wang, X.; Li, Y.; Wang, K.; Yang, X.; Chan, P.W. A simple daily cycle temperature boundary condi-tion for ground surfaces in
CFD predictions of urban wind flows. J. Appl. Meteorol. Climatol. 2017, 56, 2963–2980. [CrossRef]

85. Chen, H.-C.; Han, Q.; De Vries, B. Modeling the spatial relation between urban morphology, land surface temperature and urban
energy demand. Sustain. Cities Soc. 2020, 60, 102246. [CrossRef]

86. Ferrari, A.; Kubilay, A.; Derome, D.; Carmeliet, J. The use of permeable and reflective pavements as a potential strategy for urban
heat island mitigation. Urban Clim. 2020, 31, 100534. [CrossRef]

87. Alexander, P.; Mills, G.; Fealy, R. Using LCZ data to run an urban energy balance model. Urban Clim. 2015, 13, 14–37. [CrossRef]
88. Radhi, H.; Fikry, F.; Sharples, S. Impacts of urbanisation on the thermal behaviour of new built up envi-ronments: A scoping

study of the urban heat island in Bahrain. Landsc. Urban Plan. 2013, 113, 47–61. [CrossRef]
89. Grossman-Clarke, S.; Schubert, S.; Clarke, T.A.; Harlan, S.L. Grimmond. Contribution of land use chang-es to near-surface air

temperatures during recent summer extreme heat events in the Phoenix metropolitan area. J. Appl. Meteorol. Climatol. 2010, 49,
1649–1664. [CrossRef]

http://doi.org/10.1016/j.jweia.2010.12.004
http://doi.org/10.1108/HFF-10-2016-0426
http://doi.org/10.1016/j.enconman.2015.11.050
http://doi.org/10.1016/j.buildenv.2011.11.001
http://doi.org/10.1016/S0360-1323(00)00069-X
http://doi.org/10.1016/j.buildenv.2016.12.019
http://doi.org/10.1016/j.buildenv.2020.107063
http://doi.org/10.1016/j.jweia.2019.104059
http://doi.org/10.3390/su9081379
http://doi.org/10.1016/j.landurbplan.2020.103873
http://doi.org/10.1016/j.scitotenv.2020.139068
http://www.ncbi.nlm.nih.gov/pubmed/32422454
http://doi.org/10.1016/j.jweia.2012.02.006
http://doi.org/10.1016/j.landurbplan.2010.03.008
http://doi.org/10.1016/j.jweia.2015.07.007
http://doi.org/10.1016/j.atmosenv.2010.09.065
http://doi.org/10.1016/j.envsoft.2011.11.009
http://doi.org/10.1016/j.landurbplan.2014.02.019
http://doi.org/10.1175/JAMC-D-17-0095.1
http://doi.org/10.1016/j.scs.2020.102246
http://doi.org/10.1016/j.uclim.2019.100534
http://doi.org/10.1016/j.uclim.2015.05.001
http://doi.org/10.1016/j.landurbplan.2013.01.013
http://doi.org/10.1175/2010JAMC2362.1


Sensors 2021, 21, 6898 25 of 27

90. Piscia, D.; Muñoz, P.; Panadès, C.; Montero, J.I. A method of coupling CFD and energy balance simulations to study humidity
control in unheated greenhouses. Comput. Electron. Agric. 2015, 115, 129–141. [CrossRef]

91. Zhang, B.; Qian, G. Research progress of urban heat island effect. Sichuan Environ. 2007, 2, 88–91.
92. Dimoudi, A.; Zoras, S.; Kantzioura, A.; Stogiannou, X.; Kosmopoulos, P.; Pallas, C. Use of cool mate-rials and other bioclimatic

interventions in outdoor places in order to mitigate the urban heat island in a medium size city in Greece. Sustain. Cities Soc.
2014, 13, 89–96. [CrossRef]

93. Zhang, M.; Bae, W.; Kim, J. The Effects of the Layouts of Vegetation and Wind Flow in an Apart-ment Housing Complex to
Mitigate Outdoor Microclimate Air Temperature. Sustainability 2019, 11, 3081. [CrossRef]

94. Chen, X.L.; Zhao, H.M.; Li, P.X.; Yin, Z.Y. Remote sensing image-based analysis of the relation-ship between urban heat island
and land use/cover changes. Remote Sens. Environ. 2006, 104, 133–146. [CrossRef]

95. Jing, C.; Li, S.; Cao, S.; Ma, X. Study on influencing factors and influencing strength of urban green space relieving heat island
effect—taking Beijing as an example. IOP Conf. Ser. Earth Environ. Sci. 2020, 601, 012033. [CrossRef]

96. Bing-huai, L.I.N.; Da-Wen, Y.A.N.G. Numerical simulating of the heat island in Beijing. Shui Ke Xue Jin Zhan. 2007, 2, 258–263.
97. Huang, J.-M.; Chen, L.-C. A Numerical Study on Mitigation Strategies of Urban Heat Islands in a Tropical Megacity: A Case

Study in Kaohsiung City, Taiwan. Sustainability 2020, 12, 3952. [CrossRef]
98. Liu, Y.; Lin, W.; Guo, J.; Wei, Q.; Shamseldin, A.Y. Shamseldin. The influence of morphological character-istics of green patch on

its surrounding thermal environment. Ecol. Eng. 2019, 140, 105594. [CrossRef]
99. Zhang, Y.; Zhan, Y.; Yu, T.; Ren, X. Urban green effects on land surface temperature caused by surface characteristics: A case

study of summer Beijing metropolitan region. Infrared Phys. Technol. 2017, 86, 35–43. [CrossRef]
100. Wang, G.Q.; Zheng, B.H.; Yu, H.; Peng, X. Green space layout optimization based on microclimate environment features. Int. J.

Sustain. Dev. Plan. 2019, 14, 9–19. [CrossRef]
101. Liu, Y.; Guo, J.; Wei, Q. Urban green space landscape patterns and thermal environment investigations based on computational

fluid dynamics. Shengtai Xuebao/Acta Ecol. Sin. 2012, 32, 1951–1959.
102. Sailor, D.J.; Lu, L. A top–down methodology for developing diurnal and seasonal anthropogenic heating profiles for urban areas.

Atmos. Environ. 2004, 38, 2737–2748. [CrossRef]
103. Yuan, C.; Adelia, A.S.; Mei, S.; He, W.; Li, X.-X.; Norford, L. Mitigating intensity of urban heat island by better understanding on

urban morphology and anthropogenic heat dispersion. Build. Environ. 2020, 176, 106876. [CrossRef]
104. Wang, Y.N.; Sun, R.H.; Chen, L.D. Review on studies of anthropogenic heat emission. Ying Yong Sheng Tai Xue Bao J. Appl. Ecol.

2016, 27, 2024–2030.
105. Fan, H.; Sailor, D. Modeling the impacts of anthropogenic heating on the urban climate of Philadelphia: A comparison of

implementations in two PBL schemes. Atmos. Environ. 2005, 39, 73–84. [CrossRef]
106. He, X.-F.; Jiang, W.-M.; Chen, Y.; Liu, G. Numerical Simulation of the Impacts of Anthropogenic Heat on the Structure of the

Urban Boundary Layer. Chin. J. Geophys. 2007, 50, 75–83. [CrossRef]
107. Chen, Q.; Yang, X.; Ouyang, Z.; Zhao, N.; Jiang, Q.; Ye, T.; Qi, J.; Yue, W. Estimation of anthropogenic heat emissions in China

using Cubist with points-of-interest and multisource remote sensing data. Environ. Pollut. 2020, 266, 115183. [CrossRef] [PubMed]
108. Ching, J.; Aliaga, D.; Mills, G.; Masson, V.; See, L.; Neophytou, M.; Middel, A.; Baklanov, A.; Ren, C.; Ng, E.Y.Y.; et al. Pathway

using WUDAPT’s Digital Synthetic City tool towards generating urban canopy parameters for multi-scale urban atmospheric
modeling. Urban Clim. 2019, 28, 100459. [CrossRef]

109. Lai, D.; Liu, W.; Gan, T.; Liu, K.; Chen, Q. A review of mitigating strategies to improve the thermal environment and thermal
comfort in urban outdoor spaces. Sci. Total Environ. 2019, 661, 337–353. [CrossRef]

110. Kubilay, A.; Derome, D.; Carmeliet, J. Coupled numerical simulations of cooling potential due to evapo-ration in a street canyon
and an urban public square. J. Phys. Conf. Ser. 2019, 1343, 012016. [CrossRef]

111. Yu, L.; Dai, D.; Xie, C. Layout Optimization of Riverside Residential Area Based on Thermal Comfort: A Case Study of Nanhua
Village, Shenzhen. J. Landsc. Res. 2016, 8, 1–6.

112. Tominaga, Y.; Sato, Y.; Sadohara, S. CFD simulations of the effect of evaporative cooling from water bodies in a micro-scale urban
environment: Validation and application studies. Sustain. Cities Soc. 2015, 19, 259–270. [CrossRef]

113. Song, X.C.; Liu, J.; Ye, Z. Preliminary CFD Study on the Effects of Urban Water Body on Urban Thermal and Moisture Climate.
Build. Sci. 2011, 27, 90–94.

114. Gülten, A.; Aksoy, U.T.; Öztop, H.F. Influence of trees on heat island potential in an urban canyon. Sustain. Cities Soc. 2016, 26,
407–418. [CrossRef]

115. Dimoudi, A.; Nikolopoulou, M. Vegetation in the urban environment: Microclimatic analysis and benefits. Energy Build. 2003, 35,
69–76. [CrossRef]

116. Vuckovic, M.; Maleki, A.; Mahdavi, A. Strategies for Development and Improvement of the Urban Fabric: A Vienna Case Study.
Climate 2018, 6, 7. [CrossRef]

117. Hou, C.; Hou, J.; Kang, Q.; Meng, X.; Wei, D.; Liu, Z.; Zhang, L. Research on urban park design combined with the urban
ventilation system. Energy Procedia 2018, 152, 1133–1138. [CrossRef]

118. Dimitris, F.; Catherine, B.; Aris, T.; Thomas, B.; Constantinos, K. Cfd study of ther-mal comfort in urban area. Energy Environ. Eng.
2017, 5, 8–18. [CrossRef]

http://doi.org/10.1016/j.compag.2015.05.005
http://doi.org/10.1016/j.scs.2014.04.003
http://doi.org/10.3390/su11113081
http://doi.org/10.1016/j.rse.2005.11.016
http://doi.org/10.1088/1755-1315/601/1/012033
http://doi.org/10.3390/su12103952
http://doi.org/10.1016/j.ecoleng.2019.105594
http://doi.org/10.1016/j.infrared.2017.08.008
http://doi.org/10.2495/SDP-V14-N1-9-19
http://doi.org/10.1016/j.atmosenv.2004.01.034
http://doi.org/10.1016/j.buildenv.2020.106876
http://doi.org/10.1016/j.atmosenv.2004.09.031
http://doi.org/10.1002/cjg2.1012
http://doi.org/10.1016/j.envpol.2020.115183
http://www.ncbi.nlm.nih.gov/pubmed/32673933
http://doi.org/10.1016/j.uclim.2019.100459
http://doi.org/10.1016/j.scitotenv.2019.01.062
http://doi.org/10.1088/1742-6596/1343/1/012016
http://doi.org/10.1016/j.scs.2015.03.011
http://doi.org/10.1016/j.scs.2016.04.006
http://doi.org/10.1016/S0378-7788(02)00081-6
http://doi.org/10.3390/cli6010007
http://doi.org/10.1016/j.egypro.2018.09.139
http://doi.org/10.13189/eee.2017.050102


Sensors 2021, 21, 6898 26 of 27

119. Gallo, K.P.; Tarpley, J.D. The comparison of vegetation index and surface temperature composites for urban heat-island analysis.
Int. J. Remote Sens. 1996, 17, 3071–3076. [CrossRef]

120. Gupta, R.; Prasad, S.; Viswanadham, T. Estimation of Surface Temperature over agriculture region. Adv. Space Res. 1997, 19,
503–506. [CrossRef]

121. Weng, Q.; Lu, D.; Schubring, J. Estimation of land surface temperature–vegetation abundance rela-tionship for urban heat island
studies. Remote Sens. Environ. 2004, 89, 467–483. [CrossRef]

122. Vuckovic, M.; Kiesel, K.; Mahdavi, A. The Extent and Implications of the Microclimatic Conditions in the Urban Environment:
A Vienna Case Study. Sustainability 2017, 9, 177. [CrossRef]

123. Lin, B.; Li, X.; Zhu, Y.; Qin, Y. Numerical simulation studies of the different vegetation patterns’ effects on outdoor pedestrian
thermal comfort. J. Wind. Eng. Ind. Aerodyn. 2008, 96, 1707–1718. [CrossRef]

124. Zhao, T.; Fong, K.F. Characterization of different heat mitigation strategies in landscape to fight against heat island and improve
thermal comfort in hot–humid climate (Part I): Measurement and modelling. Sustain. Cities Soc. 2017, 32, 523–531. [CrossRef]

125. Morakinyo, T.E.; Lau, K.K.; Ren, C.; Ng, E. Performance of Hong Kong’s common trees spe-cies for outdoor temperature
regulation, thermal comfort and energy saving. Build. Environ. 2018, 137, 157–170. [CrossRef]

126. Zhang, L.; Zhan, Q.; Lan, Y. Effects of the tree distribution and species on outdoor environment conditions in a hot summer and
cold winter zone: A case study in Wuhan residential quarters. Build. Environ. 2018, 130, 27–39. [CrossRef]

127. Lin, H.; Xiao, Y.; Musso, F.; Lu, Y. Green Façade Effects on Thermal Environment in Transitional Space: Field Measurement
Studies and Computational Fluid Dynamics Simulations. Sustainability 2019, 11, 5691. [CrossRef]

128. Yuan, J.; Emura, K.; Farnham, C. Is urban albedo or urban green covering more effective for urban micro-climate improvement?
A simulation for Osaka. Sustain. Cities Soc. 2017, 32, 78–86. [CrossRef]

129. Hami, A.; Abdi, B.; Zarehaghi, D.; Bin Maulan, S. Assessing the thermal comfort effects of green spaces: A systematic review of
methods, parameters, and plants’ attributes. Sustain. Cities Soc. 2019, 49, 101634. [CrossRef]

130. Alexandri, E.; Jones, P. Temperature decreases in an urban canyon due to green walls and green roofs in di-verse climates.
Build. Environ. 2008, 43, 480–493. [CrossRef]

131. Hsieh, C.-M.; Aramaki, T.; Hanaki, K. Managing heat rejected from air conditioning systems to save energy and improve the
microclimates of residential buildings. Comput. Environ. Urban Syst. 2011, 35, 358–367. [CrossRef]

132. Krüger, E.; Minella, F.; Rasia, F. Impact of urban geometry on outdoor thermal comfort and air quality from field measurements
in Curitiba, Brazil. Build. Environ. 2011, 46, 621–634. [CrossRef]

133. Cheshmehzangi, A. Multi-spatial environmental performance evaluation towards integrated urban design: A procedural
approach with computational simulations. J. Clean. Prod. 2016, 139, 1085–1093. [CrossRef]

134. Lin, P.; Gou, Z.; Lau, S.S.; Qin, H. The impact of urban design descriptors on outdoor ther-mal environment: A literature review.
Energies 2017, 10, 2151. [CrossRef]

135. Chen, H.; Ooka, R.; Harayama, K.; Kato, S.; Li, X. Study on outdoor thermal environment of apartment block in Shenzhen, China
with coupled simulation of convection, radiation and conduction. Energy Build. 2004, 36, 1247–1258. [CrossRef]

136. Yang, F.; Lau, S.S.; Qian, F. Urban design to lower summertime outdoor temperatures: An empirical study on high-rise housing
in Shanghai. Build. Environ. 2011, 46, 769–785. [CrossRef]

137. Li, P.; Yan, T.; Deng, N. On the influence of distribution of high-rise buildings on outdoor wind and thermal environment.
Urban Archit. 2017, 2017, 20.

138. Priyadarsini, R.; Hien, W.N.; David, C.K.W. Microclimatic modeling of the urban thermal environment of Singapore to mitigate
urban heat island. Sol. Energy 2008, 82, 727–745. [CrossRef]

139. Schrijvers, P.; Jonker, H.; de Roode, S.; Kenjereš, S. On the daytime micro-climatic conditions inside an idealized 2D urban canyon.
Build. Environ. 2020, 167, 106427. [CrossRef]

140. Santamouris, M.; Haddad, S.; Saliari, M.; Vasilakopoulou, K.; Synnefa, A.; Paolini, R.; Ulpiani, G.; Garshasbi, S.; Fiorito, F. On the
energy impact of urban heat island in Sydney: Climate and energy potential of mitigation technologies. Energy Build. 2018, 166,
154–164. [CrossRef]

141. Synnefa, A.; Karlessi, T.; Gaitani, N.; Santamouris, M.; Assimakopoulos, D.N.; Papakatsikas, C. Experi-mental testing of cool
colored thin layer asphalt and estimation of its potential to improve the urban microclimate. Build. Environ. 2011, 46, 38–44.
[CrossRef]

142. Chang, S.; Jiang, Q.; Zhao, Y. Integrating CFD and GIS into the development of urban ventilation corri-dors: A case study in
Changchun City, China. Sustainability 2018, 10, 1814. [CrossRef]

143. Ng, E.; Yuan, C.; Chen, L.; Ren, C.; Fung, J.C. Improving the wind environment in high-density cities by understanding urban
morphology and surface roughness: A study in Hong Kong. Landsc. Urban Plan. 2011, 101, 59–74. [CrossRef]

144. Huang, H.C.; Lin, F.T.; Hsieh, C.M. A simple method for designation of urban ventilation path by using agent analyst in
GIS—A study of Tainan. In Proceedings of the Conference on Sustainable Business, Energy and Development in Asia, Hiroshima,
Japan, 17–19 March 2014.

145. Wuji, P.; Wang, X.; Zhao, B. CFD scaled modelling of atm ospheric flow in urban environment. Aecta Aerody-Namica Sin. 2020, 38,
908–914.

146. Qi-Bin, H.E. Application of Coupled Foliage Heat Transfer Model and CFD Model in Outdoor Thermal Environment. Build.
Energy Environ. 2018, 37, 1–4.

http://doi.org/10.1080/01431169608949128
http://doi.org/10.1016/S0273-1177(97)00061-6
http://doi.org/10.1016/j.rse.2003.11.005
http://doi.org/10.3390/su9020177
http://doi.org/10.1016/j.jweia.2008.02.006
http://doi.org/10.1016/j.scs.2017.03.025
http://doi.org/10.1016/j.buildenv.2018.04.012
http://doi.org/10.1016/j.buildenv.2017.12.014
http://doi.org/10.3390/su11205691
http://doi.org/10.1016/j.scs.2017.03.021
http://doi.org/10.1016/j.scs.2019.101634
http://doi.org/10.1016/j.buildenv.2006.10.055
http://doi.org/10.1016/j.compenvurbsys.2011.02.001
http://doi.org/10.1016/j.buildenv.2010.09.006
http://doi.org/10.1016/j.jclepro.2016.08.151
http://doi.org/10.3390/en10122151
http://doi.org/10.1016/j.enbuild.2003.07.003
http://doi.org/10.1016/j.buildenv.2010.10.010
http://doi.org/10.1016/j.solener.2008.02.008
http://doi.org/10.1016/j.buildenv.2019.106427
http://doi.org/10.1016/j.enbuild.2018.02.007
http://doi.org/10.1016/j.buildenv.2010.06.014
http://doi.org/10.3390/su10061814
http://doi.org/10.1016/j.landurbplan.2011.01.004


Sensors 2021, 21, 6898 27 of 27

147. Jiang, W.; Gao, N.; He, Q.; Li, Y. Theoretical and Experimental Study of Foliage Heat Transfer Model and its Application in Urban
Outdoor Environment. Archit. Sci. 2015, 31, 46–53.

148. Tang, M.; Bai, X. Ecological Thermal Effect of Lawn on Urban Environment. Chongqing Environ. Sci. 2001, 1, 14–15.
149. Gromke, C.; Blocken, B.; Janssen, W.; Merema, B.; van Hooff, T.; Timmermans, H. CFD analysis of transpirational cooling by

vegetation: Case study for specific meteorological conditions during a heat wave in Arnhem, Netherlands. Build. Environ. 2015,
83, 11–26. [CrossRef]

http://doi.org/10.1016/j.buildenv.2014.04.022

	Introduction 
	CFD-Based Simulation Method for the USTE 
	Definition of CFD-Based USTE Simulation 
	Introduction of CFD-Based USTE Simulation Software 
	CFD Numerical Simulation Models 
	Using CFD to Simulate the USTE Based on Ground Observations 
	USTE Simulations Integrating CFD and Remote Sensing 

	CFD Simulations of USTE at Different Spatial Scales 
	USTE Simulation at the Microscale 
	USTE Simulation at the Block Scale 
	USTE Simulation at the Macroscale 

	Quantitative Simulations of the USTE Based on CFD Considering the Underlying Surface Dynamics 
	Relationship between Changes in LULC and the USTE 
	Relationship between the Underlying Surface Structure and the USTE 
	Relationship between the USTE and Urban Green Spaces and Waterbodies 

	Anthropogenic Heat Emissions and the USTE 
	Research on Mitigation Measures for USTEs Based on CFD Simulations 
	Water Bodies for Controlling Heat in the USTE 
	Green Space and Vegetation for Controlling the USTE 
	Building Layout for Controlling the USTE 
	Green Building Materials for Controlling the USTE 
	Ventilation Corridors for Controlling the USTE 

	Current Problems and Outlooks 
	References

