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Abstract: In order to utilize wave energy, various wave power systems are being actively researched
and developed and interest in them is increasing. To maximize the operational efficiency, it is very
important to monitor and maintain the fault of components of the system. In recent years, interest in
the management cost, high reliability and facility utilization of such systems has increased. In this
regard, fault diagnosis technology including fault factor analysis and fault reproduction is drawing
attention as an important main technology. Therefore, in this study, to reproduce and monitor the
faults of a wave power system, firstly, the failure mode of the system was analyzed using FMEA
analysis. Secondly, according to the derived failure mode and effect, the thrust bearing was selected
as a target for fault reproduction and a test equipment bench was constructed. Finally, with the
vibration data obtained by conducting the tests, the vibration spectrum was analyzed to extract the
features of the data for each operating status; the data was classified by applying the three machine
learning algorithms: naive Bayes (NB), k-nearest neighbor (k-NN), and multi-layer perceptron (MLP).
The criteria for determining the fault were derived. It is estimated that a more efficient fault diagnosis
is possible by using the standard and fault monitoring method of this study.

Keywords: wave power system; oscillating water column type wave power system; thrust bearing;
fault reproduction; fault diagnosis; FMEA; vibration spectrum; machine learning algorithm

1. Introduction

In response to the Paris Agreement in 2015, IMO adopted a strategy to reduce the
emission of GHG (greenhouse gas) and carbon dioxide in 2018. Korea also announced a
significant reduction pledge of about 40% of the GHG emission forecast (GHG emission
forecast, business, as usual, BAU) by 2030 [1]. In addition, it aims to reduce GHG by 70%
by 2050 to enter the era of decarbonization for solving the emission of carbon dioxide, the
ultimate cause of environmental pollution, within this century [2]. As a result, the interest
in carbon-free and pollution-free new and renewable energy is greatly increasing. The
decarbonization of energy may be achieved when new and renewable energies become the
main energy sources.

Among the renewable energy sources, wave energy is one of the energy sources that
is receiving much attention because it has high consistency in terms of energy acquisition
compared to other energy sources such as wind or solar energy [3]. The wave energy
resource available from the world’s oceans is about 2000 TWh per year which theoretically
can satisfy the total global power demand [4]. To realize these benefits, the technology
for converting waves into useful energy forms was first patented in 1799 [5]. Since then,
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more than 1000 patents on various concepts have been issued for technology using wave
energy [6], and until recently numerous studies on wave power systems have been actively
conducted [7-12].

Among the wave power system, the oscillating water column (OWC) wave power
system, shown in Figure 1, represent the primary energy conversion system for converting
wave energy into the vertical motion of the wave column inside the chamber, the secondary
energy conversion system for rotating the turbine using the airflow generated during the
vertical motion of the water column and the final energy conversion system for generating
the magnetic field using the rotation of the turbine [13]. This system has a stability ad-
vantage over other wave power systems because the mechanical hydraulics and electrical
components are not submerged in seawater [14].

1*' energy conversion system 2" energy conversion system
OWC chamber Turbine

3rd energy conversion system
Generator, Controller, Converter

Figure 1. Conceptual diagram of OWC [13].

Since the wave power system is operated in an environment where severe external
forces are applied due to the waves, excessive vibration may be generated in the rotating
body resulting in damage to the bearing or turbine blade. Further, due to the damage
caused by pressure fluctuation of the air flowing into the turbine, measures to prevent
faults must be considered, comprehensively reviewed and reflected in the design. In
recent years, the interest in the efficient monitoring and fault diagnosis for such systems
has increased greatly [15]. Prognostics and health management (PHM) includes steps of
real-time condition monitoring, big-data processing for detected data and the diagnostics
and prognostics. Regarding the technology, it comprises technologies for the acquisition of
the data for monitoring the condition of the machine using sensors and for diagnosis of the
status and prognosis of the remaining lifetime. Through this, it is possible to improve the
reliability and operation efficiency [16].

Power generation system Faults are mainly diagnosed by extracting and analyzing
the output signals or vibration signals of the system using various mathematical tech-
niques. There are many studies on fault reproduction and diagnosis with abnormal signal
processing techniques using deep learning or machine learning algorithms for power
generation systems such as wave turbine generators and wind turbine generators [17-22].
Furthermore, the needs for fault prediction and residual life prediction technology in
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wave power generation systems have increased [23,24]. In particular, in this study, the
thrust bearing was selected as the target of fault diagnosis among the components of the
wave power system through FMEA analysis, and in this regard, research on bearing fault
diagnosis using deep learning or machine learning has been very actively conducted in
recent years [25-29].

Accordingly, in this paper, a study on fault diagnosis was conducted for an oscillating
water column type wave power system. Henceforth, after selecting the fault reproducing
target, the failure mode of the target was analyzed, and a process for verification using
the test equipment and monitoring was presented. Figure 2 shows the PHM process for
system fault diagnosis including FMEA provided in this study and construction of suitable
test equipment and health monitoring. According to this process, at first, the failure mode
of the system is analyzed using FMEA analysis, and the influence of the fault factor is
evaluated. Next, the overhaul method is used to check the actual fault of the thrust bearing
which is the target selected through FMEA, and a fault reproduction test equipment setup
was constructed. Based on this, a test is performed to obtain the vibration data under
both normal and abnormal conditions. Finally, the vibration frequency is visualized and
the vibration spectrum is analyzed using FFT with the measured vibration sensor data to
extract the features of data for each operating condition. Furthermore, the data is classified
by applying a machine learning algorithm, and fault diagnosis are performed in accordance
with the status monitoring result.

Step-bv-step process

Methodology
{ Target system = N
Contents { FMEA
. (Failure mode and effect analysis)
" (" - Failure mode analysis through FMEA AR Y N ‘j g
- Evaluation of the effect of failure —4{ Step.1 Target selection ]
\_modes ). - -
Construction of the test
e ~ . J L equipment
- Performing tests in normal/abnormal o . .
conditions for failure reproduction —a[ Step.2 Failure reproduction test ﬂ
~ o d Data acquisition )
P : . v i (Vibration data under
-Data feature_ extraction ) . 1.\ normal/abnormal conditions) ) /
- Data classification using machine Step.3 Health monitoring <
\ \_learning classification algorithm ) l
- . 0 - )
Monitoring and fault diagnosis results
using PHM technique

"y

Figure 2. PHM procedure for fault diagnosis system.

In this study, a new type of test equipment was devised for the unique field of wave
power system, the subject of this study, and analysis techniques using machine learning
was applied to verify whether the fault diagnosis process and technique for thrust bearings
using this test equipment were meaningful. As a result, it is considered that the results
obtained through the conducted experimental studies are meaningful and have sufficient
correlation with the application to actual structures. Also, it is judged that the new type of
test equipment can be used to perform research on reproducing and diagnosing faults for
more diverse bearings in the future.
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2. Strategy of Diagnosis of Bearing Condition
2.1. Target Selection Using Failure Mode and Effects Analysis (FMEA)

FMEA, when used for identifying and analyzing the potential faults of the products
or the processes and their effects, is a method for structuring the risks that may be caused
by fault and then preventing the fault in advance [30,31].

The turbine system, representative equipment of an oscillating water column type
wave power system, comprises a rotor/stator for generating electric power, a blade for
converting air flow into mechanical rotational energy, and a shaft supporting various
devices and variable bearings. The bearing is applied to reduce damage to the devices by
supporting the load generated by the air-flow and the self-weight and inertia of the heavy
turbine when rotating the turbine to generate the electric power. The applied bearings
include ball bearing, thrust bearing, and NU bearing. The ball bearing and the NU bearing
support the vertical load. The thrust beading is installed with several rollers inclined to
support vertical and axial loads.

In this study, FMEA was conducted on these parts, and detailed procedures for FMEA
have been replaced by reference [32]. As a result of FMEA, the major failed parts were the
turbine blade, slip ring, thrust bearing, and shaft. The turbine blades were recommended
as the design change items, the slip rings were recommended as the reliability-based
maintenance items, and the shafts were recommended as the real-time monitoring items.
In particular, the thrust bearing is the item that cannot be inspected with the naked eye,
and it is a component that requires sensor-based monitoring as it causes great damages
to the system when the rotational performance gets deteriorated and malfunction occurs.
Finally, in this study, the thrust bearing was selected as the target of fault reproduction in
accordance with the FMEA results.

2.2. Analysis of Thrust Bearing Failure Modes

In order to analyze the fault mechanism and operation status of the thrust bearing,
the equipment for fault reproduction selected by FMEA, the degree of wear of the target
equipment were analyzed by overhauling the turbine system of the oscillating water
column type wave power system located in Yongsu-ri, Jeju-Do.

As a result of the overhaul (Figure 3), it was confirmed that the thrust bearing was
pressed by the load and the wear was caused due to the occurrence of the frictional force
by the change in lubricant characteristics during rotation. The wear pattern of the bearing
roller occurred in the form of the gradual movement of the wear position in the form of a
line instead of the entire surface being worn.

As a result of FMEA and overhaul as mentioned above, it was analyzed that the
rotational performance deterioration and the rotation inability were the main factors behind
the fault of the wave power system. Bearings were damaged, typically due to 12 types of
fault causes including excessive load, overheating, wear, deformation, corrosion, lubricant
contamination, and improper assembly [33]. Among them, the causes that affected the
rotational performance deterioration and the rotational inability of the thrust bearing were
false brinelling, overheating, lubricant fault, and contamination caused by deformation
and abrasion on the surface due to the vibration in accordance with the increased surface
friction caused by the lubricant contamination and improper lubrication.
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Figure 3. Overhaul results: (a) Stator /Rotor; (b) Shaft; (c) Thrust bearing housing/roller.

2.3. Construction of the Test Equipment

Since the thrust bearing is installed inside the turbine, visual inspection is impossible.
Accordingly, in order to ensure the structural safety of the thrust bearing, the technology
for the prediction of the fault must be applied at the operation stage. In the field of
abnormalities and fault conditions of bearings, the researches have been conducted for the
determination of the state after fault and analysis of fault conditions from the computational
analysis [34,35], etc. In the field of bearing fault diagnosis and prognostics, studies have
been conducted for fault diagnosis based on the comparison of the experimental data and
the physical models [36], state investigation based on the detected signal analysis [37], and
the diagnosis technology in accordance with fault simulation test data [38], etc. Finally, in
order to diagnose and prognose the abnormal state of the bearing, it is necessary to obtain
the result or data of the abnormal or the fault condition. To do this, it is necessary to be
able to reproduce the fault and use the acquired data of the fault state to determine the
fault in a reverse manner.

However, it is very difficult to acquire data after the abnormalities or faults in actual
equipment. Therefore, there is a need for a method of obtaining data by reproducing oper-
ation states of bearing. Most of the previous studies [39-41] have reported test equipment
in which the inner bearing rotates. However, in this study, we developed a test equipment
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in which the outer bearing rotates, to reproduce and analyze the phenomena that cause
thrust bearing faults.

The developed test equipment (700 kg) comprises a motor, a shaft, a bearing, and a
housing. The inner diameter of the rotating body is 140 mm to which the 29428E standard
thrust bearing used in the oscillating water column type wave power system can be
attached. The design drawing, real appearance and measuring scene of the test equipment
are shown in Figure 4. This test equipment is configured as a mechanism that applies a
load to the thrust bearing by rotation of the outer ring and uses a motor (60 Hz, 3-phase)
and a chain-gear system to rotate the outer ring. The inner ring is fixed to the shaft so
that it can support a sufficient load. Also, by adjusting the gear ratio to 30:38 to satisfy the
power generation rotational speed of 400 rpm of the oscillating water column type wave
power system, it is possible to rotate up to 474 rpm.

Housing Housing
(body of revolution) (body of revolution)

@l®
S |

)
Shaﬁ§-m—>-m L

Thrust bearing © ©

Vibration sensor ~
den

Pulley-bett —— 7~ & T

1] !
Motor /ﬁf};?
(380V, Three phase) |

is

(@)
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(body of revolution) Thrust bearing
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Figure 4. Configurations of test equipment of thrust bearing for simulating the operating condition:
(a) Design drawing; (b) Real appearance; (c) Measuring scene.
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To ensure the data according to the normal and abnormal operating conditions of the
thrust bearing, a vibration sensor (3-axis) was attached to the non-rotating shaft near the
bearing. Data were acquired and stored in real-time through DAQ via a wired vibration
sensor, and the measurement was conducted for 1 hour. During the test, the vibration data
was measured at intervals of 0.005 seconds at a sampling frequency of 200 Hz.

As mentioned above, bearings are intermediate parts that receive the load of the
rotating shaft and transmit them to the support, so lubrication is necessary to reduce
the contact area between the ball and the lace. Therefore, in this study, the abnormal
operation of the thrust bearing was defined as the false brinelling condition, which is the
most important factor for reducing the rotational performance of the bearing as a result of
the fault factor analysis. To simulate it, a test was conducted for the abnormal operation
condition with a greaseless state. Consequently, the tests were conducted for normal and
abnormal operating conditions at 400 rpm which is the actual maximum power generation
rpm of the system.

2.4. Procedure for Health Monitoring using Classification Algorithms

This section describes the specific methods for fault diagnosis applied in this study.
The fault diagnosis considered in this case study focused on identifying faults determining
the failure mode. Figure 5 shows the detailed procedure for fault diagnostics applied in
this study. In the first step of fault diagnostics, it is necessary to obtain the fault signal data.
In general, we can gather time series data from several sensors attached to test equipment
during its operation. In the second step, it is necessary to identify the sensor signal as to
whether its data is gathered from the normal or abnormal state with the information on
equipment failure, i.e., type of normal state and failure states.

1) Learning Data

7) Test Data

!

!

2) Signal Pre-processing

8) Signal Pre-processing

'

'

3) Feature Extraction

9) Feature Extraction

!

!

4) Dimension Reduction

10) Dimension Reduction

l

I

5) Classifier Learning

11) Classifier

Y

6) Mapping <

Figure 5. The procedure of fault diagnostics.

For the next step, we can extract statistical features in the time and frequency domains
from the sensor data by signal pre-processing. Then, from among the selected signal fea-
tures, a feature that correlates between steady-state and abnormal state and a certain level
or more is selected and dimensionally reduced to refine it into 2-dimensional perceptible
data. In this process, we reduce the dimension of the features, and build the fault classifica-
tion map represented by the features through several statistical methods, e.g., principal
component analysis (PCA) and the classification algorithms. Then, in the classifier learning
process, previous fault history information and normal operation status information are
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used as the learning data of the fault classifier in the supervised learning scheme. This
process creates a classification map for fault diagnosis, i.e., a condition diagnosis criteria.

In this way, the process of extracting factors from the sensor data to indicate the state
of the thrust bearing is constructed and determining the state. Therefore, when there is
new sensor data, it distinguishes whether it is a normal signal or a fault signal through
learned classifier and fault classification map. In case of a fault signal, it is possible to
judge which fault type is the fault type. The more detailed procedure is described in the
following section.

3. Strategy of Diagnosis of Bearing Condition
3.1. Sensor Signal Acquisition

For fault diagnostics of the equipment, its sensor data that shows the characteristics of
fault condition and normal operation condition occurring in the thrust bearing is required.
In order to analyze the data generated by the target equipment, the following Table 1
summarizes the operation conditions and obtains the sensor data. Each vibration data
according to operation condition was measured by 1000 seconds. Vibration data were
measured using a three-axis vibration sensor with components of the x, y, and z axes.
Actually, real-time data is measured by attaching a three-axis vibration sensor to a real
generator model in Yongsu-ti, Jeju-Do. After the verification of the fault diagnosis technique
using the test equipment in this study, we plan to apply it to real-time data. The measured
data are representative visualizations of normal state (Mode 1) and abnormal state (Mode 3)
as in Figures 6 and 7. For reference, the abnormal operation condition of the thrust bearing
defined in this study is a greaseless state. In the experiment under this condition, it was
observed that the vibration response became very large and the bearing temperature
rapidly increased.

Table 1. List of test conditions in normal and abnormal states.

Mode No. Operation Condition Operation RPM Fault
1 Normal state 400 No fault
2 Abnormal state 1 400 No grease
3 Abnormal state 2 400 No grease + fault

x-Vibration

0 100 200 300 400 500 600 700 800 900 1000
Time [sec]

y-Vibration

Acceleration(m/s?)

0 100 200 300 400 500 600 700 800 900 1000
Time [sec]

z-Vibration

celeration(m/s’)
oo o

C
&S
o

Ac

0 100 200 300 400 500 600 700 800 900 1000
Time [sec]

Figure 6. Vibration data history under normal operating states (Mode 1).



Sensors 2021, 21, 457 9 of 20

x-Vibration

0 100 200 300 400 500 600 700 800 900
Time [sec]

y-Vibration

0 100 200 300 400 500 600 700 800 900 1000
Time [sec]

z-Vibration

0 100 200 300 400 500 600 700 800 900 1000
Time [sec]

Figure 7. Vibration data history under abnormal operating states (Mode 3).

3.2. Feature Extraction

For the next task, it is necessary to extract the features that represent the characteristics
of the vibration sensor signal in a proper way in terms of status monitoring. To this end,
in this study, the feature extraction scheme based on statistical values is applied in the
frequency and time domains. It is not reasonable to classify time—frequency distributions
directly because the data dimensions are too high to deal with. Thus, the statistical
values are utilized to reduce the high dimensionality feature space. To minimize the
number of features used and the classification error, we can use the features generally
used in analyzing the failure. For example, those of the rotatory machine are described in
Tables 2 and 3. Features extracted from the time domain of the time-series sensor signal
and Features extracted from the frequency domain were selected. Note that X is original
sensor data and y is the mean value of the sensor data in the tables [16].

Table 2. Feature index used in the test signal in time domain.

Feature Index Description
Mean Tl — M
2
Vari _ (T
ariance T2 — ( v )
Standard deviation T3 — nNzl(Jlf\,(")lf 1)
RMS T4 = T (NX(”))Z
— L (x(n)-T1)°
Skewness T5 = W
: _ L (x(m)-T1)*
Kurtosis T6 = W
Peak value T7 = }[max(x(n)) — min(x(n))]
_ 17
Crest factor T8 = 17
Shape factor T9 = 12
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Table 3. Feature index used in the test signal in frequency domain.

Feature Index Description
Mean 1= Eﬁfl:]lwy(m)

M 2

i _ Ly (y(m)—F1)

Variance 2 = yim)

Third moment 3= o (y(m)—F1)°
M(VF2)®

Fourth moment 4 — Loy (y(m)—F1)*
M(F2)*

Grand mean 5 — Lot fuy (m)

Eﬁle y(m

Standard deviation 6 — 1/ Lot (fn ;AF5)2y (m)

In such a case, it may be difficult to select a sensor list to determine the type of
fault, and it may be necessary to manage unnecessary data that is not related to the fault
diagnostics. In this case, it may be efficient to configure and manage one unit according
to the operating states. Therefore, a list of sensors that can represent the status of the
target system should be appropriately selected, excluding the unnecessary ones among
the sensors included in the equipment. To this end, in this study, the Pearson correlation
coefficient between each sensor signal is calculated using Equation (1) to classify the sensor
list having a significant correlation, and only signals of the target sensors are acquired.
Extracting the 15 factors to be selected for the three-axis vibration sensor produces a total
of 45 features. Analysis of the 45 features extracted by the correlation analysis results in a
heat map as in Figure 8. For the feature dependency approach, the correlation coefficient
plays an important role though it has not been used as often as mutual information. From
the definition of the coefficient, the correlation provides a quantitative measurement that
represents the strength of a relationship between sequences of data. In other words, the
features that affect the condition monitoring of thrust bearings are applied and features
which lower the overall accuracy by the learning machine will be removed from the original
feature set. However, the procedure would be progressively repeated until the classification
accuracy cannot be further improved. This procedure needs complicated computation and
always takes a lot of time [42]. Therefore, in this study, appropriate values were selected
through some case study until the accuracy that affects classification acuity was found. The
correlation coefficient chosen through case study is 50%, which is applied to the machine
learning algorithm:

_ cov(x,y)
Pxy = Tnoy, @
cov(x,y) = E[(x — px) (v — py)] )

where, Pxy is the Pearson correlation coefficient of the x, y signal matrix, and ¢ and y are
the standard deviation and the mean value, respectively. Also, cov(x,y) is a covariance
matrix as shown in Equation (2).
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Figure 8. Heat map through correlation analysis of selected features.

3.3. Dimensionality Reduction

To simplify the features of sensor data having a high-dimensionality vector form, a
process of reducing the dimensions is required. Dimensionality reduction in data pro-
cessing focuses on representing data with the minimum number of dimensions such that
its properties are not lost and hence reducing the underlying complexity in processing
the data. PCA is one of prominent dimensionality reduction techniques. In this study, to
minimize the dimensionality of the features and classify the fault condition clearly, two
principal components having the high eigen values are selected as shown in Figure 9. The
principal components can be represented by the following Equation (3).

PCZ' = LZ]X] +ar, X +

where PC; denotes the principal component i, X,
and numerical coefficient for X;;, respectively.

50

25

-25

-50
50

25

ot agXy 3)

and a, represent the original feature n

60
s jcf "
--..l J_. 20 f
b T PCA o
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o le PE2 q £ . :'0...0: .‘ u. l} (LRI Y
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Figure 9. Mapping of features on two—dimensional space through principal component analysis.
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The results of the dimension reduction of selected features in two dimensions through
correlation analysis and PCA analysis are show in Figure 10. It is possible to verify that
each data set is clustered in 2-dimensional map for each mode 1, 2 and 3 of the conditions
of the thrust bearing.

@ mode_l
@ mode_2
) ° @ mode_3
m
o
o
L]
oJ LX)
E o o
@ I
5
°
Q. °® °
£ e
(@] ° e °
() ° °
T 2 .
Q
‘O o °
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= 8
o ° ° o oo
o, ° L]
o ° °
3 ‘ o ° ® oo ® ° ° o
o o
Y ° o o® oo e ® °
° ° ° °
° .:o .o. .. o ®
J
° %
-0.5 0.0 0.5 1.0 1.5 2.0 2.5

Principal Component 1

Figure 10. Mapping of features on two—dimensional space through principal component analysis.

3.4. Classifier Learning

After identifying the suitable features, in order to classify the sensor data patterned
according to the state of each signal, we need a classification process with a suitable
classifier. The classifier is a criterion for distinguishing between each type of features of
sensor data expressed in two dimensions space. The classification process recognizes the
given data into a suitable pattern for the features based on the criteria obtained by learning
the sensor data of the existing fault and normal operating state. The applied classification
model are representative classifier algorithms commonly used for health monitoring. In
order to learn the operation status classification model using the refined dataset shown
in Figure 10, major parameters that can determine performance for each algorithm shall
be established. Therefore, how the parameters are set for each algorithm determines the
accuracy of the model. In this work, we conduct a study to select parameters to determine
appropriate classification boundaries for the following three algorithms: naive Bayes (NB),
k-nearest neighbor (k-NN), and multi-layer perceptron (MLP). The refined data features
are each determined by the classification algorithms.

3.4.1. Naive Bayes (NB)

Naive Bayesian classifiers assign the most likely class to a given example described
by its feature vector expressed in Equations (4) and (5). They determine the point where
the error is minimized by appropriately moving the decision boundary and finding the
minimum error where the probability density function of two data classes is idealized.
Therefore, the features can be simplified by assuming that features are in an independent
class for fault diagnostics. Naive Bayes can be divided into Gaussian naive Bayes, Bernouli
naive Bayes and multinolomic naive Bayes, depending on the classification model, and
in this work, the distribution of data is visually well classified and applied the Gaussian
classification model.
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3.4.1.1. k-Nearest Neighbor (k-NN)

k-NN is an instance-based learning algorithm that determines how closely an instance
is located with other objects with similar characteristics [43]. For example, the characteris-
tics of a red dot, such as Figure 11, can be inferred from the surrounding neighbors. If k is
2,5, 8, the red dot is classified as + and k is 3. where k is the number of objects closest to
the red dot. As a major parameter of k-NN, the distance between the data, representing the
number of neighbors, is applied to the Minkowski distance method.
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Figure 11. The diagram of k-NN.

3.4.2. Multi-Layer Perceptron (MLP)

MLP is a representative artificial neural network model consisting of three layers:
input layer, hidden layer, and output layer, as shown in Equation (6) [44]. The neurons in
the MLP are defined as input x; and output y. f is the activation function, and the sigmoid
function is generally used. W; is the MLP model weight vector, and b is the slice (bias)
value. The weights are calculated by repeated optimization procedures based on input and
output learning data.

The main parameter of MLP is an activation function that converts the input value of
hidden layers to nonlinear. In this work, 100 hidden layers were selected, auto batch size
selection methods were applied to determine how much training data is partitioned and
learned, and the Adam solver was applied to calculate the optimized weights.

y=FfWTx) = f(Y 0 Wix; +b) (6)

4. Results of Machine Learning using the Classification Algorithms
4.1. Learning Results of the Classification Algorithms

The 45D features extracted was screened by correlation analysis and dimensioned
to 2D by applying PCA algorithm. Subsequently, three classification algorithms allow
the creation of classification models to display decision boundaries as in Figure 12. By
using the classification algorithms, the decision boundaries were selected for each data
group as follow each mode. As shown in Figure 12, the operation status was determined
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in three states: Mode 1 (blue points—green background), Mode 2 (green points—red
background), and Mode 3 (red points—gray background). The boundaries, or background
colors, determined in this process, is the decision boundary plane determined by each
algorithm and refers to the learning model. These learning model represents the operation
status of each of the operations described in Table 1. In order to avoid overfitting in
the learning process using the classification algorithms, the selected learning data were
randomly selected 80% of the learning data set with 20% of the test data. The learning
accuracy for each algorithm was 98.1% for NB, 99.1% for k-NN and 99.1% for MLP, with
high accuracy calculated for all algorithms.
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Figure 12. Learning results using classification algorithms by applying learning data.

4.2. Verification of the Classification Algorithms

Each classifier algorithm was verified by applying different data from the learning
data to identify the proposed fault diagnosis procedure. The applied test data consisted of
three data sets, combining data from normal state and abnormal state 1 and 2, as shown in
Table 4. The vibration data history of the applied test data set is as shown in Figures 13-15.

Table 4. Test data set for the evaluation of the machine learning algorithms.

Dataset No. Description Mode Combination
1 Normal state (100 sec) + Abnormal state 1 (100 sec) Mode 1 & Mode 2
Normal state (50 sec) + Abnormal state 1 (50 sec)
2 + Normal state (50 sec) + Abnormal state 1 (50 sec) Mode 1 & Mode 2
3 Normal state (100 sec) + Abnormal state 1 (50 sec) Mode 1 & Mode 2 & Mode 3

+ Abnormal state 2 (50 sec)
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Figure 13. Vibration data history of test data set No. 1.
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Figure 14. Vibration data history of test data set No. 2.
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Figure 15. Vibration data history of test data set No. 3.

The diagnosis using the three classifier algorithms proposed in this study by applying
the test data sets resulted in a high accuracy of about 99% for all algorithms, as in Table 5.
Figures 16-18 show the results of applying test data for each algorithm.

Table 5. Accuracy of classification algorithms of test data.

Data Set No. Naive Bayes k-Nearest Neighbor Multi-Layer Perceptron
1 99.5% 99.0% 100%
2 98.0% 100% 100%
3 99.5% 99.5% 99.5%
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Figure 16. Results of classifier algorithm application of test data No. 1.
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5. Conclusions

The present work describes a study on the diagnosis of bearing condition from the
failure mode effect analysis and the test for the fault reproduction and monitoring of the
oscillating water column type wave power system installed on the sea of Jeju-do. As a
result of the analysis of the failure mode of the wave power system, it was derived that
the thrust bearing was essential equipment for monitoring the target, and in particular,
the false brinelling characteristics were analyzed as the main management target among
several fault factors. For the diagnosis of faults of the thrust bearing, data on the actual
faults are required. Therefore, a test equipment setup was built and an experiment was
conducted for fault reproduction for the thrust bearing. The main results are summarized
as follows:

- An outer ring rotating test equipment setup was developed that can ensure the
abnormal and fault data by reproducing the operation environment of the bearing in
use. Using the developed test equipment, the vibration data in the normal operation
state and false brinelling state were measured, and the characteristics of the data were
extracted by analyzing the vibration spectrum.

- Asaresult, features were extracted by applying a feature extraction scheme based on
statistical values in the frequency and time domains of the vibration data in the normal
and abnormal state acquired in the test equipment. At this time, a total of 45 features
are created for the three-axis vibration sensor. In this study, features with more than
50% correlation were applied to three classification algorithms: NB, k-NN, MLP.

- The learning accuracy for each algorithm was 98.1% for NB, 99.1% for k-NN and
99.1% for MLP, with high accuracy calculated for all algorithms. By applying the test
data sets to the three classifier algorithms proposed in this study, it was confirmed
that the accuracy of all algorithms was approximately 99%.

- Finally, the subject of this study is a unique field of wave power system, and its
application to this field is considered to be of great value. By accumulating data
using the test equipment of this study, this study is considered to be a cornerstone
for the failure reproduction of the wave power system. In addition, it is possible
to conduct a study to diagnose a failure in connection with a simulation using the
accumulated data.

In future research, the acquired data will be developed as a smart monitoring engine
through Al learning. Further, a variety of features will be acquired by adding sensors that
can analyze various features such as heat, sound, and displacement, as well as vibration
sensors. In addition, it is planned to establish a database of fault conditions by additionally
measuring the various features from the reproduction of additional abnormalities and the
fault conditions including contamination. Finally, the application of the fault diagnosis
process and technique of this study to the real data obtained from the actual wave power
system is planned to be dealt with in the next study.

The ultimate purpose of this study is to implement the influencing factors and acquire
the synergistic effect by establishing an experimental design method in which all the factors
affecting the fault of the thrust bearing is considered. It is estimated that this study can be
considered as a basis of bearing fault diagnosis in order to obtain the synergistic effect. By
developing these details of the study, it is considered that it will be possible to cost down
in the future when designing a rotating body including various bearings.

Author Contributions: Conceptualization, C.M. and J.O.; methodology, C.M., J.O. and S.-Y.H.;
software, S.-Y.H. and M.-S.K,; validation, S.-Y.H. and J.-H.L.; formal analysis, C.M. and S.-Y.H.; inves-
tigation, T.-W.K. and M.-S.K; data curation, S.-Y.H. and J.-H.L.; writing—original draft preparation,
CM. and T.-W.K.; writing—review and editing, C.M., S.-Y.H. and T.-W.K.; visualization, S.-Y.H.,
M.-SK. and T.-W.K,; supervision, C.M.; project administration, J.O.; funding acquisition, J.O. All
authors have read and agreed to the published version of the manuscript.



Sensors 2021, 21, 457 19 of 20

Funding: This research was supported by a grant from Endowment Project of “Technology develop-
ment of digital twin in oscillating water column type for smart operation and maintenance service”
funded by Korea Research Institute of Ships and Ocean engineering (PES3590).

Institutional Review Board Statement: Not applicable.
Informed Consent Statement: Not applicable.
Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References

1.  Heo, S. Climate Change and Concerted Actions by Mankind. J. Korean Soc. Trends Perspectibes 2016, 96, 214-220.

2.  Joung, TH. Kang, S.G.; Lee, ] K.; Ahn, J. The IMO initial strategy for reducing Greenhouse Gas (GHG) emissions, and its
follow-up actions towards 2050. J. Int. Marit. Saf. Environ. Aff. Shipp. 2020, 4, 1-7. [CrossRef]

3. Stoutenburg, E.D.; Jenkins, N.; Jacobson, M.Z. Power output variations of co-located offshore wind turbines and wave energy
converters in California. Renew. Energy 2010, 35, 2781-2791. [CrossRef]

4. Agarwal, A.; Venugopal, V.; Harrison, G.P. The assessment of extreme wave analysis methods applied to potential marine energy
sites using numerical model data. Renew. Sustain. Energy Rev. 2013, 27, 244-257. [CrossRef]

5. Clément, A.; McCullen, P; Falcao, A.; Fiorentino, A.; Gardner, F.; Hammarlund, K.; Pontes, M.T. Wave energy in Europe: Current
status and perspectives. Renew. Sustain. Energy Rev. 2002, 6, 405-431. [CrossRef]

6.  McCormick, M.E. Ocean Wave Energy Conversion; Dover Publications Inc.: Mineola, NY, USA, 2007.

7. Koca, K.; Kortenhaus, A.; Oumeraci, H.; Zanuttigh, B.; Angelelli, E.; Cantu, M.; Franceschi, G. Recent advances in the development
of wave energy converters. In Proceedings of the 10th European Wave and Tidal Energy Conference (EWTEC), Aalborg, Denmark,
2-5 September 2013.

8.  Dengwen, X. The activities of marine renewable energy (MRE) in China. In Proceedings of the 4th International Conference on
Ocean Energy (ICOE), Dublin, Ireland, 17-19 October 2012.

9.  Poullikkas, A. Technology prospects of wave power systems. Electron. J. Energy Environ. 2014, 2, 47-69.

10. Guedes Soares, C.; Bhattacharjee, ].; Karmakar, D. Overview and prospects for development of wave and offshore wind energy.
Brodogradnja 2014, 65, 87-109.

11.  Antonio, ED.O. Wave energy utilization: A review of the technologies. Renew. Sustain. Energy Rev. 2010, 14, 899-918.

12. Czech, B.; Bauer, P. Wave energy converter concepts: Design challenges and classification. IEEE Ind. Electron. Mag. 2012, 6,
4-16. [CrossRef]

13. Park, ].Y,; Baek, H.; Shim, H.; Choi, ].S. Preliminary Investigation for Feasibility of Wave Energy Converters and the Surrounding
Sea as Test-site for Marine Equipment. J. Ocean Eng. Technol. 2020, 34, 351-360. [CrossRef]

14. Roh, C.; Kim, K.H,; Kim, J.H.; Hong, K.Y. A Comparison of PWM methods for Power Converter of OWC Wave Power Generation
System. J. Korean Soc. Mar. Environ. Energy 2019, 22, 84-94.

15. Kim, ].Y;; Oh, J.S. A Design of N-Screen based Monitoring System for Marine-Facility. J. Korea Inst. Inf. Commun. Eng. 2015, 19,
613-622. [CrossRef]

16. Ju, YJ.; Kim, M.S.; Kim, K.S.; Lee, ] H. Comparison of Machine Learning Algorithms Applied to Classification of Operating
Condition of Rotating Machinery. Korean J. Comput. Des. Eng. 2020, 25, 77-87. [CrossRef]

17.  Kim, S.G,; Lim, C.Y.; Ham, S.J.; Park, H.].; Choi, ]. H. Tutorial for Prognostics and Health Management of Gears and Bearings:
Advanced Signal Processing Technique. Trans. Korean Soc. Mech. Eng. A 2018, 42, 1119-1131. [CrossRef]

18.  Guo, P; Infield, D.; Yang, X. Wind turbine generator condition-monitoring using temperature trend analysis. IEEE Trans. Sustain.
Energy 2011, 3, 124-133. [CrossRef]

19. Yang, C;Liu, ].; Zeng, Y.; Xie, G. Real-time condition monitoring and fault detection of components based on machine-learning
reconstruction model. Renew. Energy 2019, 133, 433-441. [CrossRef]

20. Lei,J.,; Liu, C,; Jiang, D. Fault diagnosis of wind turbine based on Long Short-term memory networks. Renew. Energy 2019, 133,
422-432. [CrossRef]

21. Qian, P; Zhang, D.; Tian, X,; Si, Y.; Li, L. A novel wind turbine condition monitoring method based on cloud computing. Renew.
Energy 2019, 135, 390-398. [CrossRef]

22. Glowacz, A.; Glowacz, W.; Kozik, J.; Piech, K.; Gutten, M.; Caesarendra, W.; Khan, Z.F. Detection of deterioration of three-phase
induction motor using vibration signals. Meas. Sci. Rev. 2019, 19, 241-249. [CrossRef]

23. Ha,].M,; Choi, S.H.; Jeon, B.C.; Bo, Y.; Youn, B.D. Fault Diagnostics and Prognostics in Offshore Wind Turbines: Review and vision.
In Proceedings of the Korean Society of Mechanical Engineers Spring Conference, Jeju, Korea, 12-15 May 2012; pp. 151-152.

24. Kim, BJ,; Lee, ] K.; Oh, K.Y.; Park, J.Y,; Lee, J.S. Design of Wind Turbine Simulator for Developing Condition Monitoring
Algorithm. In Proceedings of the Conference on Information and Control Symposium (CICS), Ulsan, Korea, 22-23 October 2010;
pp. 332-333.

25. Pham, M.T,; Kim, ].M.; Kim, C.H. Deep Learning-Based Bearing Fault Diagnosis Method for Embedded Systems. Sensors 2020,

20, 6886. [CrossRef]


http://doi.org/10.1080/25725084.2019.1707938
http://doi.org/10.1016/j.renene.2010.04.033
http://doi.org/10.1016/j.rser.2013.06.049
http://doi.org/10.1016/S1364-0321(02)00009-6
http://doi.org/10.1109/MIE.2012.2193290
http://doi.org/10.26748/KSOE.2020.011
http://doi.org/10.6109/jkiice.2015.19.3.613
http://doi.org/10.7315/CDE.2020.077
http://doi.org/10.3795/KSME-A.2018.42.12.1119
http://doi.org/10.1109/TSTE.2011.2163430
http://doi.org/10.1016/j.renene.2018.10.062
http://doi.org/10.1016/j.renene.2018.10.031
http://doi.org/10.1016/j.renene.2018.12.045
http://doi.org/10.2478/msr-2019-0031
http://doi.org/10.3390/s20236886

Sensors 2021, 21, 457 20 of 20

26.

27.

28.

29.

30.
31.

32.

33.
34.

35.

36.

37.

38.

39.

40.

41.

42.

43.
44.

Xu, G.; Liu, M; Jiang, Z.; Soffker, D.; Shen, W. Bearing fault diagnosis method based on deep convolutional neural network and
random forest ensemble learning. Sensors 2019, 19, 1088. [CrossRef] [PubMed]

Tong, Z.; Li, W.; Zhang, B.; Zhang, M. Bearing fault diagnosis based on domain adaptation using transferable features under
different working conditions. Shock Vib. 2018, 2018, 6714520. [CrossRef]

Li, H.; Huang, J.; Ji, S. Bearing fault diagnosis with a feature fusion method based on an ensemble convolutional neural network
and deep neural network. Sensors 2019, 19, 2034. [CrossRef] [PubMed]

Toma, R.N.; Prosvirin, A.E.; Kim, ].M. Bearing Fault Diagnosis of Induction Motors Using a Genetic Algorithm and Machine
Learning Classifiers. Sensors 2020, 20, 1884. [CrossRef] [PubMed]

Yoo, ].M.; Ahn, D.G.; Jang, ].S. Review of FMEA. |. Appl. Reliab. 2019, 19, 318-333. [CrossRef]

Park, S.J.; Son, W.H.; Lee, K.C.; Mok, H.S. Performance Improvement through the Remanufacturing Process Analysis of Industrial
Hydraulic Pumps. J. Korea Soc. Ind. Converg. 2020, 23, 181-189.

Oh, J.W,; Min, C.H,; Sung, K.Y.; Kang, K.G.; Noh, H.J.; Kim, T.W.; Cho, S.G. A Study on the Abnormal and Fault Reproduction
Method for Smart Monitoring of Thrust Bearing in Wave Power Generation System. . Korean Soc. Ind. Converg. 2020, 23, 835-842.
Barden Precsion Bearings. Bearing Failure: Causes and Cures; The Barden Corporation: Plymouth, UK, 2008.

Gurumoorthy, K.; Ghosh, A. Failure investigation of a taper roller bearing: A case study. Case Stud. Eng. Fail. Anal. 2013, 2,
110-114. [CrossRef]

Toumi, M.Y.; Murer, S.; Bogard, F.; Bolaers, F. Numerical simulation and experimental comparison of flaw evolution on a bearing
raceway: Case of thrust ball bearing. . Comput. Des. Eng. 2018, 5, 427-434. [CrossRef]

Zhang, J.; Sun, H.; Hu, L.; He, H. Fault diagnosis and failure prediction by thrust load analysis for a turbocharger thrust bearing.
In Proceedings of the ASME Turbo Expo 2010: Power for Land, Sea and Air, Glasgow, UK, 14-18 June 2010; pp. 491-498.
Chebil, J.; Hrairi, M.; Abushikhah, N. Signal analysis of vibration measurements for condition monitoring of bearings. Aust. J.
Basic Appl. Sci. 2011, 5, 70-78.

Rezaei, A. Fault Detection and Diagnosis on the Rolling Element Bearing. Ph.D. Thesis, Carleton University, Ottawa, ON,
Canada, 2007.

Guzman, EG.; Oezel, M.; Jacobs, G.; Burghardt, G.; Broeckmann, C.; Janitzky, T. Reproduction of white etching cracks under
rolling contact loading on thrust bearing and two-disc test rigs. Wear 2017, 390, 23-32. [CrossRef]

Pérez-Loya, ].J.; Abrahamsson, J.; Evestedt, F.; Lundin, U. Performance tests of a permanent magnet thrust bearing for a
hydropower synchronous generator test-rig. ACES J. 2017, 32, 704-711.

Sandvik, K.; Lehtovaara, A.; Makkonen, E.; Kallio, M.; Kuvaja, K.; Kuokkala, V.T. Development of a test device for the evaluation
of journal bearings. Tribol.-Finn. J. Tribol. 2012, 31, 12-21.

Hsu, H.H.; Hsieh, C.W. Feature Selection via Correlation Coefficient Clustering. J. Softw. 2010, 5, 1371-1377. [CrossRef]

Cover, T.; Hart, P. Nearest neighbor pattern classification. IEEE Trans. Inf. Theory 1967, 13, 21-27. [CrossRef]

Liu, R.; Yang, B.; Zio, E.; Chen, X. Artificial intelligence for fault diagnosis of rotating machinery: A review. Mech. Syst. Signal
Process. 2018, 108, 33-47. [CrossRef]


http://doi.org/10.3390/s19051088
http://www.ncbi.nlm.nih.gov/pubmed/30832449
http://doi.org/10.1155/2018/6714520
http://doi.org/10.3390/s19092034
http://www.ncbi.nlm.nih.gov/pubmed/31052295
http://doi.org/10.3390/s20071884
http://www.ncbi.nlm.nih.gov/pubmed/32231167
http://doi.org/10.33162/JAR.2019.12.19.4.318
http://doi.org/10.1016/j.csefa.2013.05.002
http://doi.org/10.1016/j.jcde.2018.01.004
http://doi.org/10.1016/j.wear.2017.06.020
http://doi.org/10.4304/jsw.5.12.1371-1377
http://doi.org/10.1109/TIT.1967.1053964
http://doi.org/10.1016/j.ymssp.2018.02.016

	Introduction 
	Strategy of Diagnosis of Bearing Condition 
	Target Selection Using Failure Mode and Effects Analysis (FMEA) 
	Analysis of Thrust Bearing Failure Modes 
	Construction of the Test Equipment 
	Procedure for Health Monitoring using Classification Algorithms 

	Strategy of Diagnosis of Bearing Condition 
	Sensor Signal Acquisition 
	Feature Extraction 
	Dimensionality Reduction 
	Classifier Learning 
	Naïve Bayes (NB) 
	Multi-Layer Perceptron (MLP) 


	Results of Machine Learning using the Classification Algorithms 
	Learning Results of the Classification Algorithms 
	Verification of the Classification Algorithms 

	Conclusions 
	References

