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Abstract: Plane wave imaging (PWI) is attracting more attention in industrial nondestructive testing
and evaluation (NDT&E). To further improve imaging quality and reduce reconstruction time in
ultrasonic imaging with a limited active aperture, an optimized PWI algorithm was proposed for
rapid ultrasonic inspection, with the comparison of the total focusing method (TFM). The effective
area of plane waves and the space weighting factor were defined in order to balance the amplitude of
the imaging area. Experiments were carried out to contrast the image quality, with great agreement
to the simulation results. Compared with TFM imaging, the space-optimized PWI algorithm demon-
strated a wider dynamic detection range and a higher defects amplitude, where the maximum defect
amplitude attenuation declined by 6.7 dB and average attenuation on 12 defects decreased by 3.1 dB.
In addition, the effects of plane wave numbers on attenuation and reconstruction time were focused
on, achieving more than 10 times reduction of reconstruction times over TFM.

Keywords: ultrasonic arrays; defect characterization; ultrasonic imaging; plane wave imaging; total
focusing method

1. Introduction

Ultrasonic phased arrays have attracted more and more attention in nondestructive
testing and evaluation (NDT&E), due to its ability for achieving high-sensitivity dynamic
focus scanning in a wide range without moving the transducer, compared with conven-
tional ultrasonic testing [1–6]. At present, phased array imaging is usually formed using
the synthetic aperture focusing technique (SAFT) or total focusing method (TFM) [7–9]. In
particular, TFM is based on the full matrix capture (FMC), which contains every emitting–
receiving combination in post-processing imaging. Because it provides the best resolution
and a larger dynamic range, TFM is usually considered the “gold standard” in the NDT&E
field [10,11].

However, TFM requires more computing time to deal with the FMC matrix. For
a TFM imaging process, the costed time is determined by the size of the imaging area,
imaging resolution, and the number of array elements. Some methods are adopted to
reduce calculations, such as making use of sparse matrix, using multiple array elements
to transmit chirp signals instead of ordinary pulse excitation signals, and achieving data
processing with the GPU [12–15]. Whereas the quality of the TFM image is positively
related to the amount of its post-processing data matrix, reducing the data amount used
in the imaging processing worsens the quality of the TFM image. Thus, a method with
less computation time is extremely desirable for real-time monitoring and inspection in
practice.
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As a very promising method to increase the frame rate, plane wave imaging (PWI)
has attracted extensive research interests recently [16,17]. In PWI, a specific time delay is
set to emit plane waves at different angles in the medium, and PWI imaging at a certain
angle is formed by delay-and-sum methods in all array elements. Thus, the images at all
angles are coherently superimposed to form a PWI imaging. Previously, the PWI method
has been applied in industry and realized an equal or higher image quality, with obvious
reduction of computation time compared to the TFM method. The plane wave with the
phase coherence imaging technique was proposed, which provided similar or superior
image quality than TFM at significantly higher frame rates [18]. The PWI of cracks in the
Fourier domain was realized by reducing the computation times by a factor up to 13 [19].
The quality of TFM imaging and PWI imaging with a 128 elements array was tested, and
three to ten times less transmissions than with the TFM method were achieved [20].

However, all previous works of PWI imaging were based on a 64 or 128 elements
linear array. In NDT&E inspection, the element number in a typical industrial array is
usually less than 64 due to the limitation of the test specimen with complex shapes and the
difficulty of coupling. Indeed, the imaging quality of PWI in a limited active aperture is
desired in industrial applications. In addition, the plane wave emitted by linear array is
highly directional, which leads to the lopsidedness of the amplitude distribution on the
final PWI image and the reduction of the imaging quality. Therefore, larger detection range
with lower attenuation on defect amplitude should be investigated using new methods.

Here, we developed an algorithm to optimize PWI by weighting the imaging area
spatially. A space weighting factor was presented to equalize the amplitude and distri-
bution of the PWI images. As a typical and widely used industrial probe, the 32-element
linear array was applied to analyze the imaging quality and reconstruction time of the
proposed method. Meanwhile, the results of TFM imaging under the same conditions
were compared. The effect of the plane wave numbers utilized on the imaging result was
discussed in detail, resulting in the least imaging time with similar imaging quality. The
remainder of this paper is organized as follows. In Section 2, the theory of the TFM and
PWI methods are analyzed, and the proposed space weighting factor is focused on. The
simulation and experimental results obtained with the PWI and TFM algorithms were in-
vestigated; additionally, the comparison of PWI imaging under different angle parameters
is displayed in Section 3. Conclusions are given in Section 4.

2. Theory and Model
2.1. Optimized PWI Algorithm

Superimposed by a set of M plane waves, the PWI image included the M times array
emitting process. Thereinto, the plane wave was generated by the array elements according
to a specific delay, then the echo signals were recorded on each element.

The schematic diagram of reception at element i while θ plane wave emitting is shown
in Figure 1. The x-z plane was the target area to be imaged. The number of array elements
was N, and plane waves of M angles were emitted. The coordinates of each array element
are listed as (xi, zi). To excite a plane wave with θ angle, the delay time applied to each
element was:

τ(θ, xi) =
xi · sinθ

c
(1)

where c is the velocity of ultrasonic waves. For point P(x, z) in the imaging area, the
propagated distance of plane waves from the array to P(x, z) is dt, and the propagated
distance of the back-scattered signal from P(x, z) to the ith element is set to dr. Thus, the
propagation time corresponding to this process is:

τ(θ, xi, x, z) =
xsinθ + zcosθ +

√
z2 + (xi − x)2

c
(2)
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Figure 1. Reception at element i while θ plane wave emitting.

The amplitude of each pixel was obtained by the coherent superposition of M emission
angles and each receiving array element, which can be written as:

APWI(x, z) =
N

∑
i=1

M

∑
j=1

Fij(τ(θ, xi, x, z)) (3)

where Fij is the ultrasonic signal received by the ith array elements at the jth angled plane
wave emitted.

The effective area of plane waves should be mentioned. The emitted plane wave at a
specific angle can be considered to propagate in a limited area in the imaging area due to
its strong directivity of ultrasonic energy, as seen in Figure 2a. The effective imaging region
E(x1, xn, z, θ) at z depth is related to the active aperture L and the angle of the plane wave
θ [20]:

E(x1, xn, z, θ) ∈
[

x1 +
z

tanθ
, xn +

z
tanθ

]
(4)

where x1 and xn are the x-coordinates of the first and last array element, and z is the imaging
depth. Figure 2b represents the case of multi-plane wave imaging, the central area under
the array reached by plane waves with most angles, which is named as a strong effective
area in our work. The reduction in the number of plane waves indicates a cut-down of PWI
image intensity, which is defined as a weak effective area, as illustrated in Figure 2b.
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Usually, uneven amplitude distribution in the imaging area causes the active detection
range to diminish, leading to poor imaging amplitude and signal-noise ratio (SNR) for
zones far away from the array. In industry fields, the effective aperture of the array is
generally small. Thus, the space weighting factor ω(x, z) is produced to equalize the
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intensity of the imaging area, for achieving a larger dynamic monitoring range with a
limited active aperture. Here, the ω(x, z) is defined as:

ω(x, z) =
M

∑
j=1

sj(x, z, θ) (5)

where sj(x, z, θ) is the amplitude distribution function with a θ angle. In case of the pixel
point belonging to the effective imaging area, the sj(x, z, θ) is set to 1, otherwise, it is 0,
which is expressed as:

sj(x, z, θ) =

{
0, i f (x, z) /∈ E(x1, xn, z, θ)
1, i f (x, z) ∈ E(x1, xn, z, θ)

(6)

In the strong effective area, ω(x, z) is much higher than that of the weak effective area.
The optimized PWI imaging IPWI(x, z) under a specific emitting-reception process is the
ratio of the initial amplitude of the PWI image to the space weighting factor ω(x, z), for the
achievement of equalizing the intensity of the imaging area:

IPWI(x, z) =
APWI(x, z)

ω(x, z)
(7)

2.2. TFM Algorithm

In the TFM process, array elements are sequentially induced, and ultrasonic signals
are received by all array elements simultaneously. At the same time, TFM imaging is
performed by considering the times-of-flights from all emitting and receiving processes to
the imaging area, achieving a focus on emission and reception.

The principle of TFM is shown in Figure 3. In the two-dimensional coordinate system,
the coordinate x axis is the scanning direction of the phased array. The number of phased
array elements is N. The propagation time, when the ultrasonic wave is transmitted from
the element i through P(x, z) to the received element j, is obtained from:

τ
(

xi, zi, xj, zj
)
=

√
(xi − x)2 + (zi − z)2 +

√
(xj − x)2 + (zj − z)2

c
(8)

The value of each pixel ITFM(x, z) is calculated by the superposition of corresponding
amplitude achieved from each transmitting-receiving signal, which is written as:

ITFM(x, z) =
N

∑
i=1

N

∑
j=1

Fij
(
τ
(
xi, zi, xj, zj

))
(9)
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3. Results and Discussion
3.1. Simulation and Experiment Setup

A series of simulations and experiments were performed to verify the operation of
the proposed PWI fast imaging method. Simulations were based on CIVA, which is a well-
known sound field and defect response simulation software. The schematic representation
of the defects and inspection setup is exhibited in Figure 4. The specimen was plain steel
with a size of 300 mm × 150 mm. Additionally, the specimen contained twelve 2 mm
diameter side-drilled holes at different depths. After calculation, the longitudinal wave
velocity in the tested specimen was 5930 m·s−1. A 32-element linear array was set on
the top surface of the tested specimen to generate plane waves and receive the ultrasonic
signals. Plane waves were emitted by setting corresponding delay laws to array, then the
echo signals were received by the array with null delay laws. In the same way, the emitting
and receiving array were placed in the same geometric location. Array parameters are
listed in Table 1.
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Table 1. Array parameters in the simulation and experiment.

Number of Elements Element Pitch (mm) Active Aperture (mm) Central Frequency
(MHz)

Ultrasonic Velocity
(m·s−1)

32 0.6 19.2 5 5930

Meanwhile, the experimental setup was established, where the parameters of array
and defects were the same as those used in the simulation. The PWI acquisition process
included the emission of 61 plane waves with different angles and reception at every
element. The angle of the plane waves ranged from −60◦ to 60◦, with a scanning step of 2◦.
We used a Multi2000 manufactured by M2M and a linear array 5L32-A11 from Olympus to
carry out data collection processing. Thus, a 61× 32 PWI data matrix and 32× 32 FMC
matrix were obtained numerically and experimentally.

3.2. Comparison of PWI and TFM Imaging

Next, the imaging quality of the two aforementioned algorithms was demonstrated
based on the previous simulation and experiment setup. In the same imaging area, TFM
and PWI imaging were formed using the 32 × 32 FMC data matrix and 61 × 32 PWI
data matrix, respectively. Considering that one element was activated at one emission
in TFM, while the whole array elements were excited simultaneously in PWI, hence, the
amplitude of plane waves was much higher than cylindrical waves generated in TFM. In
the experiment, the gain difference between PWI and TFM was fixed to 20 dB in order to
reach an equal amplitude of the defect echoes.
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The simulation images obtained by PWI and TFM are displayed in Figure 5, with
similar results obtained by the two methods. The level of amplitude of images is usually
expressed with the decibel units, which is defined as:

IdB(x, z) = 20log10
I(x, z)
Imax

(10)

where I(x, z) is the amplitude calculated in Equations (6) and (8). Imax is a certain value in
each imaging, corresponding to the maximum amplitude in the imaging area.
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Figure 5. Simulated images obtained by the (a) PWI and (b) total focusing method (TFM) algorithms.

The noise that appears in the upper side of Figure 5b was less than −35 dB, which
was caused by the delay-and-sum algorithm used in the TFM method. In this simulation,
the times-of-flights of the noised area were close to the echo signals caused by the shallow
defects; thus, there are circular noises in the upper right of Figure 5b. In regard to the
two methods, the defects in the middle of Figure 5 are at similar levels, but at the position
farthest from the array (i.e., in the top and bottom of the imaging area), the PWI provides a
lower amplitude attenuation than that of the TFM, which indicates the PWI owing a higher
detection range and capability.

Figure 6 illustrates the echo dynamic curve in x direction and z direction, which are
defined as the maximum of the projection along the x and z axis. It can be seen from
Figure 6 that there is a larger dynamic detection range in the PWI image, further showing
the advantages of PWI. Compared with the defects just below the array, the amplitude
attenuation of the defects away from the array is significantly declined. For the sake of
completeness, the attenuation of each diameter hole by the two methods is listed in Table
2. Defects are numbered according to depths in the z direction. In the PWI method, the
average attenuation on 12 defects was reduced by 2.6 dB, and the maximum attenuation
decreased by 5.8 dB, compared with TFM.
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Table 2. Attenuation introduced at each defect in the simulation.

Defect Number 1 2 3 4 5 6 7 8 9 10 11 12

PWI (dB) −11.1 −5.9 −3.0 −1.0 −0.1 0 −0.9 −2.2 −3.3 −5.1 −6.5 −7.4

TFM (dB) −16.9 −10.2 −4.5 −1.2 0 −0.3 −1.8 −4.1 −6.4 −8.7 −11.0 −13.0

The experimental images of conventional and optimized PWI and TFM cases are
demonstrated in Figure 7, where the experimental results are in good consistency with
the simulation. In the conventional PWI results shown in Figure 7a, compared with the
optimized PWI and TFM, the background noise is relatively higher and the amplitude of
the defects far away from the array are much lower. This indicates that the detection range
of the conventional PWI method is narrower than the optimized PWI and TFM, and only
the defects below the array are well presented. The result of optimized PWI is shown in
Figure 7b; due to the limitation of the angle scanning range (i.e., from −60◦ to 60◦) set in
the data collection progress, the upper left and upper right corners of the image are not
involved in the effective imaging area. Thus, the amplitude value is less than −40 dB. The
space weighting factor in the imaging area is illustrated in Figure 7d, where the amplitude
of weight decreases as the distance away from the array increases. The defects right below
the array weigh around 30; however, the weights of defects in remote locations are dozens,
which leads to the larger defect amplitude decreasing and bad imaging quality for the
remote defects in the conventional method.

The background noise of the optimized PWI and TFM was about −30 dB, which is
mainly manifested in artifacts caused by the algorithm. The noise of the PWI image was
slightly greater than that of the TFM, which was lower than 3 dB on most pixels in the
imaging area. At the same time, all defects are well presented in the two images. Note
that all the amplitude attenuations of defects in the PWI image were lower than those of
TFM, whether the defects were located far away from the array or not. This is consistent
with the simulation. Furthermore, the echo dynamic curves of the x and z directions are
shown in Figure 8. Amplitude attenuations of defects located away from array display an
obviously decline, demonstrating that there is a larger active detection range and higher
defects amplitude in PWI imaging. In detail, the amplitude attenuation of each defect in the
experiment is shown in Table 3. It can be seen more clearly that the amplitude attenuation
of PWI among all defects is lower than that of TFM. The maximum attenuation declined by
6.7 dB with the average attenuation being reduced by 3.1 dB.
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Table 3. Attenuation introduced at each defect in the experiment.

Defect Number 1 2 3 4 5 6 7 8 9 10 11 12

PWI (dB) −10.9 −6.1 −3.0 −0.2 0 −0.1 −1.5 −3.2 −5.0 −6.8 −9.0 −10.2

TFM (dB) −17.6 −10.9 −5.1 −1.7 0 −0.7 −2.8 −5.5 −8.1 −11.1 −13.0 −16.6

In addition to the capability in defect detection, the computation time is another
important factor of the algorithm. In the experiment, the data acquisition time of the two
methods was equivalent, with both times both being less than 1 s. In this case, only the
reconstruction time of the image is important, with the data acquisition time on hardware
being ignored. In this work, MATLAB 2017a was used as the data post-processing software
with an Intel 9900 k CPU. The reconstruction time by two algorithms in the simulation
and experiment is listed in Table 4. The costed time of the PWI image formed by 61 plane
waves was reduced by about two-thirds compared with the 32-element TFM imaging.

Table 4. Reconstruction time by the TFM and PWI methods.

PWI in Simulation TFM in Simulation PWI in Experiment TFM in Experiment

Reconstruction time (s) 7.8 21.2 6.7 17.8

3.3. Effects of PWI Parameters on Attenuation and Reconstruction Time

It should be mentioned that higher calculation efficiency is achieved by reducing
the angle number in the superposition of single frame image. Hence, the number of
plane waves employed in PWI imaging was further analyzed, both in the capability of
defect detection and reconstruction time. The space optimized PWI images formed by the
superposition of plane waves at 61, 31, and 16 angles are explored in Figure 9. All the scans
range from −60◦ to 60◦ with the scan step of 2◦, 4◦, and 8◦. It can be seen from Figure 9
that the background uniformity of the image decreases as the number of angles reduces.
Discontinuities occur on the right side of the image in Figure 9c, which appear as a sudden
change in amplitude on the border where images from different angles are superimposed
coherently. However, the reduction of the angle number does not affect the SNR of the
defect imaging and the level of noise, which can also be seen in Figure 10. In the case of 16
plane waves, twelve defects are well presented with comparable position and amplitude to
Figure 9a,b.
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under the case of different plane waves number.

Figure 10 shows the echo dynamic curves of the x and z direction under different angle
numbers. It can be clearly illustrated from three amplitude distribution curves that there
is a basic occurrence similarity, except for minimal discontinuities in the case of 16 plane
wave angles.

Furthermore, the defect amplitude on all 12 defects with three cases is proven in
Figure 11, compared with the TFM results. In total, the amplitude attenuation of each
defect remained unchanged with the number of plane waves diminished to a quarter of
the original. Compared with the red curve and green curve in Figure 11, the maximum
difference of amplitude was 1.5 dB on the first defect, and the average difference is only
0.48 dB. This further proves that suitable reduction of plane wave numbers does not
decrease image quality. In contrast to the purple curve of TFM algorithm in Figure 11, the
proposed PWI algorithm significantly improved the amplitude of all defects in general,
which indicates that the spatial weighting factor optimizes the amplitude distribution in
imaging regions, leading to a lower defect amplitude reduction in a large detection range,
especially in the area away from the emission array.

Sensors 2021, 21, x FOR PEER REVIEW 10 of 12 
 

 

 
Figure 11. Amplitude attenuation on each defect in PWI imaging with three angle numbers and 
TFM imaging. 

The reconstruction times of the optimized PWI algorithm and TFM algorithm with 
resolutions of 0.05, 0.1, 0.2 and 0.5 mm are calculated, as plotted in Figure 12. The recon-
struction time gradually decreases as the plane waves decline, and it is almost linear with 
the angle numbers. In particular, the 16-plane wave imaging requires only 25% of the time 
needed for PWI61. Additionally, the space-optimized PWI algorithm had great advantage 
in imaging efficiency compared with TFM. Under four conditions of different resolutions, 
the reconstruction time of the PWI algorithm was obviously less than that of the TFM 
algorithm. In the case of 0.1 mm imaging resolution, the 16-angle plane waves imaging 
required 1.73 s, while the TFM imaging was up to 17.83 s, i.e., reducing the reconstruction 
times by a factor of up to 10. Note that the number of plane waves cannot shorten indefi-
nitely, and rare plane waves probably lead to incomplete defects imaging in the interested 
area. The reduction in computation time was due to the effective imaging area ݔ)ܧଵ, ,௡ݔ ,ݖ -defined according to the plane wave angle in the optimized plane wave al (ߠ
gorithm, yielding a reduction of unnecessary calculations in the imaging area. 

 
Figure 12. Reconstruction time in different resolutions via two algorithms. 

4. Conclusions 
In this work, an optimized PWI method was proposed for the high-speed imaging of 

defects. The considered “gold standard” TFM was utilized to compare the imaging quality 
and reconstruction time, both in simulation and experiment. The testing specimen con-
taining 12 defects was inspected by a 32-element phased array, and the defects area was 
subsequently imaged. The experimental and simulated results were in excellent agree-
ment. 

Figure 11. Amplitude attenuation on each defect in PWI imaging with three angle numbers and
TFM imaging.



Sensors 2021, 21, 55 10 of 11

The reconstruction times of the optimized PWI algorithm and TFM algorithm with
resolutions of 0.05, 0.1, 0.2 and 0.5 mm are calculated, as plotted in Figure 12. The re-
construction time gradually decreases as the plane waves decline, and it is almost linear
with the angle numbers. In particular, the 16-plane wave imaging requires only 25% of
the time needed for PWI61. Additionally, the space-optimized PWI algorithm had great
advantage in imaging efficiency compared with TFM. Under four conditions of different
resolutions, the reconstruction time of the PWI algorithm was obviously less than that of
the TFM algorithm. In the case of 0.1 mm imaging resolution, the 16-angle plane waves
imaging required 1.73 s, while the TFM imaging was up to 17.83 s, i.e., reducing the re-
construction times by a factor of up to 10. Note that the number of plane waves cannot
shorten indefinitely, and rare plane waves probably lead to incomplete defects imaging in
the interested area. The reduction in computation time was due to the effective imaging
area E(x1, xn, z, θ) defined according to the plane wave angle in the optimized plane wave
algorithm, yielding a reduction of unnecessary calculations in the imaging area.
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4. Conclusions

In this work, an optimized PWI method was proposed for the high-speed imaging
of defects. The considered “gold standard” TFM was utilized to compare the imaging
quality and reconstruction time, both in simulation and experiment. The testing specimen
containing 12 defects was inspected by a 32-element phased array, and the defects area was
subsequently imaged. The experimental and simulated results were in excellent agreement.

The space optimized PWI reached a wider detection range and lower defect amplitude
attenuation without significantly increasing the amplitude of background noise, resulting
in a better image quality than that of the TFM algorithm. Compared with the TFM, the
proposed PWI method maximally improved 6.3 dB of defect amplitude, with a 3.1 dB
improvement for an average of 12 defects. Meanwhile, less reconstruction time was
obtained with a sensible reduction in the number of plane waves used in the PWI method.
In the experiments, when the number of plane waves declined to a quarter, the imaging
SNR and the amplitude attenuation of the defects remain at a similar level. In addition, the
reconstruction time of the proposed PWI method was 10 times less than that of the TFM,
which provided a promising way of defect imaging for industrial inspection. Especially
when the active aperture was restricted in complex shaped specimens, dynamic detection
range and imaging gain on defects away from the array were effectively promoted.
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