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Abstract: For signal processing of a Micro-Electro-Mechanical System (MEMS) Inertial Measurement
Unit (IMU), a digital-analog hybrid system-on-chip (SoC) with small area and low power
consumption was designed and implemented in this paper. To increase the flexibility of the
processing circuit, the designed SoC integrates a low-power processor and supports three startup
or debugging modes for different application scenarios. An application-specific computing module
and communication interface are designed in the circuit to meet the requirements of IMU signal
processing. The configurable clock allows users to dynamically balance computing speed and power
consumption in their applications. The chip was taped out under SMIC 180 nm CMOS technology
and tested for performance. The results show that the chip’s maximum running frequency is 105
MHz. The total area is 33.94 mm2. The dynamic and static power consumption are 0.65 mW/MHz
and 0.30 mW/MHz, respectively. When the system clock is 25 MHz, the dynamic and static power
consumption of the chip is 76 mW and 66 mW, and the dynamic and static power consumption of the
FPGA level are 634 mW and 520 mW. The results verify the superiority of the application specific
integrated circuit (ASIC) solution in terms of integration and low power consumption.

Keywords: IMU; signal processing; SoC; low power; miniaturization

1. Introduction

The Inertial Measurement Unit (IMU) is a group of sensors for measuring inertial data and typically
contains three gyroscopes and three accelerometers [1,2]. Gyroscopes can be used to measure three-axis
rotation angle or angular velocities, and accelerometers are used to measure three-axis acceleration.
The inertial data output by IMU can be used for navigation, attitude calculation, etc., and thus has been
widely used in aerospace, military, vehicle and other fields [3–5]. In practical applications, the IMU is
always implemented under the MEMS technology, which makes the IMU have the characteristics of
small size, low weight, low cost, and low power consumption. However, the accuracy of the MEMS
IMU is relatively low compared with mechanical and optical gyroscopes and accelerometers, and the
output signals are always disturbed by null drift and temperature change [6,7].
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For error compensation and further processing of the data, it is necessary to perform the
corresponding tasks with additional hardware. The tightly coupled navigation system mentioned
in [8] is consist of a Field Programmable Gate Array (FPGA) and a Digital Signal Processor (DPS),
in which the FPGA is used to conduct data acquisition (communicate with sensors, send control
signals and read data) and transmission (data processing and communication with other equipment),
and the DSP is used to execute the navigation algorithm. Another navigation system based on an
IMU mentioned in [9] has a Micro Control Unit (MCU) to implement sensor configuration and data
acquisition, and a DSP to run a signal processing algorithm. For more general IMU data acquisition
and processing systems, there is no need to provide a definitive execution algorithm but rather an
interface or other means to support other data processing algorithms. The system in [10] is an example.
It solved the synchronization problems when data acquiring and accomplished redundant design
for the system. The above-mentioned systems are capable of data collection and processing and can
execute complex algorithms, but the performance of discrete devices in terms of miniaturization and
low power consumption is weaker than integrated solutions.

For engineering applications based on an IMU, data acquisition and processing algorithm can
be integrated on one device to further improve system functionality. The mobile motion capturing
device based on an IMU designed in [11] is a typical example of data acquisition and algorithm
processing implemented in an FPGA. The proposed design is a SoC and is consist of data transfer
interfaces for hardware accelerate and a common processor in the FPGA for executing data processing
algorithm. A SoC contains both dedicated hardware modules to efficiently perform tasks that are
always required, as well as a processor that flexibly implements circuit parameter configuration and
processing algorithms. Thermal calibration is another application for processing the data from an
IMU with a SoC. The prototype in [12] is based on an FPGA with a dual-core processor to satisfy the
demands of calibration algorithm and navigation algorithm. For general purpose processing platforms,
dedicated modules and interface circuits can be designed and configured to increase the flexibility of
the overall system [13,14]. The purpose in [13] is to integrate the inertial navigation system based on a
SoC platform, in which data acquisition and processing modules were designed and implemented on
an FPGA. The design in [14] is also general platform for data acquisition and processing, and the aim
of this work is to develop a low-cost system with components easy to find in actual market. An FPGA
is an integrated platform, but due to the pre-wiring implementation solution, an FPGA cannot reach
the extreme performance in terms of integration and low power consumption.

FPGA-level prototyping by other researchers confirms the possibility of implementing IMU data
acquisition and processing in a SoC. At the chip level, this article discusses the design principle and
implementation results of a digital-analog hybrid SoC with small area and low power consumption for
signal processing of a MEMS IMU. The implementation method using integrated circuits can minimize
the redundancy in the system implementation process, further improve the system integration,
and reduce power consumption. The designed chip was taped out under SMIC 180 nm CMOS
technology and its performance was tested. Briefly speaking, the entire system consists of a low-power
consumption processor, some dedicated computing modules, and interface circuits. The processor
is used for parameter configuration and algorithm execution, which improve the system flexibility.
The dedicated computing module is used for hardware acceleration, and the interface circuit is used for
sensor data transmission or control. The entire system supports three debugging and startup modes to
meet different application scenarios. The configuration of the clock frequency is supported to achieve
low-power applications that meet computing requirements. In addition, temperature compensation
experiments were performed based on an IMU and the designed chip, which verified that the chip
works in practical applications.

This article is organized as follows. Section 2 discusses the architecture and function of the proposed
SoC. Section 3 provides implementation details of the SoC. Section 4 presents the implementation
results and application experiments. Finally, Section 5 provides conclusions and future research plans.
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2. Description for the Architecture and Function of the Proposed SoC

2.1. Architecture Description of the Proposed SoC

Figure 1 shows the simplified architecture of the proposed SoC. The SoC consists of a processor core,
dedicated computing modules, driver and interface circuits for the sensors and memory. The processor
core is Cortex-M3 [15], which is an open source Intellectual Property (IP), provided by Advanced
RISC Machines Ltd (ARM Ltd, Cambridge, UK). As a low-power 32-bit processor for embedded field,
it is adopted in the designed solution to improve the system flexibility and low power performance.
The dynamic power consumption reported in [15] is 0.141 mW/MHz at 1.8 V operating voltage.
The dedicated computing module is a high speed and high precision signal generator, which receives
angular signals and outputs sine signals and cosine signals. The calculation of the sine and cosine
function is commonly found in some navigation algorithms [3,4,13,16], therefore implementing it in
hardware and turning the corresponding software calculation into hardware calculation can improve
the execution speed of the algorithm. This helps to reduce the algorithm’s requirements on the system
frequency, thereby achieving lower power consumption. The memory contains on-chip Random
Access Memory (RAM), Read Only Memory (ROM), and One Time Programmable (OTP) device for
data and program storage, and its different functions will be described later. Drive and interface
circuits are used to handle signal transmission from sensors, external circuits, and the SoC. Control
signals are sent and data signals are accepted through the driver and interface circuits.
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Figure 1. Simplified architecture of the proposed system-on-chip (SoC) for data acquisition and
processing of an inertial measurement unit (IMU).

All the modules mentioned above communicate with each other through Advanced Microcontroller
Bus Architecture (AMBA), which is a communication protocol for data and instructions [17].
AMBA integrates Reduced Instruction Set Computing (RISC) processors into other intellectual property
(IP) cores and peripherals. The 2.0 version of the AMBA standard [17] defines three sets of buses:
Advance High-performance Bus (AHB), Advanced System Bus (ASB), and Advanced Peripheral
Bus (APB). In the proposed design, the AHB communicates directly with the processor, and the
APB communicates with the processor via the AHB. Thus, modules mounted on the AHB have
faster processor access speeds, and modules on the APB are used to communicate with low-speed
external devices.

Figure 2 shows the main modules mounted on the bus. Excluding the clock signal from the crystal
oscillator, the input signals and output signals of the chip are digital. For modules on the bus, the sine
and cosine calculation module, Static Random-Access Memory (SRAM), and the Cortex-M3 processor
core are mounted on the AHB. The programs and data during the running of the processor are stored
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in the SRAM. In the design, the size of an SRAM is 8 KB with a data bit width of 8 bit and a memory
depth of 8192. In addition, 16 SRAM are mounted on the AHB, and the total size is 128 KB. All modules
mounted on the AHB are frequently accessed, and have faster read and write speeds than modules on
the APB.
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The APB Bridge module implements data conversion between the AHB interface data and the
APB interface and is used to implement the module to transfer data to the AHB through the APB
interface, which is then accessed by the processor.

The AD/DA controller module can provide control signals for Analog-to-Digital Converter (ADC)
and Digital-to-Analog Converter (DAC) and receive data from off chip ADC or send data to off chip
DAC. This module is designed to provide a universal sensor control interface and enable the system to
collect more types of sensor data. For example, temperature sensor data can be obtained by the system
via ADC and the AD/DA controller to perform temperature compensation of an IMU. The signal timing
of the AD/DA controller is designed according to the timing requirements of the AD7690 [18] and
DAC8812 [19].

A digital-analog hybrid Phase Locked Loop (PLL) receives the clock signal from the crystal
oscillator and outputs a clock of a different frequency through configurable parameters for driving
the digital system. This design can realize the program configuration of the system frequency so
as to achieve different operating frequencies under different computing requirements. In addition,
16 General Purpose Input Output (GPIO) interfaces are reserved; 8 serial Universal Asynchronous
Receiver/Transmitter (UART) modules are mounted on the APB for data transmission with the IMU
and other devices such as computers. For the IMU being developed in our laboratory, the design of the
8 UART modules is to consider the use of 6 UART modules for angular velocity and angular velocity
acquisition, and the other two UART modules are used for data transmission with laptops and other
devices. For other interested users, different data collection methods can be used.

In addition to SRAM, the system also provides two modules for supporting data reading and
writing from One Time Programmable (OTP) memory and Flash memory, which gives the system
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a variety of ways to start and debug. OTP memory is on-chip with a total size of 128 KB and Flash
memory is off chip with a size depending on demands.

2.2. Function Description of the Entire SoC and the Dedicated Modules

The function of the entire system mainly includes power-on behavior, the use of dedicated modules,
and the reading and writing of interface data and the configuration of clock frequency, which includes
the scheme for executing the program, how the dedicated module implements hardware acceleration,
how the entire system uses the sensor data to perform the corresponding functions, and the way to
realize low power consumption by adjusting the clock frequency.

When the system starts, it needs to load and execute the program. The loading of the program is
to write the compiled program to the SRAM and execute the corresponding instructions through the
processor. The instructions are written from the memory to the SRAM by the boot loader at power-on.
As shown in Figure 3, in the test phase, the program in the off-chip FLASH memory can be written
into the SRAM through the Serial Peripheral Interface (SPI); when the program is solidified, the OTP
write program can be executed, and the algorithm and parameters are written into the OTP memory.
Because OTP memory is on-chip and is only programmable once, it increases system integration and
code security. Since the system includes the Joint Test Action Group (JATG), it is supported to refresh
the program in the SRAM during the running process, which facilitates the debugging of the algorithm.
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The dedicated calculation module calculates the sine and cosine of the angle. The general on-chip
processor does not include the sine and cosine calculation. Therefore, it is necessary to introduce a
third-party library file into the program for calculation, which means that the program executes more
instructions. The designed special calculation module is mounted on the AHB, and the data can be
written to the address where the angle value is located in one instruction, and the second instruction
can read the calculation result through the address of the output result. This calculation consists
of two instructions and can be completed in one system clock cycle. Compared with the sine and
cosine calculation of software algorithms, it has high execution speed and efficiency. In the navigation
algorithm, since sine and cosine calculations often occur, using the dedicated module for hardware
acceleration can improve the execution speed of the whole algorithm, thereby reducing the system
clock requirement and further reducing the system power consumption.

In terms of interface circuits, the AD/DA controller and 8 UART modules can support data
transmission of sensors such as IMU and communication with laptops.

In addition, the PLL is used to generate clock signals, and the clock frequency configuration is
achieved through digital signals. Digital signals can be modified numerically by software programs.
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3. Implementation Details of the Designed SoC

This section will introduce the implementation details of some of the modules in the system,
including the PLL, sine and cosine calculation module, and the design of the bootloader. Other modules,
such as bus interfaces, AD/DA controllers, etc., can be implemented using conventional design methods
depending on the design requirements.

3.1. Implementation Details of the PLL

The average dynamic power consumption of the circuit is proportional to the clock frequency,
so reducing the clock frequency is a means of low power consumption when the calculation requirements
are met. Therefore, the realization of a flexible and variable clock is helpful for the realization of low
power consumption under different application conditions. For this purpose, a digitally controllable
PLL is designed and implemented. This module allows users to control the system clock through the
program running in the processor core, so as to dynamically implement low-power applications that
meet computing requirements.

The PLL is a digital-analog mixed module, which converts the output clock of the crystal oscillator
to a stable clock signal and the output of a high-frequency clock can be realized [20]. Its schematic
diagram is shown in Figure 4. Figure 4a,c shows digital sections for implementing parameter
configuration of the PLL, and Figure 4b shows an analog section for outputting a high-frequency clock.
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Figure 4a shows that the PLL module supports dual clock input, and the module input clock
is selected through a 2-to-1 multiplexer, and the output is divided. The division factor can be read
and written by the APB, thus realizing the dynamic adjustable function of the input frequency range.
In addition, the dual clock input can support the system to use the crystal clock and also use an external
clock. The input clock frequency is defined as fin, the division factor is defined as Divpre, and the
divided clock frequency is defined as fpre, then fpre = fin/Divpre. In Figure 4a, fin is one of the clock
pll_clock_xo and the clock pll_clock_in. Divpre is decided by the digital port pll_pre_div.

Figure 4b shows the symbol of the analog PLL. It consists of a phase detector (PD), a loop pass
filter (LPF), and a voltage-controlled oscillator (VCO) [20]. The PD is also called a phase comparator.
Its function is to detect the phase difference between the input signal and the output signal and convert
the detected phase difference signal into a voltage signal. The LPF is used to remove high-frequency
noise, and a passive RC filter is used in the design. The VCO is used to generate a voltage-controlled
clock signal. The output clock of this part is fvco, and its frequency amplification is controlled by digital
port pll_ f b_div. When the value of the digital port pll_ f b_div is Amp, fvco = fpre ×Amp.

Figure 4c is another clock divider module that outputs the down-converted clock (the frequency
is defined as fpll) based on the values of digital ports pll_post_div and pll_post_mux. When the values of

the two ports are Divpost and Divmux, respectively, fpll =
fvco

Divpost×Divmux
.

According to the above description, the frequency of the output clock has the following relationship
with the frequency of the input clock:

fpll =
fin

Divpre
×Amp×

1
Divpost ×Divpost

′ (1)

where the parameters Divpre, Amp, Divpost, and Divpost are digital and can be read and written by APB,
and thus can be controlled by the program. Four adjustable parameters provide a large range of
variation for the frequency of the output clock.

3.2. Design of Sine and Cosine Calculation Module

The Cortex-M3 processor itself does not have the ability to calculate sine and cosine values.
The software implementation of this function has a large time delay and a slow calculation speed.
Since sine and cosine calculations often occur in some applications, hardware circuits are used to speed
up the calculations. The design principle of this module is based on look-up table method and the
linear interpolation method. The data processed in the digital system is a 32-bit fixed-point number,
for the input 32-bit angle value, the upper 11 bits are used for table lookup, and the lower 21 bits are
used for interpolation calculation.

When the angle value of 0 to 360 degrees is quantized by 32-bit fixed point, it is assumed that the
angle indicated by the upper 11 bits is x, and the angle indicated by the lower 21 bits is y, the value of
the input angle can be expressed as x + y, and the following equation is established:

sin(x + y) = sin(x)· cos(y) + cos(x)· sin(y),cos(x + y) = cos(x)· cos(y) − sin(x)· sin(y). (2)

When y is close to 0, cos(y) is approximately equal to 1, and sin(y) is approximately equal to y.
The sine and cosine values of the angle can be calculated using the following expression:

sin(x + y) ≈ sin(x) + cos(x)·y,cos(x + y) ≈ cos(x) − sin(x)·y. (3)

Equation (3) is the principle on which sine and cosine calculations are based. The calculation
of sin(x) and cos(x) uses the look-up table method. Since x is 11 bits, a sine lookup table of size
211
× 32 bits and a cosine lookup table of the same size are established. The calculation of sin(x + y)

and cos(x + y) is based on linear interpolation of the values obtained by the lookup tables.
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For the design scheme based on Equation (3), the schematic diagram of the data path is shown
in Figure 5. In the process of interpolation calculation, the angle value corresponding to y is
y/
(
232
− 1
)
× 360 degrees, which is converted into radians as y

232−1 ×
360
180 ×π =

y
232−1 × 2π ≈ y× 2π/232.

Dividing by 232 is a 32-bit right shift in the circuit, which is simple to operate and avoids the use of
a divider.Sensors 2020, 20, x FOR PEER REVIEW  8 of 16 
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The calculation error of this scheme can be expressed by the following equations:

errsin = sin(x + y) − [sin(x) + cos(x)·y] = sin(x)·(1− cos(y)) + cos(x)·(sin(y) − y),
errcos = cos(x + y) − [cos(x) − sin(x)·y] = cos(x)·(cos(y) − 1) + sin(x)·(y− sin(y)).

(4)

Using Taylor’s formula [21] for sine and cosine functions, the following equations are established:

sin(y) = y− y3

6 + o
(
y4
)
,

cos(y) = 1− y2

2 + o
(
y3
)
.

(5)

where o
(
yN
)

is the higher-order infinitesimal of yN. Substituting Equation (4) into Equation (5), the
following expressions can be obtained:

errsin = 1
2 · sin(x)·y2

− cos(x)· y
3

6 + o
(
y3
)
,

errcos = −
1
2 · cos(x)·y2 + sin(x)· y

3

6 + o
(
y3
)
.

(6)

y is 21-bit data, which represents a maximum angle of 221
−1

232−1 × 360 × π
180 = 3.07 × 10−3. Therefore,

ymax = 3.07× 10−3, and the maximum calculation error of this scheme can be obtained as:

|errsin| ≤
1
2 ·
∣∣∣sin(x)·y2

∣∣∣+ |cos(x)· y
3

6 | ≤
1
2 ·
∣∣∣y2

max

∣∣∣+ 1
6 ·
∣∣∣y2

max

∣∣∣ < 5× 10−6 ,

|errcos| ≤
1
2 ·
∣∣∣cos(x)·y2

∣∣∣+ |sin(x)· y
3

6 | ≤
1
2 ·
∣∣∣y2

max

∣∣∣+ 1
6 ·
∣∣∣y2

max

∣∣∣ < 5× 10−6.
(7)

Based on Equation (3), the module is designed using Verilog hardware description language [22].
As shown in Figure 6, the calculation error of the sine cosine functions is obtained In VCS simulation
tool [23]. The results of functional simulation show that the calculation error is less than 5 × 10−6,
which is consistent with the theoretical analysis.
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3.3. Bootloader and Its Working Principle

The bootloader module is designed to meet different application requirements, and the design
content is to provide different program loading methods. For embedded SoC, the Joint Test Action Group
(JTAG) debugger is supported to facilitate program debugging. This is one of the program-loading
schemes, and the design method is to add a JTAG interface module into the processor core. In practical
applications, programs need to be loaded from memory on-chip or off-chip. On-chip memory has
higher integration, and the OPT supported by the tape out process has a write-once function, which can
improve code security. The off-chip memory communicates via SPI. The interface is designed with
W25Q64 FLASH as an example. The code can be read and written multiple times, which improves
flexibility but reduces integration.

The working principle of the bootloader module is shown in Figure 7. After the power is turned
on, a boot signal is generated by the reset signal. When the boot signal is effective, the reset signal is
masked, and the enable signals of the OTP wrapper module and the SPI wrapper module are assigned
according to the boot selection signal. The selection signal of the boot mode is 1 bit of external input
and then the data in the memory is read out and written into SRAM. The data reading process of
OTP and FLAH is continuously providing the address and obtaining the data according to the timing
requirements. After the SRAM writing is completed, the boot signal fails and a reset signal is generated
to reset other modules in the system.
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4. Performance Results of the Chip and Application Experiments

4.1. Performance Test Results of the Chip

After the SoC design was completed, the chip was taped out under the SMIC 180 nm CMOS
technology. The die picture of the chip is shown in Figure 8c and the OTP and PLL modules can
be distinguished. Additionally, a printed circuit board (PCB) was designed for performance testing.
The test board is shown in Figure 8b and is used to provide signals and necessary interfaces. The entire
test site is shown in Figure 8a. The power supply is used to supply power, and the signal generator is
used to generate test signals. The signal board contains an AD7690 chip and a DAC8812 chip to test
the function of the AD/DA driver. The internal programs and data can be read and written through
the UART cable and JTAG debugger, and the data can be further analyzed on the laptop. The test
of PLL is to continuously adjust the program to change the system driving clock and observe the
clock signal through an oscilloscope. The test for Flash and OPT was completed by reading and
writing to the specified address. The experimental process verified that the program can be loaded
through JTAG, FLASH, and OTP. The functions of the URAT and AD/DA controllers have also been
verified. In the verification of the sine and cosine calculation module, different data was written to
the address corresponding to the angle in the program running in the processor, and the data was
read from the address corresponding to the calculation result, and sent to the computer through the
UART. The function of the module was verified, and the error curve is consistent with the simulation
in Figure 6.

Regarding the parameters of the chip, the total area of the chip is 5.43 × 6.25 = 33.94 mm2.
By running the processor performance evaluation programs [24,25], the processor performance is
obtained as 1.36 DMIPS/MHz and 3.93 CoreMark/MHz. In addition, the chip’s maximum operating
frequency of 105 MHz was obtained from the experiment. In terms of power consumption evaluation,
the power supply voltage of the chip is 3.3 V (3.3 V powers the UART and 1.8 V powers the digital
chip and the PLL), and the power consumption of the chip under no-load (no running program) and
load (performing performance evaluation program) is measured. The measurement results are shown
in Figure 9, which show that the dynamic and static power consumption are 0.65 mW/MHz and
0.30 mW/MHz, respectively.

When the clock frequency is 25 MHz, the static power consumption and dynamic power
consumption of the chip are 76mW and 66mW, respectively. The frequency of 25 MHz is also the clock
frequency during the experiment.

In terms of size comparison, several integrated circuit solutions listed in [2] are implemented on
circular PCBs, including FPGAs and other processing circuits, and the diameter of the signal processing
board is less than 40 mm. The circuit scheme is much larger than the designed chip in size, but it
has a DSP on the board and is stronger in computing power than the designed chip. The solutions
in [10,12–14] are implemented based on FPGA. We will also implement the design on an FPGA [26].
Its area mainly depends on the size of FPGA. The chip size required for the implementation in [26] is
12× 12 = 144 mm2. In general, because the circuits implemented by FPGAs will be redundant, the size
of FPGA solutions will be larger than that of ASICs under the same design scheme.

In terms of power consumption, because power consumption is related to the program and
hardware configuration executed, we compared the differences between chip implementation and
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FPGA implementation under the same design and program. When the design was implemented at the
FPGA level [26], its dynamic power and static dynamic power are 634 mW and 520 mW, respectively.
Compared with the FPGA-level implementation, the SoC solution implemented at the chip level has
significantly improved system integration and power consumption.
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4.2. Application Experiment

A temperature compensation experiment was performed to verify whether the chip works. The
experimental equipment is shown in Figure 10. An IMU [27] is placed in a thermostat. The temperature
of the thermostat ranges from −45 ◦C to 85 ◦C. The output bias of the IMU at different temperatures
was collected during the experimental process. The IMU [27] in the experiment has already contained
a digital processing circuit in it, the control interface and the data output interface are SPI, and data is
transmitted to the computer through the UART interface.
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A total of 228,4668 data samples were collected in the experiment, and the results are shown in
Figure 11. The output of acceleration is relatively stable, and the temperature has a large effect on the
output of angular velocity, which needs to be compensated.Sensors 2020, 20, x FOR PEER REVIEW  13 of 16 
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The angular velocity compensation model uses a second-order polynomial model. The temperature
is defined as t, and the angular velocity output is y; then, the output after compensation is ŷ.
Then, the following equation is established:

ŷ = a·t2 + b·t + c + y. (8)

where a, b, and c are parameters of the curve fitting. The above compensation model was used to run
a compensation program in the processor. The uncompensated and compensated angular velocity
output values were collected at the same time. The output result of the uncompensated angular
velocity is shown in Figure 11b, and the output result of the compensated angular velocity is shown in
Figure 12.
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The measurement indicators of the output bias are the average value, the maximum value of the
absolute value and the standard deviation. The results before and after compensation are summarized
in Table 1. From the experimental results, the execution of the compensation program has an impact
on the output results, reducing the maximum zero offset of the x axis and y axis. After compensation,
the standard deviation of the zero-bias variance of the z axis decreases, but the maximum values of the
mean and absolute values increase.

Table 1. Triaxial angular velocity zero offset results before and after compensation.

Items xAxis yAxis zAxis

Mean Value Before Compensation (degree/s) 0.0017 −0.1774 −0.0412
Mean Value After Compensation (degree/s) 0.0074 −0.0514 0.0647

Maximum Absolute Value Before Compensation (degree/s) 0.8000 0.5250 0.4750
Maximum Absolute Value After Compensation (degree/s) 0.5348 0.4576 0.5142

Standard Deviation Before Compensation 0.4670 0.2668 0.4750
Standard Deviation After Compensation 0.2969 0.3432 0.3091

This application experiment used a common polynomial-based temperature compensation
scheme to verify whether the designed chip can meet the functional and computing requirements of
practical applications. According to the experimental results, although the algorithm’s temperature
compensation effect is limited, the designed chip does work in practical applications.

5. Conclusions

This article reports the design and test results of a SoC for data acquisition and processing of the
MEMS IMU. The reported chip has the characteristics of miniaturization and low power consumption.
Benefiting from an on-chip processor and rich interfaces and on-chip modules, the chip has high
flexibility in use and can meet different usage scenarios. The on-chip dedicated calculation module can
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speed up the sine and cosine calculation commonly used in navigation algorithms, and the on-chip
configurable clock allows users to configure clock frequency to balance the processing speed and low
power consumption according to actual needs. The temperature compensation experiment further
verified that the designed SoC for the MEMS IMU works in practical applications.

This chip retains many interfaces and functions and retains large on-chip memory to improve
system flexibility, and it is difficult to achieve its best in terms of low power consumption.
Subsequent research will be based on this content to design more specialized SoC for inertial devices
(gyro, accelerometer, IMU, etc.) developed by the laboratory. Streamlined structures and hardware
acceleration for signal processing algorithms for specific applications will also be developed based on
this research content.

Author Contributions: R.Z. and B.Z. designed the scheme. B.Z., Z.G., and Y.L. implemented the digital front-end
design. L.Y. implemented the digital backend design. Q.W. and X.L. implemented the analog circuit design
and layout design. Y.L. designed the test board. Z.G. and Y.L. tested the chip. H.C. and Z.G. implemented the
temperature compensation experiment. Z.G wrote the paper. B.Z. and Q.W. revised the paper. All authors have
read and agreed to the published version of the manuscript.

Funding: This project is supported by the National Natural Science Foundation of China (Grant No. 41871245).

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Kang, C.; Su, Z. Design of Data Acquisition and Processing for IMU. In Proceedings of the 2008
International Symposium on Intelligent Information Technology Application Workshops, Shanghai, China,
21–22 December 2008; pp. 585–588.

2. Kim, J.W.; Nam, C.W.; Lee, J.C.; Yoon, S.J.; Rhim, J. Development of MEMS-IMU/GPS Integrated Navigation
System. CEP 2014, 40, 45. [CrossRef]

3. Hung, J.C.; White, H.V. Self-alignment techniques for inertial measurement units. IEEE Trans. Aerosp.
Electron. Syst. 1975, 6, 1232–1247. [CrossRef]

4. Carratù, M.; Iacono, S.D.; Pietrosanto, A.; Paciello, V. IMU self-alignment in suspensions control system.
In Proceedings of the 2019 IEEE International Instrumentation and Measurement Technology Conference
(I2MTC), Auckland, New Zealand, 20–23 May 2019; pp. 1–6.

5. Nikolic, J.; Rehder, J.; Burri, M.; Gohl, P.; Leutenegger, S.; Furgale, P.T.; Siegwart, R. A synchronized
visual-inertial sensor system with FPGA pre-processing for accurate real-time SLAM. In Proceedings of the
2014 IEEE international conference on robotics and automation (ICRA), Hong Kong, China, 31 May–7 June
2014; pp. 431–437.

6. Xing, H.; Hou, B.; Lin, Z.; Guo, M. Modeling and compensation of random drift of MEMS gyroscopes
based on least squares support vector machine optimized by chaotic particle swarm optimization. Sensors
2017, 17, 2335. [CrossRef] [PubMed]

7. Yan, M.; Weng, H.; Xie, Y. Calibration for system parameters and scaling for installation errors of IMU. J. Chin.
Inert. Technol. 2006, 1, 27–29.

8. Bai, H.; Xiong, K.; Duan, J.; Xu, H. Design of missile-borne GNSS/SINS tightly-coupled integrated navigation
system. In Proceedings of the 2015 34th Chinese Control Conference (CCC), Hangzhou, China, 28–30 July
2015; pp. 5348–5353.

9. Huang, L.; Mao, H. Design of Low-Cost MEMS IMU/GNSS Integrated Navigation System Based on DSP-ARM.
Opt. Optoelectron. Technol. 2016, 8, 72–77.

10. Bai, C.; Zhang, Z.; Han, X. A design and realization of FPGA-based IMU data acquisition system.
In Proceedings of the 2011 IEEE International Conference of Electron Devices and Solid-State Circuits,
Tianjin, China, 17–18 November 2011; pp. 1–2.

11. Brückner, H.P.; Spindeldreier, C.; Blume, H. Energy-efficient inertial sensor fusion on heterogeneous
FPGA-fabric/RISC System on Chip. In Proceedings of the 2013 Seventh International Conference on Sensing
Technology (ICST), Wellington, New Zealand, 3–5 December 2013; pp. 506–511.

http://dx.doi.org/10.11003/JPNT.2014.3.2.053
http://dx.doi.org/10.1109/TAES.1975.308181
http://dx.doi.org/10.3390/s17102335
http://www.ncbi.nlm.nih.gov/pubmed/29027952


Sensors 2020, 20, 462 15 of 15

12. Wang, L.; Hao, Y.; Wei, Z.; Wang, F. Thermal calibration of MEMS inertial sensors for an FPGA-based
navigation system. In Proceedings of the 2010 Third International Conference on Intelligent Networks and
Intelligent Systems, Shenyang, China, 1–3 November 2010; pp. 139–143.

13. Garcia-Quinchía, A.; Martin, E.; Ferrer, C. A system-on-chip (SOC) platform to integrated inertial navigation
systems GPS. In Proceedings of the 2009 IEEE International Symposium on Industrial Electronics, Seoul,
Korea, 5–8 July 2009; pp. 603–608.

14. Fitó, X.; Lleixa, F.; Yi, G.; Ferrer, C. Microsystems and system-on-chip integration applied to inertial measuring
system development. In Proceedings of the 9th IEEE International Workshop on Advanced Motion Control,
Istanbul, Turkey, 27–29 March 2006; pp. 488–493.

15. Cortex-M3. Available online: https://developer.arm.com/ip-products/processors/cortex-m/cortex-m3
(accessed on 9 July 2018).

16. Liu, X.X.; Liu, X.J.; Song, Q.; Liu, Y.; Wang, L. A novel self-alignment method for SINS based on three vectors
of gravitational apparent motion in inertial frame. Measurement 2015, 62, 47–62. [CrossRef]

17. AMBA Specification Rev 2.0. Available online: https://static.docs.arm.com/ihi0011/a/IHI0011A_AMBA_
SPEC.pdf?_ga=2.141763252.762916720.1574300633-253809950.1509544462 (accessed on 9 July 2018).

18. Data Sheet of AD7690. Available online: http://file.elecfans.com/web1/M00/00/7F/

o4YBAFnMbBaATkTTAApvRlMSsjU163.pdf (accessed on 12 March 2018).
19. Data Sheet of DAC8812. Available online: http://www.ti.com/lit/ds/symlink/dac8812.pdf (accessed on

12 March 2018).
20. Karimi-Ghartemani, M.; Iravani, M.R. A new phase-locked loop (PLL) system. In Proceedings of the 44th

IEEE 2001 Midwest Symposium on Circuits and Systems. MWSCAS 2001 (Cat. No. 01CH37257), Dayton,
OH, USA, 14–17 August 2001; pp. 421–424.

21. El-Ajou, A.; Arqub, O.A.; Al-Smadi, M. A general form of the generalized Taylor’s formula with some
applications. Appl. Math. Comput. 2015, 256, 851–859. [CrossRef]

22. Automation, D.; Committee, S. IEEE Standard for Verilog Hardware Description Language; IEEE Std 1364-2005;
IEEE: Piscataway, NJ, USA, 2006.

23. Synopsys VCS. Verilog Simulator. Available online: https://www.synopsys.com/verification/simulation/vcs.
html (accessed on 21 December 2017).

24. Dhrystones. Available online: http://www.keil.com/benchmarks/dhrystone.asp (accessed on 14 March 2019).
25. CoreMark. An EEMBC Benchmark. Available online: https://www.eembc.org/coremark/ (accessed on

21 March 2019).
26. Arm MPS2+ FPGA Prototyping Board. Available online: https://developer.arm.com/products/system-design/

development-boards/fpga-prototyping-boards/mps2 (accessed on 19 July 2018).
27. ADIS16475. Available online: https://www.analog.com/media/en/technical-documentation/data-sheets/

ADIS16475.pdf (accessed on 5 November 2019).

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

https://developer.arm.com/ip-products/processors/cortex-m/cortex-m3
http://dx.doi.org/10.1016/j.measurement.2014.11.010
https://static.docs.arm.com/ihi0011/a/IHI0011A_AMBA_SPEC.pdf?_ga=2.141763252.762916720.1574300633-253809950.1509544462
https://static.docs.arm.com/ihi0011/a/IHI0011A_AMBA_SPEC.pdf?_ga=2.141763252.762916720.1574300633-253809950.1509544462
http://file.elecfans.com/web1/M00/00/7F/o4YBAFnMbBaATkTTAApvRlMSsjU163.pdf
http://file.elecfans.com/web1/M00/00/7F/o4YBAFnMbBaATkTTAApvRlMSsjU163.pdf
http://www.ti.com/lit/ds/symlink/dac8812.pdf
http://dx.doi.org/10.1016/j.amc.2015.01.034
https://www.synopsys.com/verification/simulation/vcs.html
https://www.synopsys.com/verification/simulation/vcs.html
http://www.keil.com/benchmarks/dhrystone.asp
https://www.eembc.org/coremark/
https://developer.arm.com/products/system-design/development-boards/fpga-prototyping-boards/mps2
https://developer.arm.com/products/system-design/development-boards/fpga-prototyping-boards/mps2
https://www.analog.com/media/en/technical-documentation/data-sheets/ADIS16475.pdf
https://www.analog.com/media/en/technical-documentation/data-sheets/ADIS16475.pdf
http://creativecommons.org/
http://creativecommons.org/licenses/by/4.0/.

	Introduction 
	Description for the Architecture and Function of the Proposed SoC 
	Architecture Description of the Proposed SoC 
	Function Description of the Entire SoC and the Dedicated Modules 

	Implementation Details of the Designed SoC 
	Implementation Details of the PLL 
	Design of Sine and Cosine Calculation Module 
	Bootloader and Its Working Principle 

	Performance Results of the Chip and Application Experiments 
	Performance Test Results of the Chip 
	Application Experiment 

	Conclusions 
	References

