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Abstract: The World Health Organization (WHO) in 2016 considered m-health as: “the use of
mobile wireless technologies including smart devices such as smartphones and smartwatches for
public health”. WHO emphasizes the potential of this technology to increase its use in accessing
health information and services as well as promoting positive changes in health behaviours and
overall management of diseases. In this regard, the capability of smartphones and smartwatches
for m-health monitoring through the collection of patient data remotely, has become an important
component in m-health system. It is important that the integrity of the data collected is verified
continuously through data authentication before storage. In this research work, we extracted heart
rate variability (HRV) and decomposed the signals into sub-bands of detail and approximation
coefficients. A comparison analysis is done after the classification of the extracted features to select
the best sub-bands. An architectural framework and a used case for m-health data authentication
is carried out using two sub-bands with the best performance from the HRV decomposition using
30 subjects’ data. The best sub-band achieved an equal error rate (EER) of 12.42%.

Keywords: smartphones; bioelectrical signals; biorthogonal wavelet; approximation coefficients;
detail coefficient; wavelet transform; smartwatch; m-health monitoring

1. Introduction

The use of smartphones has increased over the years with many services adapting to mobile
applications. The growth has seen competition in the use of mobile applications from marketing and
advertising to goods and services. This has increased investment in the provision of services using
apps on mobile devices. This is because it is more convenient to access the services on mobile devices
compared to traditional computing sets. It is estimated that the worldwide usage of the most popular
mobile device, smartphones, is expected to reach an estimated 3.8 billion and 40% of world population
expected to own a smart phone by 2021 [1]. Smart devices are valuable devices not only because of their
sophistication but also because they are used to store sensitive data like health, business, and financial
information data [2]. Additionally, most social networking applications such as Facebook, Instagram,
Snapchat, and WhatsApp can be accessed through these devices with internet connection. Therefore, it
is expedient to secure these mobile devices to prevent access by an unauthorized user. Knowledge
based authentication mechanisms have been a traditional way for authenticating a user’s access to
a device. The use of knowledge-based authentication to secure mobile devices has been effective
but has its own limitations because the data used is static in nature. The use of secret information
known to the user can be forgotten or can be obtained by another person if written down [3] or
someone can easily brute force especially when the passwords are short, or default settings are not
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changed. Also, most knowledge-based authentication requires periodic resetting. To improve on the
limitation of knowledge base user authentication on a mobile device, biometric modalities is becoming
prevalent, mainly because continuous form of user authentication can be in place in adopting such
technique. Thus, recent research focuses more on the use of continuous and transparent biometric
modalities for user authentication in smart mobile devices [4]. The adoption of easy and efficient way
of extracting biometric data for implementing mobile user authentication is also improving because of
interconnectivity of smart devices and their inbuilt sensors. Smartwatches are example of these devices
that are becoming popular mainly because of the incorporation and integration of multiple sensors.
The increase in their technological advancement has enhanced their functionalities and capabilities.
For example, most smartwatches have the capability of accepting and declining calls, reading short
message service (SMS), listening to music and use for navigation. Such devices also enable the user
to monitor their health through activity related data from the sensors. Through these functionalities,
smartwatches could be used to enhance the authentication technique of mobile devices. Although
mobile user authentication implementation using smartwatch eliminates the issue of memorability
however, the smartwatch can only authenticate the device when the user is near the smartwatch. So,
brute-force attack and an attempt to get into the system by any other user will be very challenging
because it will be extremely hard to replicate biometric data like bioelectrical signal. A smartwatch
can extract bioelectrical signals, context awareness data and transmit it to a mobile device [5,6] for
implementing mobile user authentication. As stated earlier, WHO emphasizes the potential of m-health
technology by delivery of Cluster of Health Systems and Innovation [7]. Smart mobile device and
its applications have been integrated into the health system with telemedicine and telehealth via
the Internet of Things (IoT) [8]. In this paper, a biometric data (heart rate variability) is extracted
using a smartwatch and transmitted to a smart phone. The extracted heart rate variability signal is
decomposed using biorthogonal wavelet, a comparison analysis is done to identify the most suitable
component of the signal to use for m-health data authentication for remote health care monitoring
with a case study done.

2. State of the Art

Several techniques have been used for feature extraction including wavelet transformation.
Wavelet transform is widely used for an extraction of non-stationary bioelectrical signal features [9].
This work used discrete wavelet transform (DWT) because it is popular for measurement and analysis of
time-frequency and spectral component variation [10,11]. The method has been used extensively [12–14].
It enables the extraction of features that vary in time and is useful for analyzing transient signals [15,16].
There are several types of DWT which include, Morlet, Symlets, Mexican Hat, Haar, Daubechies,
Coiflets, Meyer and Biorthogonal wavelets [17,18] as shown in Figure 1. Morlet wavelet function
returns both amplitude and phase information for capturing oscillatory behaviors of a signal wavelet
and it is common for the time–frequency analysis of acoustic signals [19,20]. Mexican hat wavelet
transform has a more repeatable response for high frequency features and not a directional wavelet,
mostly used for pointwise analysis [21,22]. Haar wavelet has the advantages of being simple and
fast while dealing with memory efficiency, it can separate data classes without significantly losing
the original data information [23]. Daubechies’s wavelets are endowed with symmetry with the
energy spectrum concentrated around low frequencies and efficient for dimension reduction of image
classification [24,25]. Symlets wavelets are nearly symmetrical wavelets with properties like Daubechies
wavelet [26]. Coiflets apply the approximation properties depending on the number of vanishing
wavelet moments [27]. Meyer wavelet has the advantage of better localization characteristics which are
defined in the frequency domain of a signal while biorthogonal wavelet has linear phase filter banks
with symmetric property, it is useful for signal and image reconstruction, it has an advantage of dual
filter which corresponds to a fixed wavelet filter used for signal decomposition [28–30]. Bioelectrical
signals extracted from smartwatch is expected to come with some level of noise, therefore using
a wavelet with a filter bank to reduce the noise will be most suitable. Another advantage will be
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the decomposition of signal; this will enable extracting a sample of the signal for feature extraction.
The biorthogonal wavelet family includes Bior1.1, 1.3, 1.5, Bior2.2, 2.4, 2.6, 2.8, Bior3.1, 3.3, 3.5, 3.7, 3.9,
Bior4.4, Bior5.5 and Bior6.8. Biorthogonal wavelet transforms decompose a signal into approximation
and detail coefficient. The Approximation and Detail Coefficient contains relevant information of a
signal from which features can be extracted. Each n-level of the sub-band further decomposes the
bioelectrical signal into a high and low frequency signal component [13].
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The biorthogonal wavelet signal when reconstructed or decomposed as shown in Figure 2 differ
in signal structure from each other which makes the properties different. Several literatures have
shown that bioelectrical signals contain noise therefore it requires pre-processing. The application of
biorthogonal wavelet filters some of the noise in the signals because biorthogonal wavelet uses a filter
bank when decomposing the signals into sub-bands.
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2.1. Biorthogonal Wavelets

One of the objectives of this work is focused on the performance of features extracted from
biorthogonal wavelet decomposition by applying the most suitable sub-band of either approximation
coefficient or detail coefficient for extracting features for classification. Majority of the prior work using
biorthogonal wavelet [31–37] used either approximation coefficient or detail coefficient mostly from
signals extracted using an intrusive method. The use of smartwatch reduces the intrusiveness in the
extraction of the signal; therefore, a comparison analysis is to determine the most efficient biorthogonal
wavelet family for extracting features. The most efficient coefficient is then used to implement a patient’s
data authentication before it is stored. It is important to note that mobile health (m-health) is on the rise
and useful for daily life related health monitoring of patients; however, most of the emphasis is on the
usability and availability of the health data [7,38]. The authenticity of the data should be continuously
monitored too to establish trust. This work proposed a framework design for implementing a patient
m-health data authentication for e-health monitoring system. The framework includes transparent data
extraction, pre-processing, feature extraction and classification for authentication of a patient’s data.



Sensors 2020, 20, 5690 5 of 22

2.2. Heart Rate Variability

There are several works that have used heart rate variability (HRV) for authentication. [39] used a
wireless device from Alive Technologies to extract HRV for authentication using 15 subjects. The device
is connected to specific part of the body and with 2 sets of scenarios for the data collection. In another
work using HRV for securing body sensor network (BSN), [40,41] designed a textile electrode to extract
HRV using 24 males for the experiment. The experiment like the first set a scenario for the participants
too. The used of a device that are not compatible with everyday use will comes with some limitation for
health monitoring propose. This work extracts the HRV without a scenario set for the participants and
used a smartwatch which is convenient for wellbeing monitoring. The use of wearables for monitoring
patients’ health conditions remotely is increasing because of improvement in technology. These devices
include smartwatches which should meet some requirements. These requirements include availability
of the required data at any time, data privacy and security, usability of the data and accuracy of the
data. Heart rate variability (HRV) is extracted from the successive heartbeats R-R interval. This has
a relationship with the electrocardiography (ECG) because R is the peak of the QRS complex used
for calculating the ECG. ECG has been used for identification of human with good accuracy [42,43].
There are more smartwatches in the market today capable of extracting heart rate variability signal
compared to years back, therefore this work used one of these smartwatches for this experiment.

3. Methodology

In this section, the experimentation and the method followed is discussed in detail with several
experiments carried out. The first experiment used 12 subjects to select the most suitable features
to use for the second experiment. The data for the first experiment used heart rate variability signal
extracted for 240 s. The other experiments also extracted the heart rate variability signal for 7200 s for
each of the 30 subjects.

3.1. Transparent Data Extraction

To apply a robust dataset, 30 subjects are used for the evaluation of the statistical features
extracted and the comparison experiment is done using different biorthogonal wavelet family. Using a
smartwatch, heart rate variability signals are extracted for 4 h without a specific task. The data is
transmitted to a smart phone for storage via a Bluetooth connection. A sampling rate of 8 samples per
second is used to extract enough data points per second. Figure 3 shows the applications used for
the extraction of data from the smartwatch to the smartphone. The different android applications in
the phone perform different functions to continuously extract the data if the two devices are within
a communication distance. Within the smart phone as shown in Figure 4, the AutoStart and StaY
application searches for the smartwatch to pair with the smartphone through Bluetooth and reconnects
it whenever it disconnects. This enables the smartwatch and smartphone reconnect when either
the smartwatch or smartphone is switched on. The Microsoft health is a proprietary application
customized to communicate with the inbuilt application on the smartwatch, i.e., when the connection
is established, the Microsoft health application extracts the data and transfers it to the Companion for
Band application, this enable the information to be logged in a better and more presentable format.
The combination of the three application on the smartphone enable a seamless data extraction from
the smartwatch.
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3.2. Data Segmentation for Continuous Authentication

The segmentation of the data is important for the implementation of a continuous user
authentication. This is the division of the signal into smaller sets of signals for feature extraction, it is
also important because the sets of smaller signals should be rich enough for useful features extraction.
The data is expected to be extracted within a time frame for processing. The interval needs to extract
enough data for feature extraction is significant for effective and continuous authentication of the data
before it is stored. A faster authentication process is desired therefore, a frame of 3 s window data
extraction is chosen for the work based on prior work [44]. Table 1 shows the data segmentation in 3 s.
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Table 1. Data segmentation for continuous data authentication.

Heart Rate Variability Segmentation Using 3 Sec.

Types Exp. 1 Exp. 2–3 Used Case Exp

Number of subjects used 12 30 30
Sampling rate 8 8 8
Data points per segment 24 24 24
Num. of Feature Segments of each subject 150 300 600
Number recorded time per subject in Seconds 3600 7200 14,400
Total number recorded time for all subjects in Seconds 108,000 216,000 432,000

3.3. Biorthogonal Wavelet Decomposition

The signal processing involves the reduction of the noise using filters. Biorthogonal wavelet
processes a signal using low pass (L) and high pass (H) filters. The output is either a decomposition
or reconstruction of the signal of the low pass or high pass filters and it is categorized into four
different outputs:

• Low-pass decomposition filter = Lo_D
• High-pass decomposition filter = Hi_D
• Low-pass reconstruction filter = Lo_R
• High-pass reconstruction filter = Hi_R

This work applies the decomposition of the signal using the high and low pass filters to the
n number of signal samples generated. The wavelet decomposition applies a low-pass filter and
high-pass filter depending on the cut off frequency of the approximation and detailed coefficient.
The amount of vanishing moment is determined by the coefficients h[n] of the filter h. The greater
the number of vanishing moments, the better the reconstruction of the signal to accurately represent
unique feature points. Biorthogonal filters are symmetric with one to three vanishing moments with a
certain degree of varying the coefficient without destroying the vanishing moment properties [45].

3.4. Feature Extraction

Based upon prior works on bioelectrical feature extraction, statistical feature has been employed
effectively for transient signals [4,13,46]. An initial 12 subjects are used to test run 13 statistical features
using the first level of sub-bands decomposition. The initial 13 features used in the first experiment are
defined below:

1. Variance: This is the sum of square distance of the bioelectrical signal.

Variance =
∑
(X − µ)2

N
(1)

2. Mean of the energy: The signal mean of the energy is the energy average value of the
bioelectrical signal.

Mean o f the Energy =

∑
r exp(−βEr)Er∑

r exp(−βEr)
(2)

3. Minimum energy: This is the lowest energy value of the bioelectrical signal

Minimum Energy = Minimum Signal Energy (3)

4. Maximum energy: This is the highest energy value of the bioelectrical signal.

Maximum Energy = Maximum Signal Energy (4)
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5. Mean: These are the values diversity of the data around the median.

Mean =
1
n

n∑
i=1

xi (5)

6. Minimum amplitude: This is the lowest point from the equilibrium point of the bioelectrical signal.

Min. Amplitude = Minimum displacement (6)

7. Standard deviation (STD): This is the square root of the variance of a random variation.

STD =

√√
1
n

n∑
i=1

(xi − µ)
2 (7)

8. Maximum amplitude: This is the highest point from the equilibrium point of the
bioelectrical signal.

Max. Amp. = Maximum displacement (8)

9. Range: This is the difference between the highest signal value and the lowest signal value.

Range = Maximum signal−minimum signal (9)

10. Peak2peak: This is the difference between the maximum and minimum values of the
bioelectrical signal.

P2P = Signal Maxi to Min di f f . displacement (10)

11. Root mean square (RMS): The RMS is the measurement of the magnitude of a set values within
the signal.

Root Mean Square =

√√√
1
n

N∑
i=1

X2
I (11)

12. Peak magnitude to RMS ratio: This is the ratio of the largest absolute value of a signal to the root
mean square (RMS) value of that signal.

Peak Magnitude to RMS =

√
X∞

1
N

∑N
n=1 X2

n
(12)

13. Average frequency: this the arithmetic mean of the signal frequency.

Average Frequency =
X1 + X2 + X3 . . .Xn

N
(13)

From the 13 statistical features defined above, an evaluation of the features is done to select the
best features for the other experiment. The final experiment used 30 subjects and applied the selected
statistical features for level 1 to 3 sub-bands of detail and approximation coefficient decompositions as
shown in Figure 5. The 13 statistical features for the initial experiment are extracted from the detailed
(Di) and approximation (Ai) coefficient. The features are extracted from each level of the decomposed
signal of detail (D1–D3) and approximation (A1–A3) coefficient as shown in Figure 6.
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3.5. Classification

Feed Forward Neural Network (FF-NN) is used for the classification of the 3 sub-band levels
and the data authentication experiment. Neural network is one of the most widely used classifiers in
bioelectrical signal classification as shown in prior works [13,44]. The feedforward neural network is
basic among neural network for classification. FF-NN is used because it is the simplest for processing
the neurons [47], it can easily map a set of input signals using the similarities to identify signal samples
easily [41]. The use of mobile device for processing the data limit’s the computational power for large
data processing therefore, FF-NN has advantage of modelling the part that cannot be modelled. It is
also fault tolerant and can learn from noisy data [48] like the heart rate variability used in this work.
The classification evaluation metric calculates the equal error rate (EER) using false acceptance rate
(FAR) and false rejection rate (FRR). The EER is the point at which the FAR and FRR meet. The features
extracted from the level 1 to 3 sub-bands of the decomposed signals are classified from each of the
biorthogonal wavelet family. The (N) features are sent as input with 75 (M) nodes in the hidden
layers used for the classification. The output is either true negative (0) or true positive (1) as shown in
Figure 7, while the true positive indicates as the right patient data while true negative indicates as
non-patient data.
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3.6. Experimentation

The different experimentations of this work applied the same data pre-processing and segmentation,
feature extraction and classification technique as earlier presented. The experimentation is divided
into four:

• Experiment 1: the experimentation to select the most suitable features for use in the other experiments.
The experiment used 12 subjects’ data for the 13 statistical features extraction experimentation.

• Experiment 2: the second experimentation is the classification of the sub-bands after extracting
features. The 30 subjects’ data are used with 12 selected features for each sub-band for both the
approximation of coefficient and detail coefficient for fifteen biorthogonal wavelet family.

• Experiment 3: this experiment is done on the fusion of the sub-bands. This experiment also
used 30 subjects’ data with the 12 selected features for fusion of all the sub-band for both the
approximation of coefficient and detail coefficient classification.

• Used case experiment: this is the used case data authentication using 30 subjects’ data.

4. Results

4.1. Result on Experiment 1: Selection of Statistical Features

To study the discrepancy between the 12 subjects’ data used, the 13 statistical features are extracted
from a segment of the bioelectrical signal. The output is tabulated to show the variations of the features
across subjects. The feature variations are important in choosing the most effective features to apply on
the biorthogonal wavelet sub-bands decomposition. The features are extracted with MATLAB using the
first level detail coefficient of biorthogonal wavelet transform sub-band. The graphical representations
of the extracted features in Figures 8–11 is represented with different feature score ranges. The feature
variations are important in choosing the most effective features for classification of subjects. The x-axis
shows the different subjects while the y-axis shows the features scores. The disparity of score between
the subjects shows good discriminatory information in the features. For example, Figure 8 shows the
data for subject 11 and 12 having different score of the variance, mean of energy and mean for each
subject with their feature scores are also different too. This is important as it is used to differentiate
each subjects’ data because of the different information provided by the features associated with
each subjects’ data. Figure 9 values range from 0.0 to 0.03 with the mean having the highest value.
The graphical representation shows that the variation of variance and mean of the energy provides
good value to discriminate subjects with minimum energy not having any value. The means has
value for some scores but not all the subjects. Therefore, the minimum energy and the mean will not
be ideal for use in classification of subjects. The variation of subjects by the minimum amplitude,
maximum energy, and standard deviation as illustrated in Figure 9 with values ranging from −0.29 to
0.23 provides for useful discrimination, therefore the three will be selected for further feature extraction.
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Figure 10 shows that the maximum amplitude, range, peak2peak and peak magnitude shows a good
discrimination across all the subjects. The features scores between the range and peak2peak are almost
the same in some subjects’ data but will add value to the discrimination of the data; therefore, all the
features are used. The variations of all features in Figure 11 except the average frequency have good
values for discrimination. The mid frequency and root mean square will be selected while the average
frequency will not be used for the experiment using 30 subjects’ data.
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From the 13 statistical features, 12 statistical features of the mean, mean of energy, variance,
minimum amplitude, maximum energy, standard deviation, maximum amplitude, range, peak2peak,
peak magnitude to RMS ratio, mid frequency and root mean square were chosen. The 12 selected
features are applied for the experiment using 30 subjects’ data. The features will be extracted from each
of the decomposed signal of detail (D1–D3) and approximation (A1–A3) of the different biorthogonal
wavelet family.

4.2. Result on Experiment 2: Classification Sub-Band Features

To extract features from the signal, fifteen different wavelets from biorthogonal wavelet family
are used to decompose the signal into three sub-bands. To evaluate the performance of the three
sub-bands of approximation coefficient and detail coefficient, the ten features selected are applied
to three sub-bands of approximation of coefficient and detail coefficient from the data of 30 subjects.
The use of 3 sub-band (decomposition level) is because of the bioelectrical signal frequency of the
heart rate variability. This is necessary because it should correlate with the frequencies necessary for
classification [48]. Neural network classifiers are used with the same number of neurons across all
the sub-bands. The network size is not the best that can be applied but for equal evaluation across
the sub-bands, network size 20 is used. Table 2 shows the output result for the sub-bands across
approximation of coefficient and detail coefficient.

From the three sub-band levels of approximation coefficient as illustrated in Figure 12, it is of
interest to note that the sub-band 1 of the approximation coefficient seem to be consistent and within
the region of EER of 30% to 35% except in bior4.4 where it is below EER of 30%. This implies that using
the bior4.4 will produce almost the same result irrespective of the biorthogonal wavelet family used if
it is suitable for the feature extraction of the dataset.

To further analyzes and compare the results, two sets of radar chart diagrams are used to show
the fifteen biorthogonal wavelet family. Figure 12 shows detail comparison of the classification results
using the fifteen biorthogonal wavelet decomposition of approximation between sub-band 1, 2 and
3. The results from the two classifications (Figures 12 and 13) produced identical results for the
approximation of coefficient and detail coefficient. However, a closer look at the radar chat show the
Approximation of coefficient and detail coefficient sub-band results of sub-band 2 and 3 fluttered with
in the EER of 30% to 35%. The 3 sub-band showed better performance in the first 7 biorthogonal
wavelet wavelength for both the approximation of coefficient and detail coefficient.
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The detail coefficient features of sub-band 1(D1) in Figure 13 shows the same pattern at the
approximation of coefficient. The approximation coefficient and detail coefficient result of sub-band 2
followed the same pattern of sub-band 1 approximation with result within the EER region of 30% to 35%.
The sub-band 3 of the approximation coefficient and detail coefficient has an interesting trend. The best
results are from bior1.1 with EER of 16.66 to bior2.8 have an EER of 20.44% with a sharp gradient to a
higher EER of 29.70% at bior3.1. The interesting phenomenon is the performance of approximation
of coefficient from bior4.4 to bior6.8 where the EER is highest (among all the biorthogonal wavelet
classification) compared to its performance from bior1.1 to bior2.8. This trend is notice in both diagrams.

Table 2. The three sub-band levels of approximation of coefficient and detail coefficient
(A1: approximation of coefficient sub-band1; A2: approximation of coefficient sub-band 2; A3: detail
coefficient sub-band 3; D1: detail coefficient sub-band1, D2: detail).

No
Wavelet
Family

EER of Approximation of Coefficient and Detail Coefficient
Classification Comparison in EER (%)

D1 A1 D2 A2 D3 A3

1 Bior1.1 32.27 31.54 32.21 32.31 16.41 16.66
2 Bior1.3 31.02 31.77 33.51 29.80 16.79 16.56
3 Bior1.5 32.33 31.42 33.32 33.21 17.56 17.20
4 Bior2.2 31.79 31.12 34.50 32.99 20.69 21.69
5 Bior2.4 32.59 31.55 32.06 31.87 20.02 20.95
6 Bior2.6 30.87 31.44 32.32 34.55 21.47 19.94
7 Bior2.8 30.83 30.39 32.66 29.81 20.79 20.44
8 Bior3.1 32.16 31.40 33.67 31.58 29.82 29.70
9 Bior3.3 31.10 33.64 33.74 32.18 32.82 31.90
10 Bior3.5 32.65 31.40 34.44 31.63 31.11 34.32
11 Bior3.7 32.73 32.90 30.08 33.67 28.52 28.95
12 Bior3.9 33.41 29.99 33.10 31.81 28.50 30.67
13 Bior4.4 31.85 29.03 37.57 34.86 36.54 37.16
14 Bior5.5 31.61 31.87 33.67 34.05 35.93 39.01
15 Bior6.8 35.22 33.07 33.59 30.94 37.40 37.90
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4.3. Result on Experiment 3: Fusion of Sub-Band Features

Feature fusion is the combination of the extracted features together before classification.
The application of fusion in biometric authentication enhances the performance therefore the fusion
of the sub-band is initiated to improve its performance. The fusion is carried out by first extracting
the features before fusing the three sub-band features for classification. The classification result in
EER is shown in Figure 14. The approximation coefficient has shown better performance in all the
classified results except on the bior3.3 with an EER of 26.7%. Table 3 shows the best four performing
biorthogonal wavelets. The best result among them is the detail coefficient fusion of the bior1.1 three
sub-band features scoring an EER of 13.80%. This is followed by the approximation coefficient fusion
of the bior1.1 scoring EER of 14%.
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Table 3. Showing the approximation of coefficient and detail coefficient classification.

Approximation and Detail Coefficient Classification Comparison in EER (%)

Feature Bior1.1 Bior1.3

Approximation of Coefficient Sub-band 3 16.66 16.56
Detail Coefficient Sub-band 3 16.41 16.56
Approximation of Coefficient Fusion 14.00 14.83
Detail Coefficient Fusion 13.80 14.89

5. Use Case and Evaluation

The authentication of mobile healthcare data is of great concern to the health sector [49] therefore,
presenting a framework to increase trust of healthcare data transmitted form wearable is necessary.
The process described in this section includes an architecture of a use case, an authentication of the
data from 30 subjects presented as patient’s health data and evaluation of the used case. The use
case architecture as shown in Figure 15, will extract data from the patient using the smartwatch then
transmit either through a Smart mobile device or computing system to the health care facility.
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5.1. Use Case Architecture

Figure 16 shows a schematic architecture of the proposed used case system. The framework
comprises different components which includes the following smartwatch, smartphone, computing
system and healthcare data management facility.
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5.1.1. The Smartwatch

The smartwatch provides the technology to keep track of physical activity using sensors for
tracking health information like heart rate variability, blood pressure and other activities useful for
m-health monitoring [46]. The smartwatch is the primary data extractor for processing on either the
phone or computing system in the framework.

5.1.2. The Smartphone

Smartphone capability is on the increase, this includes its application for a variety of activities
including data collection and processing [13]. The mobile devices in the architecture include the data
collection, processing for transmission to healthcare data facility via the cloud. It also includes a
manager for transferring data to the computing system.

5.1.3. The Smartphone

The computing system provide a platform for processing the data as a compliment to the mobile.
The computing system must be connected wirelessly to communicate with the smartwatch.
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5.1.4. Healthcare Data Management Facility

The healthcare data management facility maintains and collate data from patients that has
been authenticated.

5.2. Data Authentication

The data authentication is done using 30 subjects (representing patients) with the data extracted
for 14,400 s while going about daily active as usual. The data is extracted using the same procedure
as describe earlier. The smartwatch is worn be the subject with the data extracted transparently and
transmitted to a smart device. The data is taken from the smart device for processing. As stated earlier,
this work is focusing on the extraction process and the processing of the data for authentication that
the data is coming from the intended patient. The two sub-band fusion with the best performance
is use for the verification process. The two datasets are used to take care of overfitting. The issue of
noise in overfitting is dealt with by using decomposition of the signal with wavelets transform in the
processing of the data therefore, using more datasets to overcome overfitting is taken care of.

The combination of the sub-bands is based on the preliminary results on the fusion of sub-bands.
Findings from the fusion of features to discriminate between subjects has a positive outcome. It is
interesting to note that the used case experiment using 30 subjects indicated the same trend in terms
of the difference between the two best results. The initial experimental result had Detail Coefficient
surpassing Approximation Coefficient with 0.2% EER while the verification experiment has the Detail
Coefficient scoring the best but with a wider margin of 0.75% EER. More interesting is the fact that most
subjects’ performance is directly related to the two results as shown in Table 4. For example, subject 1
and 26 have the same results (0% EER) on both results. The same is for subject 23 scoring 2.08% EER.
The difference between the two classification results on individual assessment shows subjects 4, 6, 7, 9,
25, 27, 29 and 30 are close in terms of their EER as illustrated in Figure 17. The result shows the most
appropriate biorthogonal wavelet decomposition to use for the verification is the detail coefficient.

Table 4. Showing feature fusion classification comparison in ERR (%).

Sub. AF DF Sub. AF DF

1 0.00 0.00 16 22.84 20.76
2 19.04 17.46 17 13.22 15.73
3 12.07 9.70 18 14.66 10.13
4 19.83 20.04 19 7.11 4.74
5 18.89 13.00 20 16.38 9.55
6 4.60 4.17 21 13.58 11.35
7 13.36 14.08 22 10.20 12.72
8 24.21 19.11 23 2.08 2.08
9 14.80 14.08 24 19.97 9.27

10 18.10 17.03 25 10.13 9.48
11 10.06 4.45 26 0.00 0.00
12 15.52 22.49 27 8.91 8.76
13 12.72 13.99 28 27.23 28.81
14 22.56 24.71 29 15.54 14.83
15 20.55 17.10 30 3.46 3.05

EER Features Fusion Result 13.17 12.42
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5.3. Use Case Evaluation

The data authentication is evaluated using the classification dataset. The dataset is divided into
training and testing. The testing dataset is for evaluating the performance of the proposal. Subject 1–10
is used as the patient while the remaining 20 subjects are used as non-patient. To authenticate the
patient, the test data of each of the 10 patients is used against the test data of the 20 non-patients.
Each of the 10 patients are classified 10 times therefore, the number of attempts to authenticate the
10 patents is 100 times while the 20 non-patients were used 2000 times. Table 5 shows the number
of patients and non-patients accepted and rejected, and the success rate of the use case evaluation.
A threshold of 9%, 10%, 11% and 12% EER is used to verify the patients. These thresholds are used as
not to go above the best performing EER of the data authentication. To calculate the Success Rate the
following formula is used:

Sucess Rate f or Patient =
(

Number o f Patient rejected
All Attempt to authenticate the Patient

)
× 100 (14)

Equation (14) Success Rate for patient.

Sucess Rate f or Non− Patient =
(

Number o f Non− Patient accepted
All Attempt o f using Non− Patient to authenticate

)
× 100 (15)

Equation (15) Success Rate for non-patient.

Table 5. Showing authentication evaluation of success rate.

Data Authentication Performance

Threshold
(EER)

Patient Non-Patient

Acceptance Rejection Success Rate Acceptance Rejection Success Rate

9% 54 46 54% 0 2000 0%
10% 56 44 56% 0 2000 0%
11% 81 19 81% 6 1994 0.3%
12% 84 16 84% 8 1992 0.4%
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5.4. Discussion

As earlier stated, the bioelectrical signal frequency determines the sub-band level to use. It is also
necessary to note that different signals will ideally be used for different biorthogonal (bior) family for
feature extraction if biorthogonal wavelet is used. To effectively discuss the results, the biorthogonal
wavelet is divided into two regions based on the finding’s performance. The first region is from bior1.1
to 2.8 and the second from bior3.2 to bior6.8. The first region (bior1.1 to bior2.8) approximation of
coefficient and detail coefficient shows that the sub-band 3 performed better than the sub-band 1 and 2
as illustrated in Figures 6 and 7. The approximation of coefficient sub-band 1(A1) has a stable result
in the region. This implies that irrespective of the biorthogonal wavelet family used within the two
regions, the result is expected to be slightly different from each other except on bior4.4 where the
finding has a better result, scoring below EER of 30%. Therefore, it will be most suitable to use bior4.4
as shown in the result. In general, sub-band (decomposition level) 1 of approximation of coefficient
and detail coefficient of biorthogonal wavelet is suitable for bioelectrical feature extraction with the
same frequency range of heart rate variability. To limit it to a region it will be most suitable to use
sub-band 1 of bior1.1 to bior2.8 (first region) of approximation of coefficient and detail coefficient for
feature extraction. The fusion of the sub-band improves the result of classification. Therefore, where it
is necessary to apply fusion of the sub-bands considering the processing capacity of smartphones, the
fusion of either bior1.1 or bior1.3 will be most desirable. The result in Table 3 shows sub-band 3 of
detail coefficient using bior1.3 have the best result of EER of 16.41% and for the fusion of features, the
best result is the fusion of detail coefficient scoring EER of 13.80%. The results from the thirty subjects
have shown consistency with the earlier experiment showing the fusion of the detail coefficient of
bior1.1 is effective in the classification of bioelectrical signals. The evaluation shows that a non-patient
will most likely not be authenticated to be a patient.

6. Conclusions and Future Work

This paper investigated the authentication of m-health data for remote health care monitoring.
The method used smartwatch and mobile device to extract the m-health data. To effectively evaluation
the proposal, a case study is implemented with 30 subjects for the user authentication using a
bioelectrical signal of heart rate variability. The work described how bioelectrical signals, in this case,
the heart rate variability is processed using a portion of the signal after decomposition to implement
data authentication before the health data can be stored. The experimental result for the used case shows
the patient’s data is authenticated to 84% success rate while the non-patient is at 0.4% success rate.

One of the issues identified for future work is the fusion of more than one bioelectrical signal
to improve the success rate. For health data collected remotely, a 100% success rate will be ideal.
The more useful information is fused, the better the success rate. We would like to collect more data
from additional sensors with dynamic selection of suitable features. We then hope to experiment with
various machine learning algorithms including deep neural network algorithm.
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