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1. Gradients of the bone-to-joint Layer1

In this section, we provide the gradient computation details of the bone-to-joint layer which is2

embedded in the structured 3D hand pose estimator (i.e., Module 1); see Section 4.1 in the paper. For3

backward-pass in the layer, we compute gradient of the following function (Equation 3 in the paper)4

with respect to the layer inputs B:5

ji =
(

∏
k∈Pj i

Tφk(Bk)
)
[0, 0, 0, 1]T (1)

For each joint ji, the gradient of Equation 1 with respect to a translational value Bk can be6

computed as:7

∂ji
∂Bk

=
(

∏
m∈Pj i

Γφm(Bm)
)
[0, 0, 0, 1]T (2)

where,

Γφm(Bm) =


Tφm(Bm) if m 6= k

Tφ
′
m(Bm) if m = k

and, Tφ
′
m(Bm) is the derivation of translation matrix with respect to Bm.8

Figure 1. Block diagram of Baseline 1 network. The preprocessed depth image input DI is passed
to a CNN-based joints regressor which directly estimates the 3D joints coordinates J . The CNN
architecture is similar to [1].
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Figure 2. Block diagram of Baseline 2 deep network. A CNN-based bones regressor estimates 3D
bone vectors B from DI which are sent to a parameter free bone-to-joint layer that produces 3D joint
positions J . Learning 3D bone vectors helps to preserve the structure of the hand skeleton in training.
The pipeline is trained in an end-to-end manner.

Figure 3. Overview of Baseline 3 deep network for estimating both 3D hand pose and 3D hand
shape. The joint positions J are estimated from a structured hand pose estimator which consists of
the CNN-based bones regressor and the bone-to-joint layer. 3D hand shape decoder linearly decodes
hand mesh vertices from joint positions. The complete pipeline is trained in an end-to-end manner.

2. Network Details of the Baselines9

In this section, we provide the network details of our Baseline 1, Baseline 2 and Baseline 3
(described in Section 6.1 in the paper). Figure 1 shows the block diagram of Baseline 1. We leverage
the CNN architecture proposed in [1] to directly regress 3D joint positions J . We select this particular
architecture because of its scalability and its effective region ensemble strategy which boosts the
accuracy of estimated joint positions. The loss equation for Baseline 1 is given as:

LBaseline 1 = LJ (3)

In Baseline 2, a novel bone-to-joint layer is added to the network of Baseline 1. This addition
allows to respect the structure of the hand; see Figure 2. The main advantage of Baseline 3 over
other model-based hand pose estimation methods is that the bone vectors are easier to learn than
joint angles of kinematic hand model [2]. Therefore, we estimate 3D bone vectors as intermediate
representation which are learned by the CNN-based bones regressor. These bone vectors are
converted to joint coordinates using Equation 1 by the bone-to-joint layer. The total loss of Baseline 2
is given as:

LBaseline 2 = LB + LJ (4)

Where LB and LJ are the loss terms for bones vectors and joints positions, respectively (see Equations
2 and 4 in the paper). Figure 3 illustrates the pipeline of Baseline3 which estimates both 3D pose and
3D hand shape from a single depth image. The ground truth of hand shapes for real images is not
available primarily because annotating such images for shape is time consuming and sub-optimal.
Thus, the network of Baseline 3 is trained with mixed real and synthetic data. The total loss can be
represented as:

LBaseline 3 = LB + LJ + 1LR (5)



Version July 24, 2019 submitted to Sensors 3 of 5

Figure 4. Samples of synthesized 2D depth images of NYU [3](Left), BigHand2.2M [5](Middle) and
SynHand5M [4](Right) datasets. Top: Ground truth depth frames. Bottom: Synthesized depth images
from the learned 3D hand shape. The proposed 2D depth image synthesizer reconstructs reasonable
depth images and acts as an important source of weak supervision in training.

Figure 5. Block diagram of Model 1 network. The preprocessed depth image DI is passed to the
CNN-based hand shape regressor which directly regresses hand mesh vertices V . Then, the 3D hand
pose regressor estimates the joints coordinates from the reconstructed V . Finally, the depth image DR
is synthesized from the 3D pose J by the 2D depth image synthesizer.

where LR is the reconstruction loss for 3D hand mesh vertices and 1 is an indicator function. The10

implementation of 1 was achieved by adding a another new layer to our network. This layer forwards11

mesh vertices V to the euclidean loss layer only for synthetic images using a binary flag value which is12

1 for synthetic and 0 for real. The gradients flow in backward pass is disabled for real data. However,13

mixed learning with labeled synthetic and unlabeled real data is not an optimal solution for learning14

accurate shapes. Therefore in our Full model (see Figure 2 in the paper), we provide a much needed15

weak-supervision using a 2D depth image synthesizer which learns to reconstructs depth images16

from estimated shapes.17

3. Depth Image Synthesizer Evaluation18

In this section, we provide the qualitative results of the proposed 2D depth image synthesizer19

(see Section 4.3 in the paper). We train our Full model on combined NYU [3] and SynHand5M [4]20

datasets by employing the network training strategy (please refer to Section 5 in the paper). The21

qualitative results of samples of reconstructed NYU depth images are shown in Figure 4(Left). We22

also train our Full model on combined BigHand2.2M [5] and SynHand5M datasets. The sample23

reconstructed images from BigHand2.2M dataset are shown in Figure 4(Middle). The qualitative24

results of synthesized depth images of SynHand5M dataset are shown in Figure 4(Right). Our depth25

synthesizer is able to reconstruct reasonable depth images from estimated hand mesh vertices during26

end-to-end training with mixed real and synthetic datasets. As the resulting depth images are just27

an estimate of the input images, they are not useful. However, accurately reconstructing them is an28

indication that the image synthesizer is doing its job correctly.29
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Figure 6. 3D hand mesh and 3D pose recovery from a single depth image. We show our estimation
results on unseen images from real-time demo using Creative Senz3D camera.

4. Network Architecture of Model 130

In order to show the effectiveness of our approach, we build a new pipeline (i.e., Model 1) which
is inspired by the recent work [6] (please refer to Section 6.2 in the paper). The block diagram of
Model 1 is shown in Figure 5. 3D hand mesh vertices V are directly regressed from a single depth
image DI using a CNN-based shape regressor. The architecture of the CNN is similar to [1] which
uses an ensemble of 9 different regions. However, we modify the last fully connected regression layer
to output dense mesh V instead of joint positions. Then, 3D joint positions J are regressed from the
estimated V using a linear 3D hand pose regressor. Finally, a 2D depth image synthesizer reconstructs
2D depth image from the estimated J . The architecture of the synthesizer is similar to the one shown
in Figure 5 of the paper except the first layer takes J instead of V . The total loss equation of Model 1
is given as:

LModel 1 = 1LR + LJ + LD (6)

Where LD is the reconstruction loss for 2D depth image synthesizer. The qualitative and quantitative31

comparisons of Model 1 with our Full model are shown in Figure 8 and Table 2 in the paper. The32

results clearly show that directly regressing real hand mesh vertices from a single depth image is33

hard and it can lead to inaccurate shape estimation which consequently affects the accuracy of the34

estimated 3D pose. This fact is explicitly reported in [6] where they have used a pseudo ground35

truth of hand shapes of real images during fine-tuning with real data, in order to recover reasonable36

real hand shape using monocular RGB image. Whereas, our approach (Full model) is capable of37

recovering accurate and reasonable hand shapes without using any pseudo ground truth of real hand38

shapes (see Section 6.2 in the paper).39

5. Results from Live Demo40

We train our Full model on mixed real BigHand2.2M [5] and synthetic SynHand5M [4] datasets41

using the network training strategy explained in Section 5 of the paper. The network is trained till42

convergence. The system runs in real-time as it completes the forward pass in 2.9ms. From live stream43

of Creative Senz3D depth camera [7], we preprocess a raw depth frame using a depth threshold value44

of 500mm and center of hand mass (CoM) (see Section 5 of the paper). See the supplementary video45

for live demo results. Figure 6 shows the 2D overlay of reconstructed pose and mesh from unseen46

depth images, and two different viewpoints of the reconstructed shape in 3D. These results show that47

our approach is capable of successfully recovering reasonable hand shapes and poses in real-time48
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from unseen real world images. This illustrates that the proposed system is perfect for virtual reality49

application as it allows the user to see the animation of his hand in the virtual environment.50
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