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Abstract: Rolling bearings are important components in rotary machinery systems. In the field of
multi-fault diagnosis of rolling bearings, the vibration signal collected from single channels tends
to miss some fault characteristic information. Using multiple sensors to collect signals at different
locations on the machine to obtain multivariate signal can remedy this problem. The adverse effect
of a power imbalance between the various channels is inevitable, and unfavorable for multivariate
signal processing. As a useful, multivariate signal processing method, Adaptive-projection has
intrinsically transformed multivariate empirical mode decomposition (APIT-MEMD), and exhibits
better performance than MEMD by adopting adaptive projection strategy in order to alleviate power
imbalances. The filter bank properties of APIT-MEMD are also adopted to enable more accurate and
stable intrinsic mode functions (IMFs), and to ease mode mixing problems in multi-fault frequency
extractions. By aligning IMF sets into a third order tensor, high order singular value decomposition
(HOSVD) can be employed to estimate the fault number. The fault correlation factor (FCF) analysis
is used to conduct correlation analysis, in order to determine effective IMFs; the characteristic
frequencies of multi-faults can then be extracted. Numerical simulations and the application of
multi-fault situation can demonstrate that the proposed method is promising in multi-fault diagnoses
of multivariate rolling bearing signal.

Keywords: multi-fault diagnosis; power imbalance; filter bank property; APIT-MEMD; HOSVD

1. Introduction

Being crucial parts in rotating machinery and equipment, rolling bearings are of great importance.
Due to their complex structure and tough working condition in industrial field, rolling bearings are
prone to fail [1-3]. Due to the limited characteristic information of the vibration signal collected by
one sensor, the vibration signal collected from a single channel tends to miss some fault characteristic
information, resulting in erroneous diagnoses [4,5]. It's meaningful to use multiple sensors to collect
multivariate vibration signals from different locations, in order to extract more accurate characteristic
frequencies of fault rolling bearings [6-8]. Especially when multiple faults occur in different rolling
bearings, one sensor usually cannot collect all the fault characteristic information for subsequent fault

Sensors 2018, 18, 1210; d0i:10.3390/s18041210 www.mdpi.com/journal/sensors


http://www.mdpi.com/journal/sensors
http://www.mdpi.com
https://orcid.org/0000-0001-9758-5292
http://www.mdpi.com/1424-8220/18/4/1210?type=check_update&version=1
http://www.mdpi.com/journal/sensors
http://dx.doi.org/10.3390/s18041210

Sensors 2018, 18, 1210 2 of 21

diagnosis [9]. Hence multivariate signal processing methods are put forward to deal with multivariate
signals simultaneously.

Empirical mode decomposition (EMD) was firstly proposed to analyze nonlinear and
non-stationary data adaptively, and it can decompose a time series into several approximative
stationary time series, namely intrinsic mode functions (IMFs) [10]. Compared to traditional signal
processing methods in the field of mechanical fault diagnosis, such as short time Fourier transform
(STFT) [11], wavelet transform (WT) [12], and independent component analysis (ICA) [13], EMD has
no basis function requirement. Nonetheless, EMD still has problems, such as modal aliasing and
end effect. Aiming at mode aliasing problem, ensemble empirical mode decomposition (EEMD) was
proposed by utilizing the frequency uniform distribution property of Gaussian white noise [14,15].
The EEMD algorithm is a noise assisted signal processing method; the essence of the algorithm
is to perform multiple EMDs on the analyzed signal, superimposed with Gaussian white noise.
Reconstruction errors can be reduced by increasing the ensemble size. By taking advantage of
statistical characteristics of uniform distribution property of Gaussian white noise frequencies,
the superimposed signal has continuity at different frequency scales. Thereby, EEMD can reduce
the mode mixing problem of IMF components. An improved slope-based method was proposed
to restrain the end effect, and such a method can decompose nonlinear time series into a set of
IMFs efficiently and accurately [16]. Then, complementary ensemble empirical mode decomposition
(CEEMD) was put forward to improve EEMD by adding positive and negative Gaussian white noise,
and extracting the residue of added noise from the mixtures of signal and noise utilizing groups of
complementary ensemble IMFs [17]. But for multivariate signals, EMD can only decompose each
channel’s signal separately, resulting in different numbers and scales between multiple sets of IMFs.
Such a phenomenon would be a disadvantage for subsequent synchronized correlation analysis,
reducing fault diagnosis accuracy for multivariate signal [18]. During further research, bivariate
empirical mode decomposition (BEMD) [19] was proposed to deal with bivariate signals. In the BEMD,
projections of signals in a series of directions are employed to compute local means. It distributes
direction vectors on a complex plane unevenly, and extreme values in the projection can be obtained
by performing an interpolation using a complex spline function. Relevant researches about BEMD
were conducted in fault diagnosis and condition monitoring [20]. Then trivariate empirical mode
decomposed (TEMD) [21] were proposed, regarding trivariate signals as pure quaternions, and conduct
signal projection in three-dimensional spaces and in a series of directions. Hence three-dimensional
pure quaternion envelope curves can be obtained. After researches about BEMD and TEMD, aiming to
analyze multivariate signal simultaneously, MEMD [22] was proposed as a significant approach in the
field of signal processing.

MEMD adopted real-valued projections on hyperspheres along multiple directions to compute
the local means and envelopes. MEMD can decompose multivariate signal collected from different
locations by multiple sensors into multiple sets of IMFs; IMF denotes same frequency locates in
the same order, while overcoming the different numbers and scales between different sets of IMFs.
This property is beneficial for simultaneous processing of multivariate signals in the field of fault
diagnosis [23,24]. MEMD has also been successfully applied to many fields, such as biomedical signal
processing [25], image processing [26], and fault diagnosis [27]. Due to the different locations of
multiple sensors in rotating machinery, power imbalances usually exist among different channels of
multi-sensor collected multivariate signals. The conventional projection method of multivariate signals
having power imbalances between channels fails to obtain the desired effect. Thus adaptive-projection
intrinsically transformed multivariate empirical mode decomposition (APIT-MEMD) [28] was
proposed to deal with nonlinear and non-stationary signals, improving mode-mixing problems and
obtaining fewer IMFs for multivariate signals. Most importantly, the method can accommodate power
imbalance phenomena. Apart from these important benefits, the filter bank property of APIT-MEMD is
also discussed in this paper, which is significant in multi-fault diagnosis. The filter bank properties of
EMD [29], and MEMD [30], were studied in previous research, and having a dyadic filter bank property
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on per channel of multivariate signal when Gaussian white noise is present. The internal filter bank
property of APIT-MEMD contributes to the separation of multi-faults of rolling bearings. The filter
bank property of APIT-MEMD in the presence of Gaussian white noise is crucial for multivariate signal
analysis. The extra noise channels can serve as references to enable more accurate and stable IMFs,
which can also alleviate mode mixing problem.

Prior to finding fault frequencies in multivariate rolling bearing signals, fault numbers should
be estimated. Singular value decomposition (SVD) [31] was the extension of spectral analysis on
arbitrary matrix, and the obtained eigenvalues denotes the internal features of data. In the field of
sources estimation in blind separation, SVD has been widely adopted to determine fault numbers,
while eigenvalue decomposition and SVD with autocorrelation matrices was put forward to effectively
reflect the internal features of data matrices [32-35]. Improved SVD was also proposed to estimate
source numbers using dominant eigenvalues (DE) under low SNR conditions [36]. High order
singular value decomposition (HOSVD) is a generalization of SVD, and internal property is a tensor
decomposition. An analogy between multiple properties of the matrix was analyzed, and the
relationship between third order tensor decomposition and matrix eigenvalue decomposition was
discussed in previous research [37]. HOSVD can deal with third order tensors, constituted of matrices.
It conducts Tucker decomposition towards constructed third order tensors, then finds its core tensor
and conducts an SVD on all mode products [38]. The application of HOSVD appears widely in
previous research. The third order tensor, namely high-dimensional data, can be constituted by IMFs
of APIT-MEMD in this paper. Being an effective way to analyze high-dimensional data, tensors can
preserve their intrinsic structure features [39]. The underlying feature of high dimensional data can be
revealed by tensor decomposition in HOSVD, and reflected in eigenvalue values. It has been used in
the field of blind source separation [40] and fault diagnosis [41].

This paper proposes a novel approach of multi-fault diagnoses of multivariate rolling bearing
signal via APIT-MEMD and HOSVD. The approach utilizes APIT-MEMD to decompose multivariate
signals into several IMF sets. By aligning IMF sets into a third order tensor, HOSVD is used to estimate
the fault number with the assistance of a BIC [42,43]. Fault correlation factor (FCF) analysis [27] is used
to determine the effective IMFs, and then to extract characteristic frequencies by spectrum analysis.
The organization of this paper is as follows: Section 2 introduces the methodology of APIT-MEMD
and HOSVD and illustrates the proposed approach; Section 3 presents the numerical simulations of
APIT-MEMD and HOSVD, and comparisons between APIT-MEMD and MEMD, as well as HOSVD and
SVD; Section 4 presents the application to practical multi-fault diagnoses of multivariate rolling bearing
signals, in order to verify the effectiveness of the proposed approach in this paper. The conclusions of
the research are given in Section 5.

2. Methodology

2.1. Adaptive-Projection Intrinsically Transformed Multivariate Empirical Mode Decomposition

In the field of signal processing, the MEMD is the extension of EMD and can decompose
multivariate signal into a series of IMF sets. Each IMF set has the same length, and components
containing the same frequencies are organised in the same order. The detailed algorithm of MEMD
has been elaborated in the previous work of authors [27]. To elaborate the principle of APIT-MEMD,
non-uniformly sampled trivariate empirical mode decomposition (NS-TEMD) is described here as an
illustration [44]. The NS-TEMD algorithm is basically about improving the standard TEMD [21] by
relocating the direction vectors adopting conventional uniform sampling method to new locations
on an ellipsoid. The eigenvectors and eigenvalues of the covariance matrix are used to determine
the direction and relative powers. As for multivariate signals, APIT-MEMD adopts similar strategy
by relocating n-dimensional uniform vectors on n-dimensional ellipsoids [28]. The scheme of the
proposed method is complicated, owing to the reason that global highest curvature does not always
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correspond to the local principle component direction. Such disagreement would cause suboptimal
local mean estimation, which is the crucial part in MEMD.

The APIT-MEMD adopts the following projection strategy. The first principle component direction
represents the largest power imbalance and determines the correlation in different channels of original
multivariate signals adaptively. For instance, assuming there is a multivariate signal s(t), and its
covariance matrix is C = E{s(t)s(t)T} (E is statistical expectation operator). The first principle component
direction can be determined using the covariance matrix eigendecomposition as follows.

C =zAxT (1)

where the T = [Zq, I, ..., ;] denotes eigenvectors matrix, and all values on diagonal matrix
A =diag{Aq, Ay, ..., Ay} are eigenvalues of C. The largest eigenvalue corresponds to eigenvector
X1, which is the first principal component direction, namely points in the largest power imbalance
direction. X1 can be used to construct another vector X,; along its opposite direction diametrically,
namely ;1 = —Xj. Subsequently £; and L, are employed to relocate all direction vectors generated
by uniform projection schemes previously. During the sifting process, multivariate sifting inputs
are projected along these adaptive direction vectors, and local means are estimated on basis of
conventional MEMD [22]. The proposed APIT-MEMD can produce fewer IMFs, while exhibiting
better performance than MEMD, because of the large number of adaptive projection vectors that are
previously obtained [28]. The procedures of proposed APIT-MEMD are given in Table 1.

Table 1. The detailed procedures of APIT-MEMD.

(1)  Given an n-variate signal s(t), and its covariance matrix C is performed eigendecomposition,
C = ZAXT, ¥ denotes the eigenvector matrix, and A denotes the eigenvalues matrix. The largest
eigenvalue A; corresponds to eigenvector X1, which is the first principal component.

(2)  Construct another vector ¥, along the opposite direction of 31 diametrically.

(3) Using Hammerseley sequence, uniformly sample an (n—1) sphere to obtain K direction uniform
projection vectors {ka }kK—l' Then compute Euclidean distances of each direction vector to .

= N
. - . S xg, +aX
(4)  Relocate half of the uniform projection vectors % which are near to £, using A = T
I 2T [
0 H '
. N ka +aZo Ok : :
Using iy L= ‘gk“l_,_iz) to relocate another half of xy' |~ near to Y01. The density of relocated vectors is
’ xzol Ao ’
controlled by « (The illustration of « is given hereinafter).

(6) Conduct local mean estimation based on conventional MEMD algorithm [22], while employing

adaptive direction vectors 2% and %
I Zo1

The « values are determined by the degree of power imbalances between different channels of
a multivariate signal. In the 5th step of detailed procedures of APIT-MEMD, & = 0 denotes that there
are no accountable power imbalances; conversely, & = 1 denotes high power imbalances between
various channels. The illustration of « is shown in Figure 1. For the situation with power imbalances
between channels in multivariate signal processing in practical situations, APIT-MEMD is very suitable
for dealing with the sampling of multivariate signal. The adaptive projection strategy would generate
much more adaptive projection vectors, thus exhibiting better performance.

As for multi-fault diagnoses of multivariate rolling bearing signals, the filter bank property of
APIT-MEMD in the presence of Gaussian white noise is discussed hereafter in this paper. In previous
research, MEMD has been verified as having the properties of a dyadic filter bank on per channel of
multivariate signals, and can arrange corresponding IMFs from various channels to the same frequency
ranges. The obtained filtered IMFs represent the same frequencies, present in the same orders. The filter
bank property of APIT-MEMD, in the presence of Gaussian white noise, is crucial for multivariate
signal analysis. The extra noise channels can serve as references to enable more accurate and stable
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IMFs, which can also alleviate mode mixing problem. A graphical illustration of employing the filter
bank property will be given in 2.3, along with the graphical illustration of the proposed multi-fault
diagnosis scheme, in order to better explain the entire approach. The properties of APIT-MEMD will
be discussed and verified by numerical simulations, including comparison with MEMD in Section 3.
The procedures of proposed APIT-MEMD are given in Table 2.

Figure 1. Adaptive projection vectors by adopting the proposed strategy (« =0, 1).

Table 2. The detailed procedures of adopting filter bank property of APIT-MEMD.

(1)  Generate a set of same length Gaussian white noise (m channels)

(2)  Add the m channels Gaussian white noise in Step 1 of APIT-MEMD to the input n-channels signal, thus
(m + n)-channels signal is obtained.

(3) Conducting APIT-MEMD on the resulting (m + n)-variate signal to generate (m + n)-vairate IMF groups.

(4) Discarding the m-variate IMF groups from the resulting (m + n)-vairate IMG groups, the obtained
n-variate IMFs can be obtained.

Based on the above discussion, it can be concluded that APIT-MEMD has three significant
properties, which can play important roles in multi-fault diagnoses of rotating machinery. The three
properties are summarized as follows:

e APIT-MEMD can align IMFs from multiple channels to the same frequency ranges, just like
MEMD, and the same characteristic frequencies locate in the same orders respectively.

o  APIT-MEMD can generate large numbers of adaptive projection vectors to alleviate the adverse
effect of power imbalances between channels, among multi-sensor signal acquisition systems.

e  APIT-MEMD has a filter bank property in the presence of Gaussian white noise; the extra noise
channels can serve as references to enable more accurate and stable IMFs, in order to alleviate
mode mixing problem.

2.2. High Order Singular Value Decomposition

The application of HOSVD in third order tensors has been examined in previous research [38].
Here HOSVD is adopted to compute the optimal eigenvalues of third order tensors constructed by
IMFs matrices. The methodology of HOSVD is present in this section. The SVD of a matrix is depicted
here briefly to explain the principle of HOSVD hereafter. Assuming X is a matrix of m X n, and it can
be decomposed by SVD into three matrices as follows:

X = UAVT ()

where U and VT are unitary matrices of m x m and n x n respectively, and span the row and column
space of X respectively. A is a diagonal matrix of m x n, and all values on diagonal are eigenvalues of
X. All eigenvectors of U are orthonormal to each other; the same may be said of V, so SVD can present
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an orthonormal coordinate system for X by spanning the spaces [37]. X can also be presented regard to
k-mode products as follows.
X=(A) x1(U) X2 (V) ®)

where X means k-mode product, and k=1, 2.

The HOSVD is an extension of SVD. HOSVD conducts Tucker decomposition towards constructed
third order tensors, then finds its core tensor and conducts an SVD on all mode products separately [38].
N dimensional data can construct Nth order tensors that have N indices. A third tensor constructed by
IMFs matrices is analyzed in this paper as an example. A third order tensor can be decomposed by
Tucker decomposition as follows:

T = (P) x1 (U) x2 (V) x3 (W) 4)

where 1 represents core tensor, while U, V, W, are orthogonal matrices respectively.
Likewise, X indicates k-mode product. The diagram illustration of SVD and HOSVD are shown in
Figures 2 and 3 respectively.

Figure 2. Illustration of SVD approximation.

v v

Figure 3. Illustration of HOSVD approximation.

Matricizing of a tensor can be understood as rearranging the elements of the tensor. The N-mode
matricizing of a tensor T means converting the tensor into matrices based on its dimension N,
signified as T(y), and N =1, 2, 3. As for the third order tensors in this paper, the HOSVD of T can be
conducted through obtaining the orthogonal matrices U, V, W respectively. These three matrices are
the left singular matrices of Ty (N =1, 2, 3); they can be obtained by computing SVDs three times on
all mode matricizing of T respectively.

To) = UAx(Ry)” )

where Ry are right singular matrices of T(y), N = 1, 2, 3. Then the core tensor { can be computed
as follows.
¥ = (T) x1 (UT) x2 (V1) x5 (W) ©)

In the end, the basis matrices X; of tensor T can be represented as:

X; = (1)) x1 (U) x2 (V) ()
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where i =1, 2, ..., M, and M is the number of IMFs obtained by APIT-MEMD. Owing to the
orthogonality of tensor core P, X; (i =1, 2, ..., M) are orthogonal to each other, and also meet
the flowing situation.

(Xi, X;) = trace[(X;)"X;] = 0 8)

wherei #j,andi,j=1,2,..., M. Regard to these basis matrices, all singular values are non-negative
here, and can be obtained as follows.

oi = WG lE ©

wherei=1,2,...,M,and 07 > 03 > --- > oy > 0. Thus far, the singular values of third order tensor
constructed by IMFs matrices are computed, which are obtained by APIT-MEMD of multivariate
rolling bearing signals.

2.3. The Proposed Novel Multi-Fault Diagnosis Approach via APIT-MEMD and HOSVD

Using multiple sensors to conduct signal acquisition can yield more fault characteristic
information. Then the multivariate signal can be used for fault diagnosis; the multi-fault situation
is discussed in this paper. The number of faults is required to be estimated before conducting fault
diagnosis. Here APIT-MEMD is used to decompose multivariate signal into multiple IMF groups.
Then, by aligning all IMF groups to the third order tensor, HOSVD can be conducted. The obtained
optimal singular values are determined by BIC, and can be used to estimate fault numbers. Hence the
number of DE can be determined. Afterwards, FCF analysis [27] is conducted to determine the orders
of effective IMFs, and then to achieve multi-fault diagnoses of multivariate rolling bearing signals.
The schematic diagram of employing filter bank properties is illustrated in Figure 4. The scheme of the
proposed method in this paper is illustrated in Figure 5.

= -[ n-channel signal ]

m-channel
Gaussian white noise

—]

A 4

[ (nt+m)-variate signal ]

v

APIT-MEMD

A 4

[ (ntm) sets of IMFs ]

v
—}[ m sets of IMFs ]

v

~ —P[ n sets of IMFs l

Figure 4. The schematic diagram of employing filter bank property.
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Figure 5. The proposed multi-fault diagnosis scheme of multivariate rolling bearing signal.

3. Numerical Simulations

3.1. Numerical Simulation of EEMD

As for a single sensor system, the filter bank properties of EEMD in the presence of Gaussian
white noise are illustrated here, due to this is the essence of the filter bank properties of APIT-MEMD
in the presence of Gaussian white noise. The filter bank property of EEMD and APIT-MEMD, by
utilizing frequency uniformly distribution property of Gaussian white noise, is of great importance
in alleviating or solving mode mixing problem. The collected signal of faulty bearings usually has
additive noise, and Gaussian white noise is used to simulate a practical situation [45]. When outer
ring, inner ring, or rolling element faults appear in rolling bearing, the characteristic frequencies can
be found in its frequency domain plot. The vibration signal of faulty rolling bearings can be simulated
by a simplified signal model, [46] as follows:

x(t) = asin(27fpt)[1 + cos(27frt)] (10)
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where f;, denotes the fault characteristic frequency of the rolling bearing, and f, denotes the rotational
frequency. & and 8 denote the power size. The sampling point is 1024, and the sampling frequency is
1024 Hz. s denotes the Gaussian white noise with variance of 1 and a mean of 0. The simulated faulty
rolling bearing signal is as follows.

x1(t) = sin(27tf1t) + cos(27 fot)[1 + sin(27 f3t)] + s (11)

where f1 =40 Hz, f, = 90 Hz, f3 = 15 Hz. EMD and EEMD are then conducted respectively on the
above signal. In EEMD, Gaussian white noise of the same length is added to the signal; the ensemble
size was set at 20. The time domain plots of obtained IMFs of EMD and EEMD are shown in Figure 6.
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Figure 6. (a) Time domain plots of IMFs of EMD; (b) Time domain plots of IMFs of EEMD.

It can be seen from Figure 6 that 9 orders of IMFs are obtained by EMD, while 7 orders of IMFs are
obtained by EEMD. Obviously EEMD can generate fewer orders of IMFs than EMD. Further, to measure
the effectiveness of EEMD in alleviating mode mixing problem, during extraction of accurate
characteristic frequencies of the simulated signal, correlation analysis is employed. The correlation
analysis can be used to find effective IMFs; a similar method was elaborated in author’s previous
research [27]. During correlation analyses, the 2nd, 3rd and 4th IMFs of EMD are effective, while 2nd
and 3rd IMFs of EEMD are effective. The frequency domain plots of effective IMFs of EMD and EEMD
are shown in Figure 7.
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Figure 7. (a) Frequency domain plots of IMFs of EMD; (b) Frequency domain plots of IMFs of EEMD.

It can be seen from Figure 7a that characteristic frequencies f, & f3 appear in 2nd IMF of EMD,
f1 appears in 4th IMF of EMD, but f1 and f, both appear in 3rd IMF of EMD, which is due to the
phenomenon of mode mixing, along with many additive noise frequencies. While it can be seen from
Figure 7b that characteristic frequencies f, =+ f3 appear in 2nd IMF of EEMD, f; appears in the 4th IMF
of EEMD, and both characteristic frequencies are very clear. There is no mode mixing problem in the
obtained IMFs of EEMD. So as for one channel simulated rolling bearing signal, it can be seen EEMD
is superior to EMD in enabling more accurate and clear IMFs, and in alleviating mode mixing problem.
The filter bank property of APIT-MEMD in the presence of Gaussian white noise is derived from the
essence of EEMD; the following Section 3.2 can verify this property of APIT-MEMD, along with the
other two properties of APIT-MEMD.

3.2. Numerical Simulation of APIT-MEMD

As for a multiple sensor system, original components are collected by multiple sensors
simultaneously, and each collected signal is composed of all original components. Here a three-channel
signal with additive Gaussian white noise is adopted for numerical simulation, and power imbalances
exist between channels. The sampling point is 1024, and sampling frequency is 1024 Hz. s denotes
Gaussian white noise with variance of 1 and mean of 0. The simulated faulty rolling bearing signals
are composed of original components, and the components are as follows.

x1(t) = sin(27f1t)[1 4 cos(27 ft)]
xp(t) = sin(27f3t) (12)
x3(t) = cos(27efut)[1+ sin((272fst))]

where f1 =30 Hz, f, = 10 Hz, f3 = 70 Hz, f4 = 120 Hz, f5 = 15 Hz. To simulate the power imbalances
between different channels, different amplitudes are set to simulated signals, owing to the fact that
the amplitudes of signals from different channels can depict different magnitudes of power. For the
1st channel, the amplitude is set as 1, similarly, 3 for 2nd channel, and 6 for 3rd channel. The resulting
trivariate signal 5(t) is as follows.

S1(t) = x1(t) +x2(t) +x3(t) +s
Sz(i’) = 3X1( ) + 3XZ(t) + 3X3(t) + 3s (13)
S3(t) = 6x1(t) + 6x2(t) + 6x3(t) + 65

MEMD and APIT-MEMD respectively are then conducted on the above trivariate signal.
In APIT-MEMD, « is chosen as 1, and two-channel Gaussian white noise of the same length is added to
the trivariate signal; thus five sets of IMFs are obtained at the end of the numerical simulation. In this
way, the filter bank property of APIT-MEMD can be utilized. Then two sets of IMFs corresponding
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to two-channel Gaussian white noise are discarded from the whole set. The time domain plots of
obtained IMFs of MEMD and APIT-MEMD are shown in Figures 8 and 9 respectively.

— 10
& MWW%M Mmmw b
z 410
0.4 0 0.2 0.4
~ 10 10
& Mwwww WM«MMH o ol
Z > -10 10
0 0.2 04
[ 5 10 20
=
0 Wwww 0 WMMWWMW 0 MNWWMMMM
E -5 -10 -20
0 0.2 0.4 0 0.2 0.4 0 0.2 0.4
- 2 5 10
1<)
o ] o Yk o SO
Z 2 5 10
0 0.2 0.4 0 0.2 04 0 0.2 04
wi 2 10 20
1<)
0 M/\A/\M\/WM 0 ’\M/\/W 0 vawvwww
g 10 20
0 0.2 0.4 0 0.2 0.4 0 0.2 0.4
© 05 1 5
1<)
0 V\AWW 0 U\/\MAN\/\A 0 WW
2 s -1 5
0 0.2 0.4 0 0.2 0.4 0 0.2 0.4
~ 0.05 05 0.5
1<)
0 )L/\/\/\/\/l 0 )—\/\/\/\A 0 M
2 005 05 05
0 0.2 0.4 0 0.2 0.4 0 0.2 0.4
w 0.1 0.2 0.2
=
. M . w : M
2 o1 0.2 02
0 0.2 0.4 0 0.2 0.4 0 0.2 0.4
a 041 0.1 0.1
=
2 o1 0.1 0.1
0 0.2 0.4 0 0.2 0.4 0 0.2 0.4
< 0.01 0.2 0.05
= 0 N 0 M 0 w
E -0.01 -0.2 -0.05
0 0.2 0.4 0 0.2 04 0 0.2 04
= 0.05 0.05 -0.2
Z 005 -0.05 0.6
0 0.2 0.4 0 0.2 0.4 0 0.2 0.4
Time Index (/s)
Figure 8. Time domain plots of IMFs of MEMD.
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Figure 9. Time domain plots of IMFs of APIT-MEMD.
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It can be seen from Figures 8 and 9 that 11 orders of IMFs are obtained by MEMD, while 8 orders
of IMFs are obtained by APIT-MEMD. Obviously APIT-MEMD can generate fewer orders of IMFs
than MEMD. Further, to measure the effectiveness of the proposed method in extracting accurate
characteristic frequencies of the simulated collected trivariate signal, FCF analysis is employed to find
the effective IMFs; such a method was proposed and elaborated in author’s previous research [27].
During the FCF analysis, 2nd, 3rd, 4th, and 5th IMFs of MEMD are effective, and frequency
domain plots of them are shown in Figure 10. 2nd, 3rd, and 4th IMFs of APIT-MEMD are effective,
and frequency domain plots of them are shown in Figure 11. The time domain plots of 3rd IMFs of
MEMD and 2nd IMFs of APIT-MEMD are shown in Figure 12.
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Figure 10. Frequency domain plots of effective IMFs of MEMD.
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Figure 11. Frequency domain plots of effective IMFs of APIT-MEMD.
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It can be seen from Figure 10 that the characteristic frequencies of x3(t) appear both in the 2nd and
3rd IMFs of MEMD, along with additive noise frequencies. While it can be seen from Figure 11 that 2nd
IMFs of APIT-MEMD denote clear characteristic frequencies of x3(t), and have less noise and greater
amplitudes. As for IMFs denoting the characteristic frequencies of x;(t), 4th IMFs of APIT-MEMD are
clearer than 5th IMFs of MEMD in terms of side frequencies. It can also be seen from the time domain
plots shown in Figure 12 that the amplitudes of IMFs of APIT-MEMD are greater than those of the
MEMD, and that waveforms are clearer too. It should be noted that x3(¢) and x;(f) are derived from
rolling bearing models. So, as for simulated rolling bearing signals, it can be seen that APIT-MEMD is
superior to MEMD in enabling more accurate and clear IMFs, and alleviating mode mixing problem.

Due to the numerical simulation of APIT-MEMD of multivariate signal and the comparison to
MEMD, the properties of APIT-MEMD discussed in Section 2.1 are verified here. It can be concluded
that the APIT-MEMD can align IMFs from multiple channels to the same frequency ranges as those
of the MEMD. APIT-MEMD has better performance than MEMD by generating adaptive projection
vectors, and employing the filter bank property in the presence of Gaussian white noise.

3.3. Numerical Simulation of HOSVD

Among multi-sensor signal acquisition systems, each channel signal is the combination of all
components with different degrees of energy. SVD is usually adopted to compute eigenvalues
of a single channel signal to estimate the fault number in a blind separation. The estimation is
a challenge because of the limited information available for a single channel signal. The proposed
method in this paper uses multiple sensors to collect multivariate signals, so instead of conducting
SVD on each channel signal, it is is proposed that HOSVD be conducted on the multivariate signal.
By this means, one may estimate the fault number among multi-sensor signal acquisition system.
Theoretically, HOSVD can better explore underlying information by making use of all channel signals.
To simulate real situations, here multivariate signal S(t), composed of three simulated fault signals,
is used to verify the proposed method. Gaussian white noises are also added into each channel to
monitor background noise in rotating machinery. x;(t), x2(t), x3(t) are simulated faulty rolling bearing
signals, and S(t) is four-channel signal composed of x;(t), x2(t), x3(f), random matrix A is adopted to
simulate multi-sensor situation; s denotes the Gaussian white noise with variance of 1, and mean of 0.

x1(t) = sin(27fyt)[1 + cos(27fi1t)]
xp(t) = 2cos(27 fypt)[1 4+ 0.5sin (27 fiot)] (14)
x3(t) = sin(27tfy3t)[1 + cos(27 fy3t)]

Sl(t) X (t) s
S2(t) | _ A x;(t) +| ° | anda= random (4, 3) (15)
53(t> X (t) S
Sa(t) ’ s

where f,1 = 20 Hz, f, = 70 Hz, f;3 = 150 Hz, f;1 = 10 Hz, f;» = 8 Hz, f;3 = 10 Hz. Then after conducting
APIT-MEMD, four IMF groups can be obtained. Then, all IMF groups are aligned according to the
scheme in Figure 5 in Section 2.3, in order to construct third order tensor T. Here a comparison of
SVD and HOSVD is given to elaborate the effectiveness of the proposed method. Based on traditional
methods, SVD is conducted on the covariance matrix of transposed matrix composed of each IMF
group. HOSVD is then conducted on the third order tensor T. The eigenvalues obtained from HOSVD
and SVD are shown in Figure 13. 36 eigenvalues are obtained by HOSVD, and four sets of eigenvalues
are obtained by SVD; each set has 9 eigenvalues.

From the eigenvalues obtained above, it can be seen from the results of HOSVD of the constructed
tensor that the first 3 eigenvalues are dominated, while from the results of SVD of each channel,
dominated eigenvalues cannot be found. BIC is then used to estimate the dimension of a noisy signal
subspace, which is the fault number of original signal here. Research of BIC in blind source separation
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has been conducted in previous work by the authors [42]. Here the BIC values of eigenvalues obtained
by HOSVD reach a maximum when k is 3, namely the fault number is estimated at 3. As the BIC
values of eigenvalues obtained by SVD of each channel are disordered, no clear maximum value can
be found. Several numerical simulations were conducted, and led to similar results with the proposed
method. It can be concluded that HOSVD is superior than SVD when dealing with multivariate signal
containing multi-fault resources.

4 ! r T 50
3.5
40 t
3 -
g2s 230!
g g
E 2 ;
=0 20501
a 15t a 20
1 L
10 ¢
0.5
0 0
0

Figure 13. (a) Eigenvalues obtained by HOSVD; (b) Four sets of eigenvalues obtained by SVD.

4. Application Researches

To further validate the effectiveness of the proposed method in the application of multi-fault
diagnosis, the experiment was conducted on Drivetrain Diagnostics Simulator. The experimental
apparatus was produced by SQI Company, United States. The experimental apparatus consisted of
a variable speed drive, a torque transducer and encoder, a parallel shaft gearbox, and a programmable
magnetic brake. The experiment was conducted to collect multivariate rolling bearing signals;
among the four rolling bearings in the parallel shaft gearbox, one has an inner ring defect and
another has an outer ring defect. The sensors are placed on four rolling bearing end plates to collect
acceleration signals. The schematic diagram of the apparatus is shown in Figure 14, along with its
photo. The faulty inner and outer rings and two sensors of one side are shown in Figure 15.

=
locations of sensors

Figure 14. The schematic diagram and the picture of the experimental apparatus. 1-Variable speed
drive, 2-Torque transducer and encoder, 3-Parallel shaft gearbox, 4-Test points, 5-Programmable
magnetic brake.
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Figure 15. The IRF and OREF rolling bearings, and two sensors of one side.

The experiment was conducted to collect the vibration signal of weak fault in the rolling bearing.
During the experiment, the sampling frequency was 8192 Hz, the sampling point was 8192, and the
rotational frequency fr was set at 15 Hz. The fault characteristic frequencies of experimental FAFNIR
deep groove rolling bearing were computed and are shown in Table 3.

Table 3. Characteristic frequencies of FAFNIR deep groove rolling bearing.

Fault Type Fault Frequency (/Hz)
Inner ring fault fi=81.45
Outer ring fault fo =53.58

The time and frequency domain plots of the collected multi-fault multivariate rolling bearing
signal are shown in Figure 16.

0.01 0.01 0.01 0.01
01 -0.01 -0.01 -0.01
0.2 0.4 06 04 0.6 0.8 1 0 0.2 0.4

Tlme Index (/s)
x107 ><104 ><10 x107
4 5
0 0
100 50 0 50 100 150
Frequency Index (/s)

Figure 16. Time and frequency domain plots of collected multivariate signal.

Prior to conducting MEMD and APIT-MEMD, the NLM denoising method is used to denoise the
multivariate signal for preprocessing. The NLM method has been studied in previous research by the
authors [47]. MEMD and APIT-MEMD were then conducted respectively on the above multivariate
signal. In APIT-MEMD, « was chosen as 0.5, and two-channel Gaussian white noise with same length
were added to the multivariate signal to employ the filter bank property of APIT-MEMD. Afterwards,
two sets of IMFs corresponding to two-channel Gaussian white noise were discarded from the whole
sets. The time domain plots of obtained IMFs of MEMD and APIT-MEMD are shown in Figures 17
and 18 respectively.



Sensors 2018, 18, 1210

IMF 12 IMF 11 IMF 10 IMF 9 IMF 8 IMF 7 IMF 6 IMF § IMF 4 IMF 3 IMF 2 IMF |

IMF 13

16 of 21

=}
©
N

2
0
2

0

2
OM
2

<103

0.2 04
<10°

0.2 04

0

=}
©
N

04
<104

-5

VAN

4
510

[~

0

-5

0 0.2 04
«104

2

L |

0

=2

0 0.2 04
x1074

[~

0
2
0 02 04

0 0.2 04 0
Time Index (/s)

Figure 17. Time domain plots of IMFs of MEMD.

It can be seen APIT-MEMD generates 10 IMF sets, while MEMD generates 13 IMF sets.
Namely APIT-MEMD can generate fewer orders of IMF sets, owing to the fact that APIT-MEMD
can alleviate power imbalance between four channels and the filter bank property, to ease mode mixing
problem. All IMF groups were aligned according to the scheme in Figure 5 in Section 2.3, to construct
third order tensor T. The eigenvalues obtained from HOSVD are shown in Figure 19.
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Figure 18. Time domain plots of IMFs of APIT-MEMD.
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Figure 19. Eigenvalues obtained by HOSVD.

From the eigenvalues obtained above, it can be seen from the results of the HOSVD of the
constructed tensor that the first 2 eigenvalues are dominated. BIC [42] was then used to estimate the
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dimension of noisy signal subspace, which is the fault number of original signal here. Here the BIC
values of eigenvalues obtained by HOSVD reached a maximum when the k was 2, namely, the fault
number is estimated at 2. Afterwards, FCF analysis [27] was conducted to obtain the effective IMFs of
APIT-MEMD. Two order IMFs needed to be selected for multi-fault diagnosis of multivariate rolling
bearing signal. The FCF of each order of IMF sets were computed and are shown in Table 4.

Table 4. Fault correlation factor of each IMF.

1 2 3 4 5

% 0.1032 0.0974 0.1033 0.3525 0.32007
6 7 8 9 10

0.1210 0.0583 0.0652 0.0296 0.0067

The correlation between the specific order of IMF sets and the collected multivariate rolling
bearing signal are shown in Table 4. The larger FCF values mean that the greater the correlation,
the maximum 2 values locate in 4th and 5th order IME Similarly, 5th and 6th order of IMF sets obtained
by MEMD are selected to be compared with the results of APIT-MEMD. The frequency domain plots
of effective IMFs of MEMD and APIT-MEMD are shown in Figures 20 and 21 respectively.
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Figure 20. Frequency domain plots of effective IMFs of MEMD.
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Figure 21. Frequency domain plots of effective IMFs of APIT-MEMD.

In the field of multi-fault diagnosis of rolling bearings, fault feature extraction is more complicated
than single fault situations. Hence, mode mixing problems are more serious than single fault diagnoses.
In this paper, the multivariate signal was collected (rather than that of a single channel), so power
imbalance between channels was inevitable. So theoretically, APIT-MEMD would extract more
accurate characteristic frequencies than MEMD. In the process of obtaining frequency domain plots,
the frequency resolution equals the result of sampling frequency divided by sampling point, thus the
frequency resolution in this paper is 1 Hz. Faulty frequencies of rolling bearings are obtained by
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empirical computing equations [27] for bearing fault frequencies, so the extracted frequencies cannot be
precisely 81.45 Hz and 53.58 Hz. Therefore, the extracted 81 Hz and 54 Hz can respectively represent the
inner ring fault and outer ring fault characteristic frequencies f; and f, in this paper. It can be seen from
Figure 20 that the fault frequencies of both the inner and outer race faults cannot be extracted accurately
by MEMD, as f; and f, tend to be overwhelmed by other noise frequencies. While in Figure 21, the fault
frequencies of both inner and outer race faults were extracted clearly. In the 5th order of effective
IMFs of APIT-MEMD, side frequencies f, = f; can also be identified. Therefore, the effectiveness of the
proposed multi-fault diagnoses of multivariate rolling bearing signal via APIT-MEMD and HOSVD
has been verified by practical application.

5. Conclusions

In this paper, the research work elaborated the effectiveness of the proposed multi-fault
diagnosis of multivariate rolling bearing signal via APIT-MEMD and HOSVD. Theoretical derivation
demonstrates the significance of the proposed approach, and its effectiveness is verified by numerical
simulations and practical application. The research work in this paper clearly indicates that
APIT-MEMD can not only align IMFs from multiple channels to the same frequency ranges same
as those of the MEMD, but also can alleviate the adverse effect of power imbalances between
channels, and ease mode mixing problem by employing the filter bank property. In the processing of
multivariate rolling bearing signal containing multi-fault, the inner and outer race faulty characteristic
frequencies can be extracted correctly and clearly by APIT-MEMD, while MEMD cannot achieve such
a result. By comparison with MEMD, the APIT-MEMD can be verified as being superior to MEMD.
By constructing the IMF sets to a tensor, HOSVD can deal with multivariate signals, and estimate fault
numbers by analyzing the obtained eigenvalues. The achieved result is better than SVD by processing
each channel signal. The numerical simulation also demonstrates the effectiveness of HOSVD. Hence it
can be concluded that the proposed approach is promising in the field of multi-fault diagnosis of
multivariate rolling bearing signal, and has real significance in structural health monitoring.

Acknowledgments: This research project is supported by National Natural Science Foundation of China under
Grants No. 51475339 and No. 51105284, the Natural Science Foundation of Hubei province under Grant
No. 2016CFA042, and the State Key Laboratory of Refractories and Metallurgy, Wuhan University of Science
and Technology under Grant No. ZR201603. The authors also appreciate the free download of the original
bearing failure data and one photo picture provided by the Intelligent Maintenance Systems Center of University
of Cincinnati.

Author Contributions: All the authors contributed equally to the conception of the idea, the design of experiments,
the analysis and interpretation of results, and the writing and improvement of the manuscript.

Conflicts of Interest: The authors declare that there are no conflict of interest regarding the publication of
this article.

References

1. Lei, Y,; Lin, J.; He, Z.; Zuo, M.]. A review on empirical mode decomposition in fault diagnosis of rotating
machinery. Mech. Syst. Signal Process. 2013, 35, 108-126. [CrossRef]

2. Lee, D.H.; Ahn, ].H.; Koh, B.H. Fault detection of bearing systems through EEMD and optimization algorithm.
Sensors 2017, 17, 2477. [CrossRef] [PubMed]

3. Zhao, L.Y,; Wang, L.; Yan, R.Q. Rolling bearing fault diagnosis based on wavelet packet decomposition and
multi-scale permutation entropy. Entropy 2015, 17, 6447—-6461. [CrossRef]

4. Li, F; Shi, P; Lim, C.C.; Wu, L. Fault detection filtering for nonhomogeneous markovian jump systems via
fuzzy approach. IEEE Trans. Fuzzy Syst. 2016, 99, 1-12. [CrossRef]

5. Chibani, A.; Chadli, M.; Ding, 5.X.; Braiek, N.B. Design of robust fuzzy fault detection filter for polynomial
fuzzy systems with new finite frequency specifications. Automatica 2018, 93, 42-54. [CrossRef]

6.  Zhao, X;; Patel, TH.; Zuo, M.]. Multivariate EMD and full spectrum based condition monitoring for rotating
machinery. Mech. Syst. Signal Process. 2012, 27, 712-728. [CrossRef]


http://dx.doi.org/10.1016/j.ymssp.2012.09.015
http://dx.doi.org/10.3390/s17112477
http://www.ncbi.nlm.nih.gov/pubmed/29143772
http://dx.doi.org/10.3390/e17096447
http://dx.doi.org/10.1109/TFUZZ.2016.2641022
http://dx.doi.org/10.1016/j.automatica.2018.03.024
http://dx.doi.org/10.1016/j.ymssp.2011.08.001

Sensors 2018, 18, 1210 20 of 21

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

Li, K.; Su, L.; Wu, J.; Wang, H.; Chen, P. A rolling bearing fault diagnosis method based on variational mode
decomposition and an improved kernel extreme learning machine. Appl. Sci. 2017, 7, 1004. [CrossRef]
Tang, G.; Luo, G.; Zhang, W.; Yang, C.; Wang, H. Underdetermined blind source separation with variational
mode decomposition for compound roller bearing fault signals. Sensors 2016, 16, 897. [CrossRef] [PubMed]
Zhang, X.; Zhou, J. Multi-fault diagnosis for rolling element bearings based on ensemble empirical mode
decomposition and optimized support vector machines. Mech. Syst. Signal Process. 2013, 41, 127-140.
[CrossRef]

Huang, N.E.; Shen, Z.; Long, S.R.; Wu, M.C.; Shih, H.H.; Zheng, Q.; Yen, N.C.; Tung, C.C.; Liu, HH.
The empirical mode decomposition and the Hilbert spectrum for nonlinear and non-stationary time series
analysis. Proc. R. Soc. Lond. A 1998, 454, 903-995.

Griffin, D.; Lim, J. Signal estimation from modified short-time Fourier transform. IEEE Trans. Acoust. Speech
Signal Process. 1984, 32, 236-243. [CrossRef]

Daubechies, I. The wavelet transform, time-frequency localization and signal analysis. IEEE Trans. Inf. Theory
1990, 36, 961-1005. [CrossRef]

Wang, Z.; Chen, ].; Dong, G.; Zhou, Y. Constrained independent component analysis and its application to
machine fault diagnosis. Mech. Syst. Signal Process. 2011, 25, 2501-2512. [CrossRef]

Wu, Z.; Huang, N.E. Ensemble empirical mode decomposition: A noise-assisted data analysis method.
Adv. Adapt. Data Anal. 2009, 1, 1-41. [CrossRef]

Yi, C; Lin, ].; Zhang, W.; Ding, J. Faults diagnostics of railway axle bearings based on IMF’s confidence index
algorithm for ensemble EMD. Sensors 2015, 15, 10991-11011. [CrossRef] [PubMed]

Wu, F; Qu, L. An improved method for restraining the end effect in empirical mode decomposition and its
applications to the fault diagnosis of large rotating machinery. J. Sound Vib. 2008, 314, 586—-602. [CrossRef]
Yeh, ].R.; Shieh, ].S.; Huang, N.E. Complementary ensemble empirical mode decomposition: A novel noise
enhanced data analysis method. Adv. Adapt. Data Anal. 2010, 2, 135-156. [CrossRef]

Looney, D.; Mandic, D.P. Multiscale image fusion using complex extensions of EMD. IEEE Trans.
Signal Process. 2009, 57, 1626-1630. [CrossRef]

Rilling, G.; Flandrin, P.; Gongalves, P.; Lilly, ].M. Bivariate empirical mode decomposition. IEEE Signal
Process. Lett. 2007, 14, 936-939. [CrossRef]

Yang, W.; Court, R.; Tavner, PJ.; Crabtree, C.J. Bivariate empirical mode decomposition and its contribution
to wind turbine condition monitoring. J. Sound Vib. 2011, 330, 3766-3782. [CrossRef]

Ur Rehman, N.; Mandic, D.P. Empirical mode decomposition for trivariate signals. IEEE Trans. Signal Process.
2010, 58, 1059-1068. [CrossRef]

Rehman, N.; Mandic, D.P. Multivariate empirical mode decomposition. Proc. R. Soc. A 2010, 466, 1291-1302.
[CrossRef]

Fleureau, J.; Kachenoura, A.; Albera, L.; Nunes, ].C.; Senhadji, L. Multivariate empirical mode decomposition
and application to multichannel filtering. Signal Process. 2011, 91, 2783-2792. [CrossRef]

Zhao, M,; Lin, J.; Xu, X,; Li, X. Multi-fault detection of rolling element bearings under harsh working
condition using imf-based adaptive envelope order analysis. Sensors 2014, 14, 20320-20346. [CrossRef]
[PubMed]

Kim, J.; Lee, SK.; Lee, B. EEG classification in a single-trial basis for vowel speech perception using
multivariate empirical mode decomposition. J. Neural Eng. 2014, 11, 036010. [CrossRef] [PubMed]
Sharma, J.B.; Sharma, K.K.; Sahula, V. Hybrid image fusion scheme using self-fractional Fourier functions
and multivariate empirical mode decomposition. Signal Process. 2014, 100, 146-159. [CrossRef]

Lv, Y;; Yuan, R.; Song, G. Multivariate empirical mode decomposition and its application to fault diagnosis
of rolling bearing. Mech. Syst. Signal Process. 2016, 81, 219-234. [CrossRef]

Hemakom, A.; Goverdovsky, V.; Looney, D.; Mandic, D.P. Adaptive-projection intrinsically transformed
multivariate empirical mode decomposition in cooperative brain-computer interface applications. Phil. Trans.
R. Soc. A 2016, 374, 20150199. [CrossRef] [PubMed]

Flandrin, P; Rilling, G.; Goncalves, P. Empirical mode decomposition as a filter bank. IEEE Signal Process. Lett.
2004, 11, 112-114. [CrossRef]

Ur Rehman, N.; Mandic, D.P. Filter bank property of multivariate empirical mode decomposition. IEEE Trans.
Signal Process. 2011, 59, 2421-2426. [CrossRef]


http://dx.doi.org/10.3390/app7101004
http://dx.doi.org/10.3390/s16060897
http://www.ncbi.nlm.nih.gov/pubmed/27322268
http://dx.doi.org/10.1016/j.ymssp.2013.07.006
http://dx.doi.org/10.1109/TASSP.1984.1164317
http://dx.doi.org/10.1109/18.57199
http://dx.doi.org/10.1016/j.ymssp.2011.03.006
http://dx.doi.org/10.1142/S1793536909000047
http://dx.doi.org/10.3390/s150510991
http://www.ncbi.nlm.nih.gov/pubmed/25970256
http://dx.doi.org/10.1016/j.jsv.2008.01.020
http://dx.doi.org/10.1142/S1793536910000422
http://dx.doi.org/10.1109/TSP.2008.2011836
http://dx.doi.org/10.1109/LSP.2007.904710
http://dx.doi.org/10.1016/j.jsv.2011.02.027
http://dx.doi.org/10.1109/TSP.2009.2033730
http://dx.doi.org/10.1098/rspa.2009.0502
http://dx.doi.org/10.1016/j.sigpro.2011.01.018
http://dx.doi.org/10.3390/s141120320
http://www.ncbi.nlm.nih.gov/pubmed/25353982
http://dx.doi.org/10.1088/1741-2560/11/3/036010
http://www.ncbi.nlm.nih.gov/pubmed/24809722
http://dx.doi.org/10.1016/j.sigpro.2014.01.001
http://dx.doi.org/10.1016/j.ymssp.2016.03.010
http://dx.doi.org/10.1098/rsta.2015.0199
http://www.ncbi.nlm.nih.gov/pubmed/26953174
http://dx.doi.org/10.1109/LSP.2003.821662
http://dx.doi.org/10.1109/TSP.2011.2106779

Sensors 2018, 18, 1210 21 of 21

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

45.

46.

47.

Klema, V.; Laub, A. The singular value decomposition: Its computation and some applications. IEEE Trans.
Autom. Control 1980, 25, 164-176. [CrossRef]

Deshun, S.Y.Y.S.K. New Method of Blind Source Separation in Under-determined Mixtures Based on Singular
Value Decomposition and Application. J. Mech. Eng. 2009, 8, 013.

Dong, S.; Tang, B.; Zhang, Y. A repeated single-channel mechanical signal blind separation method based on
morphological filtering and singular value decomposition. Measurement 2012, 45, 2052-2063. [CrossRef]
Zhou, L.; Li, C. Outsourcing eigen-decomposition and singular value decomposition of large matrix to
a public cloud. IEEE Access 2016, 4, 869-879. [CrossRef]

Yi, C; Lv, Y.;; Ge, M,; Xiao, H.; Yu, X. Tensor singular spectrum decomposition algorithm based on
permutation entropy for rolling bearing fault diagnosis. Entropy 2017, 19, 139. [CrossRef]

Sun, H.; Guo, J.; Fang, L. Improved Singular Value Decomposition (TopSVD) for Source Number Estimation
of Low SNR in Blind Source Separation. IEEE Access 2017, 5, 26460-26465. [CrossRef]

Vrabie, V.D.; Le Bihan, N.; Mars, J.I. Multicomponent wave separation using HOSVD/unimodal-ICA
subspace method. Geophysics 2016, 71, V133-V143. [CrossRef]

Ergin, S.; Cakir, S.; Gerek, ON,; Giilmezoglu, M.B. A new implementation of common matrix approach
using third-order tensors for face recognition. Expert Syst. Appl. 2011, 38, 3246-3251. [CrossRef]

Cichocki, A.; Mandic, D.; De Lathauwer, L.; Zhou, G.; Zhao, Q.; Caiafa, C.; Phan, H.A. Tensor decompositions
for signal processing applications: From two-way to multiway component analysis. IEEE Signal Process. Mag.
2015, 32, 145-163. [CrossRef]

Bousse, M.; Debals, O.; De Lathauwer, L. A tensor-based method for large-scale blind source separation
using segmentation. IEEE Trans. Signal Process. 2017, 65, 346-358. [CrossRef]

Haardt, M.; Roemer, F; Del Galdo, G. Higher-order SVD-based subspace estimation to improve the
parameter estimation accuracy in multidimensional harmonic retrieval problems. IEEE Trans. Signal Process.
2008, 56, 3198-3213. [CrossRef]

Yi, C; Lv, Y,; Xiao, H.; You, G.; Dang, Z. Research on the Blind Source Separation Method Based on
Regenerated Phase-Shifted Sinusoid-Assisted EMD and Its Application in Diagnosing Rolling-Bearing
Faults. Appl. Sci. 2017, 7, 414. [CrossRef]

Ye, H.; Yang, S.; Yang, J. Mechanical vibration source number estimation based on emd-svd-bic. J. Vib.
Measur. Diagn. 2010, 30, 330-334.

Hemakom, A.; Ahrabian, A.; Looney, D.; ur pRehman, N.; Mandic, D.P. Nonuniformly sampled trivariate
empirical mode decomposition. In Proceedings of the 2015 IEEE International Conference on Acoustics,
Speech and Signal Processing (ICASSP), Brisbane, QLD, Australia, 19-24 April 2015; pp. 3691-3695.

Lee, S.K.; White, P.R. The enhancement of impulsive noise and vibration signals for fault detection in rotating
and reciprocating machinery. J. Sound Vib. 1998, 217, 485-505. [CrossRef]

Xunjia, WW.C.X.S. Blind Source Separation of Single-channel Mechanical Signal Based on Empirical Mode
Decomposition. . Mech. Eng. 2011, 4, 004.

Lv, Y,; Zhu, Q.; Yuan, R. Fault diagnosis of rolling bearing based on fast nonlocal means and envelop
spectrum. Sensors 2015, 15, 1182-1198. [CrossRef] [PubMed]

@ © 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
@ article distributed under the terms and conditions of the Creative Commons Attribution

(CC BY) license (http:/ /creativecommons.org/licenses/by/4.0/).


http://dx.doi.org/10.1109/TAC.1980.1102314
http://dx.doi.org/10.1016/j.measurement.2012.05.003
http://dx.doi.org/10.1109/ACCESS.2016.2535103
http://dx.doi.org/10.3390/e19040139
http://dx.doi.org/10.1109/ACCESS.2017.2754487
http://dx.doi.org/10.1190/1.2335387
http://dx.doi.org/10.1016/j.eswa.2010.09.011
http://dx.doi.org/10.1109/MSP.2013.2297439
http://dx.doi.org/10.1109/TSP.2016.2617858
http://dx.doi.org/10.1109/TSP.2008.917929
http://dx.doi.org/10.3390/app7040414
http://dx.doi.org/10.1006/jsvi.1998.1767
http://dx.doi.org/10.3390/s150101182
http://www.ncbi.nlm.nih.gov/pubmed/25585105
http://creativecommons.org/
http://creativecommons.org/licenses/by/4.0/.

	Introduction 
	Methodology 
	Adaptive-Projection Intrinsically Transformed Multivariate Empirical Mode Decomposition 
	High Order Singular Value Decomposition 
	The Proposed Novel Multi-Fault Diagnosis Approach via APIT-MEMD and HOSVD 

	Numerical Simulations 
	Numerical Simulation of EEMD 
	Numerical Simulation of APIT-MEMD 
	Numerical Simulation of HOSVD 

	Application Researches 
	Conclusions 
	References

