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Abstract: The LuoJia1-01 satellite can acquire high-resolution, high-sensitivity nighttime light data
for night remote sensing applications. LuoJia1-01 is equipped with a 4-megapixel CMOS sensor
composed of 2048 × 2048 unique detectors that record weak nighttime light on Earth. Owing to
minute variations in manufacturing and temporal degradation, each detector’s behavior varies when
exposed to uniform radiance, resulting in noticeable detector-level errors in the acquired imagery.
Radiometric calibration helps to eliminate these detector-level errors. For the nighttime sensor of
LuoJia1-01, it is difficult to directly use the nighttime light data to calibrate the detector-level errors,
because at night there is no large-area uniform light source. This paper reports an on-orbit radiometric
calibration method that uses daytime data to estimate the relative calibration coefficients for each
detector in the LuoJia1-01 nighttime sensor, and uses the calibrated data to correct nighttime data.
The image sensor has a high dynamic range (HDR) mode, which is optimized for day/night imaging
applications. An HDR image can be constructed using low- and high-gain HDR images captured
in HDR mode. Hence, a day-to-night radiometric reference transfer model, which uses daytime
uniform calibration to calibrate the detector non-uniformity of the nighttime sensor, is herein built
for LuoJia1-01. Owing to the lack of calibration equipment on-board LuoJia1-01, the dark current
of the nighttime sensor is calibrated by collecting no-light desert images at new moon. The results
show that in HDR mode (1) the root mean square of mean for each detector in low-gain (high-gain)
images is better than 0.04 (0.07) in digital number (DN) after dark current correction; (2) the DN
relationship between low- and high-gain images conforms to the quadratic polynomial mode; (3)
streaking metrics are better than 0.2% after relative calibration; and (4) the nighttime sensor has the
same relative correction parameters at different exposure times for the same gain parameters.
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1. Introduction

Nocturnal lighting is a primary method that enables to study human activity from space
and is used extensively worldwide in residential, commercial, industrial, and public facilities and
roadways [1]. Conventional daytime remote sensing is mainly focused on the observation of natural
systems on Earth’s surface while night-time remote sensing is human-centered observation that directly
reflects human activities. Having a capability for direct global observation of human activities that
vary in intensity could substantially improve understanding of the magnitude of humanity’s presence
and help in modelling human impacts on the environment. Satellite observation of the location and
intensity of nocturnal lighting provides a unique view of humanity’s presence and can be used as a
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spatial indicator for other variables that are more difficult to observe on a global scale [1]. The remote
sensing of night-time lighting has been studied and shown to be economical and straightforward for
applications [2] such as extracting, assessing, and monitoring urbanization dynamics [3–5], power
consumption [6], gas flaring volume [7], CO2 emissions [8], material stocks [9], analyzing urban
activities based on street lights [10–14], recognition of fishing boats based on light used for fishing [15],
investigating artificial light pollution [16–19], armed conflicts [20] and mapping urban extents [21].

The first professional nighttime remote sensing satellite, LuoJia1-01 (referred to as LJ1-01), was
successfully launched on 2 June 2018. The nighttime light data products have great application
potential and have been successfully applied in economics [19]. LJ1-01 is equipped with a 4-megapixel
scientific CMOS Image Sensor. The sensor parameters as shown in Table 1.

Table 1. Sensor parameters of LJ1-01.

Sensor Parameter Value

Number of active detectors 2048 × 2048
Detector size 11 µm × 11 µm

Imaging mode Standard (STD) mode High dynamic range (HDR) mode
Spectral range 460–980 nm

Resolution 129 m
Shutter type Electronic rolling shutter

Quantization bits 12-bit, processing to 15bit @HDR mode
Frame rate 24 fps @HDR mode 48 fps @STD mode

The nighttime sensor of the LJ1-01 uses an electronic rolling shutter [22]. Each instantaneous
exposure images one row of a single frame. The 2048 rows of detectors are exposed sequentially, and a
full frame of data is recorded after all row detectors have been exposed. The time interval between
the capture of two frames is the frame period; this can be adjusted for different missions. The sensor
has two operation modes: the STD mode (STD), which operates at a frame rate of 48 fps, and the
high dynamic range (HDR) mode, which is optimized for high dynamic range applications at a frame
rate of 24 fps. In HDR mode, the sensor can capture a low- and high-gain image at each exposure.
An ZHDR image can be constructed by the HDR image construction method. The sensor has a variety
of imaging parameters, such as multiple gain level and exposure time settings, which can be adjusted
for daytime and nighttime imaging. In HDR mode, the sensor uses a combination of low-level gain
and short exposure time for daytime imaging. The low-gain image is effective and the high-gain
image is saturated in daytime imaging scenarios. Low-level gain and long exposure time are used for
nighttime imaging. In nighttime imaging scenarios, both the low and high-gain images are effective.

The raw imagery collected by LJ1-01 exhibits some noticeable detector-level errors, such as striping
from detector dark current (Figure 1a), hot pixels (Figure 1b), striping from detector non-uniformity
(Figure 1c), and vignetting artifacts (Figure 1d).

Relative radiometric calibration can calibrate these detector-level errors, and is a prerequisite
for the application of nighttime light data. Relative radiometric calibration can be divided into two
stages: laboratory calibration and on-orbit calibration. Laboratory calibration [23] is used to calibrate
all the performance parameters of the sensor prior to satellite launch, and is used to provide initial
radiometric calibration results. Owing to mechanical stresses experienced during satellite launch
as well as the influence of the environment in space, the response value of the sensor detectors will
change with time. Thus, on-orbit calibration is required to ensure the imaging quality throughout the
life cycle of the satellite sensor.
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Figure 1. Some noticeable artifacts in raw images: (a) dark current striping, (b) hot pixels (zoomed in 

4×), (c) non-uniformity striping, and (d) vignetting artifact. 
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Figure 1. Some noticeable artifacts in raw images: (a) dark current striping, (b) hot pixels (zoomed in
4×), (c) non-uniformity striping, and (d) vignetting artifact.

Conventionally, the radiometric response of the sensor detectors follows a linear model [24], as
shown in Equation (1):

DN(k, n, b, m, t) = A(k) ∗ G(m, t, k) ∗ γ(k, m, b) ∗ g(k, n, b) ∗ L(k, n, b) + C(k, n, b, m) (1)

where k is the band index, n is the sensor detector index, b is the charge-coupled device (CCD) index,
m is the gain parameter, t is the exposure time, and L is the input radiance. The parameters of
the response model are divided into two categories: (1) relative calibration parameters (normalized
parameters), which include dark current C(k, n, b, m), inter-detector non-uniformity g(k, n, b), and
read-out register γ(k, m, b) coefficients; and (2) absolute calibration parameters, which include
programmable amplification and exposure time G(m, t, k) and absolute calibration coefficient A(k).
This study focuses on the on-orbit calibration of the relative calibration coefficient of LJ1-01, the
read-out register γ = 1, since the nighttime sensor of LJ1-01 has one CMOS sensor.

A high precision calibration reference that can be used for all sensor detectors is needed to calibrate
the relative calibration coefficients. Conventional optical remote sensing satellites that are used only
for daytime imaging employ on-orbit calibration reference [25–29] (such as on-board light or solar
diffusers), uniform Earth scenes [30–32] (such as deserts, oceans, deep convective clouds, and snow),
and statistical references [33,34]. For a sensor with nighttime light imaging capabilities, the Visible
Infrared Imaging Radiometer Suite (VIIRS) of Suomi-NPP is a nadir-viewing imaging sensor that uses
a rotating telescope and accompanying optics to scan the Earth in the across-track direction, which
is perpendicular to the direction of flight [35]. For the VIIRS sensor on board Suomi-NPP, statistical
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reference is used to calibrate the relative calibration coefficient of the three gain stages image of the
Day-Night Band (DNB), the on-board solar diffuser is used to calibrate the ratio of the three gain stages
image [36], and ocean data acquired at new moon are used to calibrate the sensor dark current [35].
Each frame of the LJ1-01 sensor represents 264 km × 264 km on the Earth’s surface. It is difficult to
obtain a uniform nighttime light source of such a large area, and the existing statistical method cannot
be used for LJ1-01. To overcome this challenge, the nighttime sensor of LJ1-01 was designed to have
daytime and nighttime imaging capabilities, and the relative calibration is accomplished by building a
day-night radiometric reference transfer model. Therefore, this paper presents the on-orbit relative
calibration scheme of LJ1-01, which transfers the daytime reference to the night to realize the ‘daytime
calibration and nighttime correction’.

2. Method

Using the daytime imaging capability of LJ1-01, we transfer the daytime calibration to the
nighttime. The on-obit calibration process includes: (1) calibrating dark current, (2) calibrating
daytime low-gain images, (3) building the day-night radiometric reference transfer model, and (4)
converting different imaging parameters, as shown in Figure 2. Then, the low and high-gain images
are corrected using the relative calibration coefficients, and the HDR image can be obtained by the
HDR construction method.
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Figure 2. Flow chart of on-orbit relative calibration of the LJ1-01 nighttime sensor in HDR mode. 
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Figure 2. Flow chart of on-orbit relative calibration of the LJ1-01 nighttime sensor in HDR mode.

2.1. Dark Current Calibration

Dark current calibration is used to calibrate the sensor response value when there is no input
radiance. The nighttime sensor of LJ1-01 has a high sensitivity and lacks on-board calibration payload,
such as the shutter of optical remote sensing satellites. On-orbit dark current calibration of LJ1-01
is performed by imaging the uniform no-light Sahara Desert or deep ocean at new moon. The dark
current calibration model is shown in Equation (2):

Ci =
1
M

M

∑
j

DNi,j (2)

where i is the sensor detector index, j is the valid frame index, M is the valid frame number, Ci is the
dark current value of the ith detector, and DNi,j is the valid DN after eliminating the gross error with
5 DN as the threshold. The dark current of all detectors is corrected to the reference value C, using
Equation (3), as follows:

C =
N

∑
i

Ci (3)

where N is the detector number (N = 2048 × 2048 for LJ1-01). Considering the absolute radiometric
coefficients of the laboratory calibration of LJ1-01, the on-orbit dark current correction equation is:

DNc,i = DNi − Ci + C (4)
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where DNi is the DN of the ith detector, and DNc,i is the corrected DN of the ith detector. See
Appendix A for the detailed processing in pseudocode for the dark current calibration of the LJ1-01
nighttime sensor.

2.2. Daytime Calibration of Low-Gain Images

The linear model (Equation (1)) is used to calibrate the inter-detector coefficients, based on a
uniform daytime Earth scenes. The input radiance L can be replaced by the detectors’ mean DN in the
relative calibration, and Equation (1) can be transformed to Equation (5):

DN = ai ∗ DNc,i + bi (5)

where DN is the mean of all detectors, and ai and bi are the relative coefficients of the ith detector of
the sensor. However, all detectors of the nighttime sensor of LJ1-01 cannot be covered by all uniform
calibration scenes and cannot be calibrated simultaneously. Some detectors can be directly calibrated,
and the calibration of other detectors is achieved using the inter-detector relationship. When all
detectors of the sensor image a uniform scene, the DN variations in the data acquired by the sensors
are caused by the non-uniformity in the responses of the detectors. When the relative coefficient bi is
ignored, the response difference coefficient gi of each detector is given by:

gi =
DN

DNc,i
(6)

Set the relative correction model of the ith detector and the reference detector j as:

DN = ai ∗ DNi + bi (7)

DN = aj ∗ DNj + bj (8)

By Equation (6), we have:
DNi
DNj

=
gj

gi
(9)

Combining Equations (7)–(9), the relative calibration coefficients ai and bi are:

ai =
gi
gj
∗ aj (10)

bi = bj (11)

Thus, the relative correction equation of LJ1-01 is:

DNrelCorr
i = (DNi − Ci) ∗ ai + bi + C (12)

where DNrelCorr
i is the corrected DN of the ith detector.

2.3. Day-Night Radiometric Reference Transfer

For daytime imaging in HDR mode, the low-gain images are effective, while the high-gain images
are saturated. However, for nighttime imaging, both low and high-gain images are effective. Therefore,
after the calibration of daytime low-gain images is completed, the daytime calibration reference needs
to be transferred to the nighttime images in order to correct the nighttime low and high-gain images.
From Equation (5), the relative correction for LJ1-01 is:

DNhigh = ahigh ∗ DNhigh + bhigh (13)

DNlow = alow ∗ DNlow + blow (14)

where ahigh, bhigh, alow, and blow are the relative calibration coefficients of the high and low-gain images,
DNhigh and DNlow are the original DNs of the high and low-gain images, and DNhigh and DNlow are
the correction references of the high and low-gain images, respectively.
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The high/low-gain conversion model of the LJ1-01 nighttime sensor was derived from the
high/low-gain signal model of the sensor in satellite design [37,38]. The high-gain images are obtained
by on-board gain control based on the low-gain image signals. The sensor gain control is theoretically
composed of three parts: the pixel output amplifier gain, which is generated by the MOSFET structure
as a trans-impedance amplifier; the signal processing unit gain A1; and the analog/digital converter
(ADC) gain A2. The output signal, S(DN), that results for a given exposure period is given by:

S(DN) = P·QEI ·ηi·Sv·ACCD·A1·A2 (15)

where S(DN) represents the average signal for a group of pixels (DN), P is the average number of
incident photons per pixel, QEI is the interacting QE, ηi is the quantum yield, Sv is the sensitivity
of the sensor node, ACCD is the output amplifier gain, A1 is the gain of the signal processor, and
A2 is the gain of the ADC. Among them, the pixel output amplifier gain changes significantly with
the light intensity [39,40], which causes the high/low-gain conversion model of the sensor to be
non-linear. Therefore, the DN model relationship between low- and high-gain images is not a linear
model in the quantization range and the real model and model parameters can be obtained by fitting
the preflight calibration data. Based on theory, an unknown-order polynomial model is chosen as
the model relationship between the low- and high-gain DNs of LJ1-01 in HDR mode, as shown in
Equation (16):

DNhigh = B0 + B1 ∗ DNlow + B2 ∗ DNlow
2 + . . . + Bn ∗ DNlow

n (16)

DNhigh = B0 + B1 ∗ DNlow + B2 ∗ DNlow
2
+ . . . + Bn ∗ DNlow

n (17)

where n is a polynomial order, and B0, B1, B2, Bn are polynomial coefficients.
Because the model between the low and high-gain DNs is not a linear model, DNhigh and DNhigh

do not conform to the linear model, shown in Equation (13), and the model between DNhigh and
DNhigh needs to be derived from Equations (14)–(17). When n = 2, the model relationship between
DNhigh and DNhigh is:

DNhigh =

(
B1±

√
−4B2B0+B2

1+4B2DNhigh

)2
a2

low
4B2

−
(2B2blowalow+B1alow)

(
B1±

√
−4B2B0+B2

1+4B2DNhigh

)
2B2

+B2b2
low + B1blow + B0

(18)

See Appendix A for the detailed processing in pseudocode for the relative calibration of the LJ1-01
nighttime sensor.

2.4. Conversion of Calibration Coefficients under Different Imaging Parameters

The nighttime sensor of LJ1-01 is a high-sensitivity sensor that uses a combination of different
daytime and nighttime imaging parameters in HDR mode to ensure that the daytime imagery is not
saturated, and that the brightness of the nighttime imagery light is within a reasonable DN range.
The detector correction model relationship under different imaging parameters needs to be considered.
As shown Table 2, the daytime and nighttime imaging parameters of LJ1-01 in HDR mode only have
different exposure times. Therefore, it is necessary to ascertain the correction model relationship for
different exposure times.

Table 2. Daytime and nighttime imaging parameters of LJ1-01 in HDR mode.

Daytime Nighttime

Exposure times (ms) 0.049 17.089
Gain multiplier 0.6 0.6
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According to the principle of remote sensing satellite sensor design [37], the DN recorded by the
sensor is proportional to the gain multiplier g and the exposure time t. Considering the detector dark
current c0, we have:

DN(g, t) ∝ g ∗ (t ∗ L + c0) (19)

where L is the input radiance, and DN(g, t) is the DN recorded by the sensor. From Equation (19), it
can be seen that the radiance difference caused by different exposure times can be considered in the
absolute calibration coefficients. Therefore, the sensor has the same relative correction parameters at
different exposure times.

3. Experiment and Results

3.1. Data Introduction

The ground resolution of LJ1-01 is 129 m, and the large uniform calibration Earth scene (264 km
× 264 km) that satisfies the sensor non-uniformity calibration requirements and covers all detectors
of the LJ1-01 sensor is relatively rare. Markham et al. [41] pointed out that when the non-uniformity
calibration accuracy is better than 0.5%, the non-uniformity caused by the uniform Earth scene must
be better than 0.05%. The principle of selecting a large uniform Earth scene for on-orbit calibration is
based on the experience of Basnet [42] and Gerace [43], and uses the large uniform scenes defined by
Landsat 5 images on a global scale. The selected uniform scenes are listed in Table 3.

Table 3. Uniform scenes for LJ1-01 on-orbit calibration.

Pseudo-Invariant Calibration Sites Latitude (Degree) Longitude (Degree)

Arabia 2, Middle East 20.24 51.03
Niger 2, Sahara 21.36 10.59

Mauritania 2, Sahara 20.23 −8.77
Egypt 2, Sahara 22.94 28.79

From July to August 2018, many calibration missions were performed, but the only one dark
current calibration data and three non-uniformity calibration data were available. The available
mission information is listed in Table 4. Data from about fifty-eight frames were used to verify the
dark current calibration results, and the non-uniformity calibration verification data consisted of full
clouds illuminated by moonlight and partial nighttime light data.

3.2. Results of Dark Current Calibration

Fifty-six dark current frames were used to calibrate the low and high-gain dark current response
of the nighttime sensor of LJ1-01 in HDR mode. The low (high) gain dark current mean of all detectors
was 187.31 (177.57). This shows that the nighttime sensor of LJ1-01 has high-sensitivity. The dark
current calibration coefficients are applied to the nighttime images, as shown in Figure 3. The difference
in the high and low-gain dark current response of all detectors is effectively corrected, and the hot
pixels are also removed.
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Table 4. On-orbit calibration mission information.

Calibration Mission Imaging Time/Gain and Exposure Time Imaging Region LJ1-01 Images Google Maps and Locations

Dark current calibration 20 July 2018/0.6 + 17.089 ms Mauritania 2, Sahara
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Figure 3. High- and low-gain dark current correction results for LJ1-01. (a) Low-gain original data
without light, (b) low-gain dark current corrected data, (c) high-gain original data without light, and
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For quantitative analysis, the root mean square of the mean for each detector was used to estimate
the residual error after dark current correction, as shown in Equation (20):

δ =

√
1
N
(

DNi − DN
)2 (20)

where δ is the residual error after dark current correction, N is the detector number, DNi is the mean
value of the ith detector in the row direction of the sensor, and DN is the mean value of all detectors.

Fifty-eight frames with dark current removed were used for statistical calculation based on
Equation (20), as shown in Table 5. The root mean square of the mean for each detector in the low
(high) gain image is better than 0.04 (0.07) DN.

Table 5. Accuracy of dark current calibration of LJ1-01.

Mean (DN) Maximum (DN) Minimum (DN) Std. (DN)

Low gain 186.8194 186.9709 186.6585 0.041482
High gain 176.5858 176.8145 176.4118 0.066167

3.3. Daytime Low-Gain Calibration

The Arabia 2 uniform data were used to calculate the detector response difference coefficients
based on Equation (6). The same zone (9 × 9) in the five uniform data was selected to calculate the
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relative calibration coefficients, and the relative coefficients of the rest of the LJ1-01 detectors were
obtained based on Equations (10) and (11). As shown in Figure 4, the R-square of linear model of
the reference detector achieves 99.98%, the maximum residual is better than 7 DN, and the average
absolute difference (AAD) is 3.74. Since the light image cannot cover all sensor detectors, it is difficult
to distinguish the correction results. Therefore, the day/night terminator images were selected to
verify the calibration results. The strips caused by the differences in inter-detector response were
eliminated, as shown in Figures 5 and 6.
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Figure 6. Non-uniformity correction results of nighttime low-gain images. (a) and (c) are the original
images; (b) and (d) are the relative corrected images.

Because the foremost goal of relative calibration is to eradicate detector-to-detector non-uniformity
(streaking), a streaking metric is herein used as the primary means of comparison. In a uniform data
product, a detector is compared to its immediate neighbors using Equation (21):

Streakingi =

∣∣DNi −
(

DNi−1 + DNi+1
)
/2
∣∣(

DNi−1 + DNi+1
)
/2

× 100 (21)

where DNi is the mean value of the ith detector in the row direction of the sensor. Streaks become
visibly apparent in homogeneous unaltered imagery when the streaking metric is approximately
0.25% [28].

The relative corrected daytime data and the day/night terminator data were calculated based on
Equation (21). As shown in Figure 7, the maximum streaking metrics of relative corrected daytime
images are better than 0.17% and 0.18%.
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For nighttime images, the maximum streaking metrics of relative corrected images are better than
0.18% and 0.16% (Figure 8).
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3.4. Day-Night Radiometric Reference Transfer

3.4.1. Parameter Solving for the High-Gain and Low-Gain Response Model

The highest order and model parameters of the high-gain and low-gain response polynomial
model are determined using the preflight calibration data and on-orbit data.

Preflight Calibration Data

Sixty-eight sets of original calibration data under different input radiances were selected to
establish the response model relationship between the mean value of the low-gain images and the
that of the high-gain images after dark current correction. As shown in Figure 9, a linear model is
discernable in the eight middle-radiance points. As shown in Figure 10, the linear and polynomial
models were used to fit the eight middle-radiance points. The fitting residuals indicate that the
response relationship between the DNs of the high and low-gain images is closer to the second-order
polynomial model. The model DN range is [0.9,382.9] for low-gain images, and [2.9,2793] for high-gain
images. This means that the high/low-gain DN of nighttime imaging is mostly within the range of
the second-order polynomial model. There are 52 DN points in the high-radiance range, which is also
consistent with the second-order polynomial model.
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On-Orbit Data

Data from 1396 frames with the same imaging parameters in HDR mode were counted, and the
high/low-gain DN relationship is shown in Figure 11. The second- to sixth-order polynomials are
used to fit the middle-radiance points. The fitting residuals from the second- to sixth-order polynomial
are basically equal, and the fitting residuals do not decrease as the fitting order increases Figure 12.
This indicates that the high/low-gain response model in HDR mode is sufficiently expressed with a
second-order polynomial model.
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By analyzing the results obtained from preflight data and on-orbit data, we confirm that (1) the
cut-off between the middle-radiance points and high-radiance points is approximately [380,2800];
(2) the optimal fitting model of the high/low-gain response model in HDR mode is a second-order
polynomial model.

Model Parameter-Solving

The polynomial model between the high and low-gain DNs of LJ1-01 was solved using the least
square fit method for the polynomial coefficients. A set of model parameters fitted using preflight
calibration data is shown in Table 6.

Table 6. A set of model parameters fitted using prefight calibration data.

B0 B1 B2 Goodness of Fit (R2)

Middle-radiance range −3.046475 8.428720 −0.001721 0.999992
High-radiance range 2851.017690 0.132141 −0.000036 0.979314

3.4.2. Nighttime Correction

The relative calibration coefficients of the low-gain DNs calibrated by daytime uniform calibration
were converted to the relative calibration coefficients of the nighttime high-gain DNs based on the
day-night radiometric reference transfer model, as shown in Equation (21). The converted relative
calibration coefficients were applied to the nighttime images at high gain. The converted relative
calibration coefficients achieve good correction effects on the high-gain images of different brightness
scenes, such as city lights, day/night terminator, and uniform clouds illuminated by moonlight
(Figure 13).
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Figure 13. Results of relative correction of nighttime high-gain images. Original images of (a) city 

lights, (c) day/night terminator, and (e) clouds illuminated by moonlight. Relative corrected images 

of (b) city lights, (d) day/night terminator, and (f) clouds illuminated by moonlight. 

The nighttime sensor of LJ1-01 is an array image sensor and the collected images will still exhibit 

vignetting (i.e., the ‘middle bright edge dark’ effect) caused by the lens. The compensation effect of 

the vignetting artifact was checked by calculating the mean value of the along-track and across-track 
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Figure 14. Vignetting compensation effect for high gain in the along-track (a,c) and across-track (b,d) 

direction between relative corrected images and images with only dark current removed. 

Figure 13. Results of relative correction of nighttime high-gain images. Original images of (a) city
lights, (c) day/night terminator, and (e) clouds illuminated by moonlight. Relative corrected images of
(b) city lights, (d) day/night terminator, and (f) clouds illuminated by moonlight.

The nighttime sensor of LJ1-01 is an array image sensor and the collected images will still exhibit
vignetting (i.e., the ‘middle bright edge dark’ effect) caused by the lens. The compensation effect of
the vignetting artifact was checked by calculating the mean value of the along-track and across-track
direction of the uniform cloud images.
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As shown in Figure 14, compared with the images after only dark current correction, there is
effective compensation for the vignetting artifact in the along-track and across-track directions in
the relative corrected images, indicating that the high-gain relative coefficients are validated by the
day-night radiometric reference transfer model.

For quantitative analysis, the streaking metrics (as shown in Equation (21)) of four regions for the
uniform cloud data product were calculated to estimate the accuracy of relative correction. As shown
in Figure 15 and Table 7, the maximum streaking metrics of relative corrected nighttime high-gain
images is better than 0.2%, indicating that the ‘daytime calibration and nighttime correction’ scheme is
effective and can yield good correction results.
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Table 7. Relative correction accuracy of nighttime high-gain images of LJ1-01.

Streaking Metrics (%)

Mean Maximum Minimum Std.

Zone 1 0.021093 0.111714 0.0 0.016453
Zone 2 0.018854 0.097228 0.0 0.014664
Zone 3 0.030947 0.162012 0.0 0.024042
Zone 4 0.039596 0.202831 0.0 0.030460

3.5. Validating Different Correction Coefficients under Different Imaging Parameters

The preflight calibration data were used to verify the validity of the correction coefficients at
different exposure times for the same gain parameters. The correction obtained for the exposure time
of 0.049 ms were used to correct the data for the exposure time of 18.8 ms. The results are shown
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in Figure 16. This indicates that the relative correction coefficients are not affected by changes in
exposure time.
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Figure 16. Relative correction results of different exposure times (zoomed in 4×). (a) Daytime low-gain
image at an exposure time of 0.049 ms, and (b) corrected image at an exposure time of 18.8 ms.

4. Discussion

The day-night radiometric reference transfer model (that is high/low-gain conversion model) of
LJ1-01 is nonlinear. Based on this, the converted high-gain relative correction model is very complex, as
shown in Equation (18). However, the conventional detection correction model is a mostly linear model.
When we treat the high-gain relative correction model as a linear model (as shown in Equation (13)),
the fitting residual of the two correction models within the sensor quantization range is less than 7 DN,
as shown in Figure 17. This shows that even the high/low-gain conversion model is a nonlinear model.
The nonlinear part of the high correction model is discarded, and the errors introduced by the linear
correction model for the high-gain images do not exceed 7 DN. The response model of the sensor in
the quantization range is still a linear response model.
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The conventional process of converting photons collected by the sensor detectors into a digital
signal quantified to DN during an exposure period is described as follows. Firstly, the incident radiance
received by the sensor is transformed into continuous optical signal through optical system, then
the optical signal is further converted into electrical signal. The signal amplified and processed by
signal processing circuit is sampled by ADC and quantified to DN which expresses the image pixel
information. The night-time sensor of LJ1-01 adopts dual readout sampling transmission mode in
HDR mode to realize the low-high imaging function. However, the pixel output amplifier gain of the
night-time sensor of LJ1-01 changes significantly with the light intensity, which causes the high/low
gain conversion model of the sensor to be non-linear. The model parameters are empirical parameters
obtained based on strict laboratory tests. As shown in Figure 10, the maximum fitting residual of the
high-low gain model is less than 2 DN by using the preflight calibration data. Combining Equations (13)
and (18), the corrected DN DNrelCorr

high of the high gain images is given by:

DNrelCorr
high = ahigh ∗ (DNhigh ± 2) + bhigh = DNhigh ± 2 ∗ ahigh (22)

The maximum correction error of high gain images comes from the conversion model does
not exceed 2ahigh DN when the high gain images are linear corrected, that is, the high gain images

correction error does not exceed (
2ahigh

DNhigh
·100)% at the maximum fitting residual.

5. Conclusions

In this work, the difficulty in the on-orbit relative radiometric calibration of the nighttime sensor
of LJ1-01 without a light calibration reference is overcome by constructing a day-night radiometric
reference transfer model. The schemes of ‘daytime calibration and nighttime correction’ is realized
based on the capability of daytime imaging and the HDR imaging mode. The results show that the
night-time sensor of LJ1-01 has a high sensitivity and good imaging quality in the HDR mode:

1) The root mean square of the mean for each detector in low (high) gain images is better than 0.04
(0.07) DN after dark current correction.

2) The DN relationship between the low and high-gain image conforms to the quadratic
polynomial mode.

3) The streaking metrics are better than 0.2%, after relative calibration.
4) The nighttime sensor has the same relative correction parameters at different exposure times for

the same gain parameters.

This study provides an effective method of on-orbit relative radiometric calibration of nighttime
light remote sensing sensors, especially for planar array sensors. The conclusions obtained can help
to further apply and research LJ1-01 products and contribute to researchers’ understanding of LJ1-01
nighttime light imagery. However, it was found that raw images from LJ1-01 have random stripes
in the row direction under dark conditions. There are signs that this is aggravated with time, which
further exacerbates the difficulty of on-orbit calibration. Addressing this problem remains for future
research of on-orbit calibration of the LJ1-01 nighttime sensor.
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Appendix A

The detailed processing in pseudocode for the dark current calibration of the LJ1-01 nighttime
sensor is as follows:

Algorithm 1: Description of the dark current calibration of the LJ1-01 nighttime sensor

Input: DNi,j
org from dark current calibration data includes the low- and high-gain images, i = 1, 2, 3, . . . N, j =

1, 2, 3, . . . M
Output: the dark current calibration results Ci and C
for each j = 1 to M do
Compute the average value of each frame of data:

Meanj =
N
∑
i

DNi,j
org

end for
Eliminate the gross error and compute the valid DNi,j:

DNi,j = DNi,j
org,
∣∣∣DNi,j

org −Meanj < 5
∣∣∣

for each i = 1 to N do
Compute the dark current value of each detector:

Ci =
1
M

M
∑
j

DNi,j

end for
Compute the dark current correction reference:

C =
N
∑
i

Ci

Use the calibration results Ci and C to correct the DNi of each single frame:
DNc,i = DNi − Ci + C

return Ci, C.

The detailed processing in pseudocode for the relative calibration of the LJ1-01 nighttime sensor
is as follows:

Algorithm 2: Description of the relative calibration of the LJ1-01 nighttime sensor

Input: dark current calibration results Ci, i = 1, 2, 3, . . . N
Input: dark current correction reference C
Input: daytime low-gain calibration data DNi,j

org, j = 1, 2, 3, . . . M

Input: model relationship between low- and high-gain DNs of LJ1-01 in HDR mode, P1
[

DNlow, DNhigh

]
,

P2
[

DNlow, DNhigh

]
Output: relative calibration coefficients ai,low and bi,low for low-gain images and relative correction model for

high-gain images P3
[

DNhigh, DNhigh

]
for each j = 1 to M do
for each i = 1 to N do
Correct the dark current:

DNi,j = DNi,j
org − Ci + C

end for
end for
Compute the average values of all detectors for the uniform daytime calibration data (j = 1):

DN =
N
∑
i

DNi,1

for each i = 1 to N do
Compute the response difference coefficient gi:

gi =
DN

DNi,1

end for
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Compute the average value of the interest zone (9 × 9) of each frame: DN j
Compute the reference detector relative calibration coefficients: are f and bre f

DN j = are f ∗ DNre f ,j + bre f
for each i = 1 to N do
Compute the relative calibration coefficients of the other detectors for low-gain images:

ai,low =
gi

gre f
∗ are f

bi,low = bre f
end for

Based on the P1
[

DNlow, DNhigh

]
, P2

[
DNlow, DNhigh

]
, and the correction model of the low-gain images:

P1
[

DNlow, DNhigh

]
: DNhigh = B0 + B1 ∗ DNlow + B2 ∗ DNlow

2 + . . . + Bn ∗ DNlow
n

P2
[

DNlow, DNhigh

]
: DNhigh = B0 + B1 ∗ DNlow + B2 ∗ DNlow

2
+ . . . + Bn ∗ DNlow

n

DNlow = ai,low ∗ DNi,low + bi,low

When the polynomial is of order n = 2, the relative correction model for high-gain images P3
[

DNhigh, DNhigh

]
is:

DNhigh =

(
B1±
√
−4B2B0+B2

1+4B2DNhigh

)2
a2

low

4B2

−
(2B2blow alow+B1alow)

(
B1±
√
−4B2B0+B2

1+4B2DNhigh

)
2B2

+ B2b2
low + B1blow + B0

return ai,low, bi,low, and P3
[

DNhigh, DNhigh

]
.

References

1. Elvidge, C.D.; Baugh, K.E.; Dietz, J.B.; Bland, T.; Sutton, P.C.; Kroehl, H.W. Radiance Calibration of
DMSP-OLS Low-Light Imaging Data of Human Settlements. Remote Sens. Environ. 1999, 68, 77–88. [CrossRef]

2. Shao, X.; Cao, C.; Zhang, B.; Qiu, S.; Elvidge, C.; Hendy, M.V. Radiometric calibration of DMSP-OLS sensor
using VIIRS day/night band. In Proceedings of the Earth Observing Missions and Sensors: Development,
Implementation, and Characterization III, Beijing, China, 13–16 October 2014; p. 92640A.

3. Huang, X.; Schneider, A.; Friedl, M.A. Mapping sub-pixel urban expansion in China using MODIS and
DMSP/OLS nighttime lights. Remote Sens. Environ. 2016, 175, 92–108. [CrossRef]

4. Xie, Y.; Weng, Q. Spatiotemporally enhancing time-series DMSP/OLS nighttime light imagery for assessing
large-scale urban dynamics. ISPRS J. Photogramm. Remote Sens. 2017, 128, 1–15. [CrossRef]

5. Pandey, B.; Joshi, P.K.; Seto, K.C. Monitoring urbanization dynamics in India using DMSP/OLS night time
lights and SPOT-VGT data. Int. J. Appl. Earth Obs. Geoinf. 2013, 23, 49–61. [CrossRef]

6. Chand, T.R.K.; Badarinath, K.V.S.; Elvidge, C.D.; Tuttle, B.T. Spatial characterization of electrical power
consumption patterns over India using temporal DMSP-OLS night-time satellite data. Int. J. Remote Sens.
2009, 30, 647–661. [CrossRef]

7. Elvidge, C.; Ziskin, D.; Baugh, K.; Tuttle, B.; Ghosh, T.; Pack, D.; Erwin, E.; Zhizhin, M. A Fifteen Year Record
of Global Natural Gas Flaring Derived from Satellite Data. Energies 2009, 2, 595–622. [CrossRef]

8. Oda, T.; Maksyutov, S. A very high-resolution (1 km × 1 km) global fossil fuel CO2 emission inventory
derived using a point source database and satellite observations of nighttime lights. Atmos. Chem. Phys.
2011, 11, 543–556. [CrossRef]

9. Hsu, F.-C.; Elvidge, C.D.; Matsuno, Y. Exploring and estimating in-use steel stocks in civil engineering and
buildings from night-time lights. Int. J. Remote Sens. 2012, 34, 490–504. [CrossRef]

10. Kyba, C.; Garz, S.; Kuechly, H.; de Miguel, A.; Zamorano, J.; Fischer, J.; Hölker, F. High-Resolution Imagery
of Earth at Night: New Sources, Opportunities and Challenges. Remote Sens. 2014, 7, 1–23. [CrossRef]

11. Cao, C.; Bai, Y. Quantitative Analysis of VIIRS DNB Nightlight Point Source for Light Power Estimation and
Stability Monitoring. Remote Sens. 2014, 6, 11915–11935. [CrossRef]

12. Levin, N.; Duke, Y. High spatial resolution night-time light images for demographic and socio-economic
studies. Remote Sens. Environ. 2012, 119, 1–10. [CrossRef]

13. Zhang, Q.; Schaaf, C.; Seto, K.C. The Vegetation Adjusted NTL Urban Index: A new approach to reduce
saturation and increase variation in nighttime luminosity. Remote Sens. Environ. 2013, 129, 32–41. [CrossRef]

http://dx.doi.org/10.1016/S0034-4257(98)00098-4
http://dx.doi.org/10.1016/j.rse.2015.12.042
http://dx.doi.org/10.1016/j.isprsjprs.2017.03.003
http://dx.doi.org/10.1016/j.jag.2012.11.005
http://dx.doi.org/10.1080/01431160802345685
http://dx.doi.org/10.3390/en20300595
http://dx.doi.org/10.5194/acp-11-543-2011
http://dx.doi.org/10.1080/01431161.2012.712232
http://dx.doi.org/10.3390/rs70100001
http://dx.doi.org/10.3390/rs61211915
http://dx.doi.org/10.1016/j.rse.2011.12.005
http://dx.doi.org/10.1016/j.rse.2012.10.022


Sensors 2018, 18, 4225 22 of 23

14. Levin, N.; Phinn, S. Illuminating the capabilities of Landsat 8 for mapping night lights. Remote Sens. Environ.
2016, 182, 27–38. [CrossRef]

15. Elvidge, C.; Zhizhin, M.; Baugh, K.; Hsu, F.-C. Automatic Boat Identification System for VIIRS Low Light
Imaging Data. Remote Sens. 2015, 7, 3020–3036. [CrossRef]

16. Falchi, F.; Cinzano, P.; Duriscoe, D.; Kyba, C.C.M.; Elvidge, C.D.; Baugh, K.; Portnov, B.A.; Rybnikova, N.A.;
Furgoni, R. The new world atlas of artificial night sky brightness. Sci. Adv. 2016, 2, e1600377. [CrossRef]
[PubMed]

17. Kyba, C.C.M.; Kuester, T.; Miguel, A.S.D.; Baugh, K.; Jechow, A.; Hölker, F.; Bennie, J.; Elvidge, C.D.;
Gaston, K.J.; Guanter, L. Artificially lit surface of Earth at night increasing in radiance and extent. Sci. Adv.
2017, 3, e1701528. [CrossRef]

18. Hänel, A.; Posch, T.; Ribas, S.J.; Aubé, M.; Duriscoe, D.; Jechow, A.; Kollath, Z.; Lolkema, D.E.; Moore, C.;
Schmidt, N.; et al. Measuring night sky brightness: Methods and challenges. J. Quant. Spectrosc. Radiat.
Transf. 2018, 205, 278–290. [CrossRef]

19. Jiang, W.; He, G.; Long, T.; Guo, H.; Yin, R.; Leng, W.; Liu, H.; Wang, G. Potentiality of Using Luojia
1-01 Nighttime Light Imagery to Investigate Artificial Light Pollution. Sensors 2018, 18, 2900. [CrossRef]
[PubMed]

20. Jiang, W.; He, G.; Long, T. Ongoing Conflict Makes Yemen Dark: From the Perspective of Nighttime Light.
Remote Sens. 2017, 9, 798. [CrossRef]

21. Li, X.; Zhao, L.; Li, D.; Xu, H. Mapping Urban Extent Using Luojia 1-01 Nighttime Light Imagery. Sensors
2018, 18, 3665. [CrossRef] [PubMed]

22. GPIXEL, Inc. 4 Megapixels Scientific CMOS Image Sensor; GPIXEL, Inc.: Changchun, China, 2015.
23. Markham, B.; Barsi, J.; Kvaran, G.; Ong, L.; Kaita, E.; Biggar, S.; Czapla-Myers, J.; Mishra, N.; Helder, D.

Landsat-8 Operational Land Imager Radiometric Calibration and Stability. Remote Sens. 2014, 6, 12275–12308.
[CrossRef]

24. Pascal, V.; Lebegue, L.; Meygret, A.; Laubies, M.; Hourcastagnou, J.; Hillairet, E. SPOT5 first in-flight
radiometric image quality results. In Proceedings of the Sensors, Systems, and Next-Generation Satellites VI,
Crete, Greece, 23–27 September 2002; pp. 200–211.

25. Xiong, X.; Erivesb, H.; Xiongb, S.; Xieb, X.; Espositob, J.; Sunb, J.; Barnesc, W. Performance of Terra MODIS
solar diffuser and solar diffuser stability monitor. In Proceedings of the Earth Observing Systems X,
San Diego, CA, USA, 31 July–4 August 2005; p. 58820S.

26. Xiong, X.; Barnes, W. An overview of MODIS radiometric calibration and characterization. Adv. Atmos. Sci.
2006, 23, 69–79. [CrossRef]

27. Markham, B.L.; Boncyk, W.C.; Barker, J.L.; Kaita, E.; Helder, D.L. Landsat-7 Enhanced Thematic Mapper
Plus In-Flight Radiometric Calibration. In Proceedings of the International Geoscience & Remote Sensing
Symposium, Lincoln, NE, USA, 31–31 May 1996; pp. 1273–1275.

28. Morfitt, R.; Barsi, J.; Levy, R.; Markham, B.; Micijevic, E.; Ong, L.; Scaramuzza, P.; Vanderwerff, K. Landsat-8
Operational Land Imager (OLI) Radiometric Performance On-Orbit. Remote Sens. 2015, 7, 2208–2237.
[CrossRef]

29. Henry, P.; Meygret, A. Calibration of HRVIR and vegetation cameras on SPOT4. Adv. Space Res. 2001, 28,
49–58. [CrossRef]

30. Shimada, M.; Oaku, H.; Oguma, H.; Green, R.O.; Miyachi, Y.; Shimoda, H. Calibration of advanced visible
and near infrared radiometer. IEEE Trans. Geosci. Remote Sens. 1999, 37, 1472–1483. [CrossRef]

31. Pagnutti, M.; Ryan, R.E.; Kelly, M.; Holekamp, K.; Zanoni, V.; Thome, K.; Schiller, S. Radiometric
characterization of IKONOS multispectral imagery. Remote Sens. Environ. 2003, 88, 53–68. [CrossRef]

32. Pesta, F.; Bhatta, S.; Helder, D.; Mishra, N. Radiometric Non-Uniformity Characterization and Correction of
Landsat 8 OLI Using Earth Imagery-Based Techniques. Remote Sens. 2014, 7, 430–446. [CrossRef]

33. Horn, B.K.P.; Woodham, R.J. Destriping LANDSAT MSS images by histogram modification. Comput. Graph.
Image Process. 1979, 10, 69–83. [CrossRef]

34. Shrestha, A.K. Relative Gain Characterization and Correction for Pushbroom Sensors Based on Lifetime
Image Statistics and Wavelet Filtering. Master’s Thesis, South Dakota State University, Brookings, SD, USA,
2010.

http://dx.doi.org/10.1016/j.rse.2016.04.021
http://dx.doi.org/10.3390/rs70303020
http://dx.doi.org/10.1126/sciadv.1600377
http://www.ncbi.nlm.nih.gov/pubmed/27386582
http://dx.doi.org/10.1126/sciadv.1701528
http://dx.doi.org/10.1016/j.jqsrt.2017.09.008
http://dx.doi.org/10.3390/s18092900
http://www.ncbi.nlm.nih.gov/pubmed/30200485
http://dx.doi.org/10.3390/rs9080798
http://dx.doi.org/10.3390/s18113665
http://www.ncbi.nlm.nih.gov/pubmed/30380616
http://dx.doi.org/10.3390/rs61212275
http://dx.doi.org/10.1007/s00376-006-0008-3
http://dx.doi.org/10.3390/rs70202208
http://dx.doi.org/10.1016/S0273-1177(01)00281-2
http://dx.doi.org/10.1109/36.763260
http://dx.doi.org/10.1016/j.rse.2003.07.008
http://dx.doi.org/10.3390/rs70100430
http://dx.doi.org/10.1016/0146-664X(79)90035-2


Sensors 2018, 18, 4225 23 of 23

35. Geis, J.; Florio, C.; Moyer, D.; Rausch, K.; Luccia, F.D. VIIRS day-night band gain and offset determination
and performance. In Proceedings of the Earth Observing Systems XVII, San Diego, CA, USA, 12–16 August
2012; p. 851012.

36. Mills, S.; Miller, S.D. VIIRS Day-Night Band (DNB) calibration methods for improved uniformity.
In Proceedings of the Earth Observing Systems XIX, San Diego, CA, USA, 17–21 August 2014; p. 921809.

37. Fiete, R.D.; Tantalo, T. Comparison of SNR image quality metrics for remote sensing systems. Opt. Eng. 2001,
40. [CrossRef]

38. Mandal, P.; Visvanathan, V. CMOS op-amp sizing using a geometric programming formulation. IEEE Trans.
Comput. Des. Integr. Circuits Syst. 2001, 20, 22–38. [CrossRef]

39. Jain, U. Characterization of CMOS Image Sensor. Master’s Thesis, Delft University of Technology, Delft,
The Netherlands, 2016.

40. Kar, S. MOSFET: Basics, Characteristics, and Characterization. High Permittivity Gate Dielectr. Mater. 2013, 43,
47–152.

41. Markham, B.L.; Storey, J.C.; Irons, J.R. Landsat Data Continuity Mission, now Landsat-8: Six months on-orbit.
In Proceedings of the Earth Observing Systems XVIII, San Diego, CA, USA, 25–29 August 2013; p. 88661B.

42. Helder, D.L.; Basnet, B.; Morstad, D.L. Optimized identification of worldwide radiometric pseudo-invariant
calibration sites. Can. J. Remote Sens. 2010, 36, 527–539. [CrossRef]

43. Gerace, A.D.; Schott, J.R.; Brown, S.D.; Gartley, M.G.; Lewis, P.E. Using DIRSIG to identify uniform sites and
demonstrate the utility of the side-slither calibration technique for Landsat’s new pushbroom instruments.
In Proceedings of the Algorithms and Technologies for Multispectral, Hyperspectral, and Ultraspectral
Imagery XVIII, Baltimore, MD, USA, 23–27 April 2012; p. 83902A.

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

http://dx.doi.org/10.1117/1.1355251
http://dx.doi.org/10.1109/43.905672
http://dx.doi.org/10.5589/m10-085
http://creativecommons.org/
http://creativecommons.org/licenses/by/4.0/.

	Introduction 
	Method 
	Dark Current Calibration 
	Daytime Calibration of Low-Gain Images 
	Day-Night Radiometric Reference Transfer 
	Conversion of Calibration Coefficients under Different Imaging Parameters 

	Experiment and Results 
	Data Introduction 
	Results of Dark Current Calibration 
	Daytime Low-Gain Calibration 
	Day-Night Radiometric Reference Transfer 
	Parameter Solving for the High-Gain and Low-Gain Response Model 
	Nighttime Correction 

	Validating Different Correction Coefficients under Different Imaging Parameters 

	Discussion 
	Conclusions 
	
	References

