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Abstract: High transmission reliability, energy efficiency, and long lifetime are pivotal issues for
wireless body area networks (WBANs). However, these performance metrics are not independent
of each other, making it hard to obtain overall improvements through optimizing one single aspect.
Therefore, a Cross Layer Design Optimal (CLDO) scheme is proposed to simultaneously optimize
transmission reliability, energy efficiency, and lifetime of WBANs from several layers. Firstly, due to
the fact that the transmission power of nodes directly influences the reliability of links, the optimized
transmission power of different nodes is deduced, which is able to maximize energy efficiency in
theory under the premise that requirements on delay and jitter are fulfilled. Secondly, a relay decision
algorithm is proposed to choose optimized relay nodes. Using this algorithm, nodes will choose
relay nodes that ensure a balance of network energy consumption, provided that all nodes transmit
with optimized transmission power and the same packet size. Thirdly, the energy consumption of
nodes is still unbalanced even with optimized transmission power because of their different locations
in the topology of the network. In addition, packet size also has an impact on final performance
metrics. Therefore, a synthesized cross layer method for optimization is proposed. With this method,
the transmission power of nodes with more residual energy will be enhanced while suitable packet
size is determined for different links in the network, leading to further improvements in the WBAN
system. Both our comprehensive theoretical analysis and experimental results indicate that the
performance of our proposed scheme is better than reported in previous studies. Relative to the relay
selection and power control game (RSPCG) scheme, the CLDO scheme can enhance transmission
reliability by more than 44.6% and prolong the lifetime by as much as 33.2%.

Keywords: wireless body area networks; cross layer optimal; low delay; energy efficiency; lifetime

1. Introduction

Developments in sensors have caused wireless portable devices to spring up nowadays, making
human-centered wireless sensor network a hot research topic. Body Sensor Networks (BSNs) are
collections of wearable (programmable) sensor nodes communicating with a local personal device
(or coordinator), and have emerged as a revolutionary technology in many application domains in
health-care, fitness, smart cities, and many other compelling Internet of Things (IoT) applications [1–4].
The so-called wireless body area networks (WBANs) also belong in this environment [5–7]. Due to
their characteristics of practicability and portability [8–10], WBANs have promising applications in
many fields, such as health care, amusement, and the military [3,11–15]. The concept of WBANs was
first raised by Zimmerman in 1996 [16], and since then many studies have been published, focusing on
using low-powered wireless sensor network to collect vital sign data of humans [17–21]. These studies
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greatly facilitate the monitoring of personal health in different environments and improve the quality
of human life.

Although WBANs stem from wireless sensor networks (WSNs) [22–24], due to their special
applications, they differ from WSNs in many aspects [25–29]. Firstly, high energy efficiency is an
urgent need for WBANs [29,30]. Specifically, in WBANs, sensors are powered by batteries and have
very limited energy [1,3,29,30]. Furthermore, WBANs have stricter requirements on the size of sensors
since they are placed on the human body, which also leads to a decrease in battery size [31]. Therefore,
compared with other kinds of wireless sensor networks, the energy of sensors in WBANs is highly
limited, making it more important to design a system with high energy efficiency [29,30,32]. As with
WSNs, a great proportion of the energy consumption in WBANs is used for communication [33–35].
Therefore, one way to increase the energy efficiency and prolong the lifetime of a network is by
maintaining efficient communication between nodes [33–35]. For example, sensor nodes can transmit
data to a hub in single-hop or multi-hop style [36–38]. Single-hop style specializes in topology
briefness. However, it cannot guarantee reliability in transmission over a long distance. Compared with
single-hop, the multi-hop style leads to a more complex WBAN topology and more overall data size
but without weakness in long-range transmission reliability.

Apart from high energy efficiency [1,3,11,12,29,30,32], WBANs also have special requirements
on the performance of the network. Take applications related to human life as an example
(e.g., remote surgery, life-critical or medical disaster applications), such applications tend to have
a requirement of low delay because of potential irreversible losses caused by high delays [39].
For example, WBANs should respond to emergencies as soon as possible when used to monitor
people with heart diseases. Therefore, apart from high energy efficiency, performance metrics such as
lifetime, delay, and reliability (referred to as QoS requirements) are also critically important [40].

Although there has already been studies aimed at optimizing the energy efficiency and QoS
requirements for WBANs [29,30,40], several key issues deserve further study: (1) Most research
has focused on optimizing the performance from one single aspect, leading to limited space for
improvements (e.g., adjustments of duty cycle, size of contention window, and algorithms for choosing
relay nodes). Intuitively, better performance can be achieved through optimizing several aspects
simultaneously. However, the interrelations between them make this more complex and harder in
practice; (2) Although much research on improving energy efficiency exists, most of it ignores the
impact of packet size on energy efficiency [4]. Besides, packet size also influences the reliability and
delay during transmission. Therefore, the problem of choosing a suitable packet size to improve
the performance also deserves further study; (3) The final target of optimizing energy consumption
in WBANs is to prolong the lifetime of a network instead of reducing the energy consumption of
nodes. From the view of multi-hop WBANs, nodes that are near the hub consume much more
energy than remote nodes since apart from transmitting back their own data, they also need to
forward data generated by remote nodes. In other words, remote nodes tend to have more residual
energy. Generally speaking, with enough energy, performance on QoS requirements can be effectively
improved through methods like enhancing transmitting power.

In this paper, we conduct a comprehensive study on problems ignored by previous studies.
Its main contributions include:

1. We obtain the transmission power of different nodes that maximizes their energy efficiency
through theoretical analysis.

2. A Cross Layer Design Optimal (CLDO) scheme is proposed to simultaneously improve the
transmission reliability, energy efficiency, and lifetime of WBANs through optimizing the network
layer, medium access control (MAC) layer, and PHY layer:

a. The CLDO scheme first optimizes the transmission power for every link in the WBAN from
the MAC layer and PHY layer, which can maximize the energy efficiency in theory under
the premise that requirements on delay and jitter are assured to be met.
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b. After that, a relay decision algorithm is proposed to optimize the process of selecting relay
nodes from the network layer, which burden the routing task for sensor nodes.

c. Since different locations of nodes lead to unbalanced energy consumption, then CLDO
scheme then will enhance the transmission power of nodes with more residual energy to
further improve QoS requirement performance. Similar to step 1, this operation is related to
the MAC layer and PHY layer.

d. Finally, the CLDO scheme chooses suitable packet sizes for different data packets transmitted
in the network to maximize energy efficiency, which involves the network layer, MAC layer,
and PHY layer simultaneously since the actual header consists of their sub-headers.

3. Through our extensive simulation, we demonstrate that both the transmission reliability and
the lifetime of a WBAN can be enhanced using the proposed CLDO scheme. Compared with
previous methods, the transmission reliability reaches more than 44.6% while the lifetime can be
prolonged by 33.2%.

The rest of this paper is organized as follows: in Section 2, related works are reviewed. The system
model and problem statement are described in Section 3. In Section 4, design details of the CLDO
scheme are presented. A theoretical analysis on the performance of the proposed CLDO scheme is
given in Section 5. Section 6 gives the experiment results and comparisons. We conclude in Section 7.

2. Related Work

This section presents previous work related to optimizing energy efficiency and QoS requirements
from different layers of WBANs, including optimization in the MAC layer and network layer,
along with interrelations between data packet size and the performance of the network.

2.1. Optimizations in the MAC Layer

Due to the limited size of sensors in WBANs, they also have smaller resources, such as battery
and storage [1,3,29,30,40]. Therefore, effective utilization of energy is a main challenge for WBANs.
One important source of energy consumption is data communication [17]. Specifically, even without
the need to transmit data, nodes also need to intercept the channel. On the other hand, when nodes are
sleeping, energy consumption is far smaller than that when nodes are active. Therefore, to effectively
improve energy efficiency, nodes should be in sleep mode when there is no need for them to transmit
and receive data, i.e., adopt a duty cycle mechanism. However, it is possible for one node to be in sleep
mode when other nodes choose it as their relay node. In this case, this node will first need to awake
before forwarding data, causing the delay of the network to increase. Therefore, a careful design of
the size of the duty cycle is necessary. In detail, with a small duty cycle, more energy can be saved.
However, a relatively large delay also arises in the network.

Wang et al. analyzed specific situations in WBANs and proposed an alternative method for
selecting the most appropriate sensors to activate based on some knowledge with respect to diseases
and their corresponding vital signs [15,41]. Due to the fact that redundancy exists among data
transmitted by different nodes, there is no need for all nodes to be active provided that global
information can be deduced from local information [13]. With this method, only nodes with the ability to
obtain global information are active while others are in sleep mode. According to their theoretical analysis
and experiments, energy can be saved under the premise that monitored information is not influenced.

Shu et al. proposed a hybrid medium access protocol with an interrupt mechanism (I-MAC)
to enhance the energy and time slot utilization efficiency and to satisfy the data delivery delay
requirement simultaneously [42]. In their protocol, time slots can be divided into two different
categories. The first kind is normal time slots mainly used to deliver periodic data while another kind
uses a superframe structure with a longer length, aiming at delivering real-time data. Due to a longer
length, transmission of real-time data can be finished within one slot.
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To maximize the network lifetime of WBANs, one common and effective solution is to deploy extra
relay nodes in the network. Cai et al. proposed an adaptive MAC protocol named Network Longevity
Enhancement by Energy Aware medium access control Protocol (NLEEAP) [43], which has the capacity
to decrease energy consumption without introducing additional devices. In the most common case,
NLEEAP will adopt single-hop transmission. However, when nodes have limited residual energy,
those relay nodes will activate and transmit data with multi-hop routing [14]. NLEEAP also adopts
one kind of superframe to ensure that the network is still able to function properly when switching to
multi-hop transmission.

2.2. Optimizations in the Network Layer

Optimizations in the network layer mainly focus on schemes related to routing, which have the
responsibility of transmitting data from source nodes to the hub in single-hop or multi-hop style.
Many challenges exist during transmission, for example, transmitted data may suffer from security
attacks. Besides, QoS requirements also need to be taken into consideration [40,44–46]. Therefore,
routing schemes have attracted wide interest in wireless sensor network studies [8,9]. Original schemes
for routing take distances from the hub into consideration, where nodes tend to choose the neighbor
node with minimum distance from the hub as their relay nodes [10,24]. However, later studies
discovered that these schemes will cause energy consumption of important nodes in the network to
be much higher than other nodes. Therefore, schemes proposed after this discovery not only take
distances into consideration, but also the energy consumption of nodes. Specifically, a weight factor
that is able to reflect distances and energy consumption simultaneously is adopted to facilitate the
selection of relay nodes [40]. Ayatollahitafti et al. proposed a protocol that utilizes hop counts and link
cost of neighboring nodes to select the best next hop for packets forwarding [40]. In their protocol,
link cost of neighboring nodes synthesizes following factors: available queue size, link reliability,
and residual energy. Each node will select an appropriate node among neighboring nodes as the next
hop node, which minimizes hop counts to the sink and maximizes link cost [47]. According to [40],
routing schemes in BANs can be categorized into five groups, namely: delay tolerant, QoS aware,
cross layer, thermal-aware, and cluster based routing. Besides, collaborative communication also
improves the performance of WBANs.

2.3. Relationships between Packet Size and Network Performance

Selection of optimal packet size is considered in [48] for the enhancement of energy efficiency
in BANs as there tend to be complex relationships between packet size and performance on energy
efficiency, reliability, and delay: (1) The ratio of the effective length of data packet to the total length of
data packet is known as payload ratio. Due to the fixed length of packet headers, the payload ratio of
data packets is expected to improve with increasing packet size. Besides, the proportion of energy used
to transmit effective data also increases, leading to an improvement on energy efficiency; (2) Apart
from energy efficiency, the packet size also influences the reliability of transmission [49]. With fixed
transmitting power, the error rate of data packets will increase with a growth on packet size, leading to
a decrease of the transmission reliability. On the other hand, the success rate of transmission is expected
to increase with a smaller packet size. However, since more data packets need to be transmitted with
a smaller packet size, the overall success rate can still be lower than that of transmitting large size
data packets; (3) The overall success rate will directly influence the transmission delay. Therefore,
packet size also has an impact on the transmission delay.

3. System Model and Problem Statement

In this section, an overview of our system model is provided, and then the problems to be solved
are presented.
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3.1. System Model

In our framework, WBAN consists of n sensor nodes deployed on a human body, which are
used to transmit sensed healthcare data to the hub of the WBAN. Then, the hub can further forward
the collected data to a server outside the body. Each sensor node is regarded as a GI/G/1 queue to
handle affairs, i.e., one node deals with one packet at a time on a first-come, first-served basis [30].
To guarantee the effectiveness and efficiency of transmission in the WBAN, sensor nodes are deemed
to have the capacity on either directly connect to the hub or connect to it through a multi-hop path.
Under the second situation, middle nodes act as relays to forward collected data. The connection
between each node i and its relay j can be denoted as a link(i, j). Moreover, we assume that the hub has
fast processing speed and sufficient energy resources to perform the necessary computation for data
flow planning. It can execute power level assignments, packet size assignments and relay assignments
for all sensor nodes in WBAN simultaneously [29].

Sensor nodes in a WBAN are equipped with the same initial battery energy ebattery.
Yet, considering the vital role of hub in WBAN, relatively unexhausted energy is provided for it,
which can be realized so long as the hub is a chargeable device, such as a telephone or another personal
digital assistant. Owing to nodes’ discrepancy in categories and applications, each of them generates
data packets according to an individual speed obeying a Poisson distribution with expected value vi,
in turn, the inter-arrival times of self-generating packets obeys exponential distribution, with expected
value v−1

i and variance v−2
i , taking default packet size N as a unit.

In the data collection process, sensed data are integrated into data packets and transmitted over
links [50]. To be in accord with a realistic WBAN situation, packet size is limited to a finite set of
discrete values, and so is transmission power. Besides, each packet has a fixed header to facilitate the
transmission [29].

As to wireless channel conditions, a commonly used log-normal fading model is built for on-body
WBAN channels [21,32]. In the model, signal attenuation caused by geometric signal spread is
included. Furthermore, small-scale fading experienced by channels is also considered, which reflects
the influence of transmission fluctuations coming from the arrival of multiple simultaneous signals.
Hence, the Signal to Noise Ratio (SNR) γu,v from a sensor node u to another node v obeys a log-normal
distribution, as described below: number this equation

f (γu,v) =
1√

2πγu,vσu,v
exp

(
−(γdB

u,v − µu,v)
2

2σ2
u,v

)

where µu,v, σu,v, and σ2
u,v represent the mean, the standard deviation and the variance of the SNR γu,v

in dB, respectively. In addition, non-coherent differentially encoded binary phase-shift keying (DBPSK)
modulation is employed for reliable transmission in the channel.

Furthermore, slotted Aloha access is used for the contended allocations in the WBAN, in other
words, each node utilizes slotted Aloha to get access to the shared medium, which has already been
exhaustively interpreted in [23]. We use the symbol q to denote contention probability in the Aloha
system. Figure 1 later this section illustrates the WBAN architecture.

3.2. Problem Statement

The goal of our scheme is to prolong the lifetime of the WBAN, enhance transmission reliability
in the process of data transmission, and balance the distribution of energy utilization in the WBAN.

Definition 1. The lifetime of WBAN (denoted as Tli f e) is defined as the time intervals from the time when the
WBAN is established to the time when the first dead node appears, which results from exhausted battery energy.
Hence, Tli f e is determined by the energy consumption speed of each node Ci (i ∈ n).
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Thus, maximizing the lifetime can be translated into minimizing transmission power of the
first dead sensor node, or the crest value of energy consumption speed Cmax, as depicted in the
following formula:

maxTli f e = maxmin
(

ebattery/Ci

)
, i ∈ n (1)

Definition 2. Transmission Reliability (denoted as Ri for packet transmitted from node i to the hub) is defined
as the probability of completing packet transmission with success in the path.

Suppose the nodes in the multi-hop path from node i to the hub constitute one set
Routei =

{
ni,1, ni,2, . . . , ni,k

}
, where ni,1 refers to the first node in the path, i.e., node i itself, and ni,k is

the k-th node in the path. Separately, the transmission reliability of node ni,k to forward packet is Ri,k.
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Consequently, the goal of minimizing transmission reliability can be expressed as:

max Ri = max
k

∑
j=1

Ri,j s.t i ∈ n (2)

Definition 3. Energy utilization equilibrium rate (denoted as χ) refers to the minimum ratio of each node’s
utilized energy when the WBAN dies to its initial energy. Our purpose is to maximize the utilization equilibrium
rate, so that battery energy in sensors nodes can be fully exploited. Since average energy consumption speed is
constant for every individual node if the topology of WBAN and other parameters related to data transmission
are decided, the aforementioned ratio is equivalent to the ratio of the minimum energy consumption speed of
nodes Cmin to the maximum consumption speed of nodes Cmax. Therefore, maximizing the ratio is depicted as:
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maxχ = max
Cmin
Cmax

(3)

Obviously, with the optimization of the CLDO scheme, our target is to maximize the lifetime of
the WBAN, maximize the transmission reliability of each node, and maximize the energy utilization
equilibrium rate, summarized as:

max Tli f e = minmax Ci s.t i ∈ n

max Ri = max
k
∑

j=1
Ri,j s.t i ∈ n

maxχ = max Cmin
Cmax

(4)

4. Design of the CLDO Scheme

4.1. Research Motivation of CLDO Scheme

The research motivations of the CLDO scheme are based on our comprehensive studies related to
WBANs, which can be summarized in the following four observations:

4.1.1. Observation 1

Transmission power control has a significant influence on the network lifetime transmission
reliability. In a WBAN, transmission power of a sensor node is a vital measure of its energy
consumption, which has direct impacts on the WBAN’s lifetime. Hence, one effective way to prolong
the network lifetime is by reducing the transmission power. However, a decrease in the transmission
power leads to increased signal attenuation caused by noise and other disturbance, and eventually
this leads to a SNR reduction. As a result, packet error and loss appear more frequently during
transmission, i.e., transmission reliability is reduced. The specific relation between power and SNR
is given in Equation (19). Moreover, since high real-time and stable performance is usually required
in WBANs for special functions with respect to human healthcare and security, low delay and jitter
over links are needed. Both of them also increase with more frequent packet error and loss. Based on
the aforementioned descriptions, the optimization of power decision for sensor nodes is necessary.
Figure 2 illustrates the relation between the received power and SNR with different channel gain,
which is one important reflection on channel conditions. Obviously, SNR rises with the augment of
transmission power since the channel condition is improved.
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Bit error ratio with different received power are shown in Figure 3, where each curve corresponds
to an individual channel gain. It is clear that in Figure 3, the bit error ratio descends with raising power.

Sensors 2017, 17, 900  8 of 31 

 

Bit error ratio with different received power are shown in Figure 3, where each curve 
corresponds to an individual channel gain. It is clear that in Figure 3, the bit error ratio descends with 
raising power. 

-106 -104 -102 -100 -98 -96 -94

0.00

0.05

0.10

0.15

0.20

0.25

0.30

bi
t e

rr
or

 r
at

io

received power

 channel gain is -14dB
 channel gain is -12dB
 channel gain is -10dB
 channel gain is -8dB

 
Figure 3. Bit error ratio of transmission with different received powers. 

4.1.2. Observation 2 

In addition to transmission power, packet size is another critical factor that determines the 
quality of transmission, which can be concretely described as follows: on the one hand, to reach same 
transmission success rate, large packets require higher power than small packets because of the 
increased difficulty of ensuring more bits will be transmitted correctly. On the other hand, since each 
packet has a fixed header to inform the collection process apart from its original size, data size sensed 
from nodes themselves spontaneously obtain a higher percent in large packet than small packets. As 
a result, the total data size flowing in WBAN varies with the change of packet size, which affects 
transmission delay and jitter directly. Therefore, it is necessary to conduct research on the packet size 
decision for links in WBANs to obtain performance optimization.  

Figure 4 illustrates the relation between packet size and transmission success rate. As each curve 
shows, with rising packet size, the transmission success rate descends conversely, which is consistent 
to the analysis above. 

200 400 600 800 1000
80

85

90

95

100

tr
an

sm
is

si
o

n 
su

cc
es

s 
ra

te
(%

)

packet size(bit)

 bit error rate = 0.00005
 bit error rate = 0.0001
 bit error rate = 0.00015
 bit error rate = 0.0002

 

Figure 4. Transmission success rate with different packet size.  

Figure 3. Bit error ratio of transmission with different received powers.

4.1.2. Observation 2

In addition to transmission power, packet size is another critical factor that determines the
quality of transmission, which can be concretely described as follows: on the one hand, to reach
same transmission success rate, large packets require higher power than small packets because of the
increased difficulty of ensuring more bits will be transmitted correctly. On the other hand, since each
packet has a fixed header to inform the collection process apart from its original size, data size sensed
from nodes themselves spontaneously obtain a higher percent in large packet than small packets.
As a result, the total data size flowing in WBAN varies with the change of packet size, which affects
transmission delay and jitter directly. Therefore, it is necessary to conduct research on the packet size
decision for links in WBANs to obtain performance optimization.

Figure 4 illustrates the relation between packet size and transmission success rate. As each curve
shows, with rising packet size, the transmission success rate descends conversely, which is consistent
to the analysis above.
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The percentages of sensed data in packets with different packet size are presented in Figure 5.
It is clear from Figure 5 that when the packet size is small, e.g., 100 bits, the sensed data occupy a
limited percent in the packets. However, this percentage keeps ascending with the growth of packet
size. Moreover, when the packet size is large enough, the percentage of sensed data remains relatively
stable with different header size, which can be interpreted as a negligible role played by data size of
the header in packets at this time.
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4.1.3. Observation 3

Since WBANs are deployed on bodies with a specific human structure and physical environment,
one sensor node cannot simply select its nearest node as the relay to hub in the multi-hop transmission
path. One common and practical method is to select relay nodes with the highest energy efficiency as
candidates for transmitting packets [7]. In this way, however, sensor nodes tend to choose several fixed
nodes as relays to obtain optimal energy efficiency performance of the WBAN. As a result, even if
those chosen nodes perform well on energy efficiency, they converge most of the sensed data after the
network completes the topology modification. Under this situation, they are responsible for much
more data load than other nodes, which in turn increases the transmission delay, accelerates nodes’
death and inevitably aggravates the unbalanced distribution of energy consumption in the network.
Based on the aforementioned description, a further optimization of relay decisions can be obtained to
trade off between the energy efficiency and the energy consumption distribution equilibrium.

As Figure 6 shows, the sensor node just above the network center receives data packets transmitted
from three other nodes. Other nodes, however, only receive packets from another one at most.
Nevertheless, such imbalance can be mitigated through optimizing the network topology, for instance,
let yellow links replace two original links covered by crosses. Hence, the optimization of network
topology is required in order to achieve the equilibrium of consumed energy within a WBAN.
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4.1.4. Observation 4

Even though a scheme for relay decisions to balance the energy consumption distribution
equilibrium exists, remaining energy still exists within the leaf nodes of the tree topology, since they
are only responsible for the data sensed by themselves. Hence, if the remaining energy is utilized
to enhance power further, delay and jitter will surely be reduced. Besides, unchanged network
lifetime and fixed topology are guaranteed since further energy utilization is grounded on them
at the very beginning. Consequently, power re-optimization for leaf nodes is expected to further
improve the performance of WBAN after completing other optimizations. As shown in Figures 7 and 8,
though packet generating speed varies randomly no matter whether the transmitter is a leaf node or
not, the packet burden of leaf nodes per second is quite less than that of none-leaf nodes on average.

Based on the observations above, our CLDO scheme is designed as the following way: first of all,
transmission power over a single link can be chosen to maximize its energy efficiency. Then, a relay
decision algorithm that takes energy efficiency and energy consumption balance into consideration is
applied. After that, as to leaf nodes in the topology of the WBAN, their transmission power is further
enhanced on the basis of the initial chosen power to fully utilize the remaining energy and raise the
transmission reliability of the WBAN. Finally, an optimal packet size is selected to maximize the overall
energy efficiency in the WBAN.
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4.2. Optimal Power Control Strategy over Links

In this subsection, an optimal power control strategy is proposed for energy efficiency
maximization. To begin with, energy efficiency is introduced to assess the quality of consumed
power over a link. Then end-to-end delay and jitter are explored as the representatives of QoS
requirements in the WBAN. After that, the power control strategy is described to maximize energy
efficiency while QoS requirements are fulfilled. Finally, the theoretical value of the optimal power is
obtained by formula derivations, along with a proposition to prove its existence.

According to our power control strategy, transmission reliability and energy consumption are two
critical factors. Hence, the measurement on transmission reliability is introduced first. In a real-world
WBAN, real-time SNR is typically unknown to devices because of the severe signal attenuation near
the human body. As a result, measures computed according to a specific SNR cannot be a suitable
criterion of transmission reliability, e.g., packet error rate, whereas, packet outage probability (POP) is
a meaningful assessment of transmission reliability in realistic channels, due to the fact it signifies the
fading realization with a guaranteed packet error rate ep∗. The POP of packets transmitted from node i
to node j is [7]:

POPi,j = Pb
(

ep
i,j > ep∗

i,j

)
= ω


[

Rb
W ln

(
2− 2 N

√
1− e∗p

)−1
]dB
− µi,j

σi,j

 (5)

where Pb, ω, N, Rb, and W are the logogram of probability, the cumulative distribution function of the
standard normal distribution, packet size, transmission bit rate, and channel bandwidth respectively.
ep

i,j is packet error rate, computed as [18]:
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ep
i,j = 1−

[
1− 1

2
exp

(
−W
Rb

γi,j

)]N
(6)

Besides, the ratio between effective throughput and transmission power is widely used to measure
energy efficiency for networks with limited energy [12,23]. Hence, provided that node’s relay is
designated, consumed power Pi,j over the link from node i to node j can be evaluated by an efficiency
function, which is expressed as:

ηi,j =
Rb
(
1− POPi,j

)
Pi,j

(7)

The energy efficiency signifies the conservative number of bits successfully forwarded over the
link(i, j) for per Joule of transmitter’s consumed energy with a guaranteed packet error rate. Hence,
Equations (5) and (7) can be considered as basic assessments of power. Nevertheless, in order to
optimize transmission power, some QoS requirement of the WBAN should be fulfilled, e.g., end-to-end
delay constraint and jitter constraint. Therefore, before formally presenting the power control strategy,
we first explore the end-to-end delay and jitter over links in the following paragraphs.

In a GI/G/1 queue, average end-to-end delay and jitter depend on the inter-arrival time and
service time distribution. Inter-arrival time of a node combines the inter-arrival time of packets
generated by itself and that of packets received from other nodes. We denote the inter-arrival
distribution of packets at node n and that of self-generating packets at n as ADi and ADsel f

i respectively.

Besides, as per our system model, ADsel f
i is exponentially distributed. Therefore, E

(
ADsel f

i

)
and

D
(

ADsel f
i

)
are v−1

i and v−2
i , respectively. Besides, based on the work done in [12], expected value

E
(

ADj
)

and variance D
(

ADj
)

of ADi can be obtained as follows:

E
(

ADj
)
= E

(
ADsel f

j

)
+ ∑

ri=j
E(ADi) (8)

D
(

ADj
)
= D

(
ADsel f

j

)
+
[
1− E

(
ADsel f

j

)]
∑

ri=j
E(ADi)−

[
∑

j=ri

E(ADi)

]2

+ ∑
ri=j

∑
ri′=j

and i′ 6=i

E(ADi)E(ADi′)

+ ∑
ri=j

{
D
(
SDi,j

)
− E

(
SDi,j

)2
+ 2E

(
SDi,j

)
E(ADi) +

[
1− δi,j

][
D(ADi) + E(ADi)

2
]} (9)

where SDi,j refers to the service time distribution of packets transmitted over link(i, j), and δi,j is a

factor of utilized time for service, denoted as
E
(
SDi,j

)
E(ADi)

.

Similarly, the expected value and variance of the service time over link(i, j) are given as follows [7]:

E
(
SDi,j

)
=

8N
3Rb

(
2

τi,j
− 3τi,j + 2τ2

i,j

)
(10)

D
(
SDi,j

)
=

N2

9R2
b

(
256
τ2

i,j
− 48

τi,j
+ 768− 1976τi,j + 528τ2

i,j + 768τ3
i,j − 256τ4

i,j

)
(11)

where τi,j denotes the conservative probability of successful transmission over link(i, j),
with considerations of lost packets in signal collision case and false transmission case, and is
computed by:

τi,j = 1−
[
coli + (1− coli)e

p∗
i,j

]
(12)

coli is the collision probability of packets transmitted from node i, depicted in:
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coli = 1− ∏
i∈S{i,hub}

(
1− δi,j

)
(13)

Note that in Equation (13), collisions re considered in the whole topology, as each node is located
in the carrier sensing range of any other node because of the WBAN’s small scale. Besides, δi,j is also
the probability with which packets are transmitted over link(i, j).

Based on the inter-arrival time and service time obtained above, average end-to-end delay Li,j
and jitter Ji,j over link(i, j) can be approximated as below [32]:

Li,j = E
(
SDi,j

)
+

E(ADi)D
(
SDi,j

)
+ E

(
SDi,j

)
D(ADi)

2
[
1− E(ADi)E

(
SDi,j

)] (14)

Ji,j =

√√√√E(ADi)
2D
(
SDi,j

)
+ D(ADi)E

(
SDi,j

)2

4E(ADi)E
(
SDi,j

) +
D(ADi)

2D
(
SDi,j

)
+ D(ADi)D

(
SDi,j

)2[
D(ADi) + D

(
SDi,j

)]2 (15)

Furthermore, in a multi-hop path, the accumulated delay and jitter are calculated as follows:

Li,hop = Li,ri + Lri ,hop = ∑
j∈Routei

Lj,rj (16)

Ji,hop = Ji,ri + Jri ,hop = ∑
j∈Routei

Jj,rj (17)

where ri is the relay of node i, and Routei refers to the multi-hop path from node i to the hub.
Thus far, one assessment of transmission power and two measures of QoS has been obtained.

Besides, in WBAN, the main target of power control, is to maximize the power while fulfilling the QoS
requirements. Accordingly, for a given WBAN topology, the transmission power over link(i, j) can be
decided according to the following optimization:

max
Pi,j

ηi,j s.t.

{
Li,hub ≤ L∗i

Ji,hub ≤ J∗i
(18)

L∗i and J∗i are prescribed upper bounds of end-to-end delay and jitter in the multi-hop path from
node i to the hub, which corresponds to the QoS requirements in the network. As the results in the
equations above suggest, delay and jitter can be expressed as functions of the average SNR in the
channel, which means that minimizing them is equivalent to maximizing the average SNR. Moreover,
the specific relation between power and average SNR is:

γi,j =
Gi,jPi,j

N0W
(19)

where Gi,j and N0 refer to the channel gain over link(i, j) and thermal noise spectral
density, respectively.

Hence, the optimization of transmission power can be expressed as below:

max
γi,j

ηi,j s.t.

 γi,j ≥ γ∗,Li,j

γi,j ≥ γ∗,Ji,j

(20)

In order to obtain the solution to the optimization above, the maximization of ηi,j should be
explored with no restriction at first, whose expression accords to Equations (5)–(7) and (19) as a
function of γi,j:
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max
Gi,jRb

(
1−ω

[
Y
(

γi,j

)])
γi,jN0W

(21)

where:

Y(γi,j) =

10 log10

[
Rb

Wγi,j
ln
(

2− 2 N
√

1− e∗p
)−1

]
σi,j

(22)

Taking the derivative of the function above and equating it to zero, we derive that ηi,j is maximized

when γi,j equals to
=
γi,j constrained by:

1−ω
[
Y
(
=
γi,j

)]
=

10√
2π ln(10)σi,j

exp

−Y
(
=
γi,j

)2

2

 (23)

Note that in Equation (23), the left side is monotonically decreasing as
=
γi,j rises, while the right

side is monotonically increasing at the same time. Besides, the ranges of the two sides overlap.
Hence, as to Equation (23), there is a unique root

=
γi,j given to γi,j over link(i, j). When γi,j >

=
γi,j,

the derivative of ηi,j will not exceed zero, indicating that η
(

γi,j

)
≤ η

(
=
γi,j

)
, which proves that further

power enhancement has disadvantages to ηi,j.

Furthermore,
=
γi,j is derived in unconstrained conditions. However, as mentioned above, delay and

jitter constraints with respect to the lower bound of γi,j have to be satisfied during the optimization of

power control, leading to a possibility that
=
γi,j can be infeasible. As a result, power should be selected

to maintain the average SNR γi,j =
...
γ i,j for transmission over link(i, j) where:

...
γ i,j = max

{
=
γi,j, γ∗,Li,j , γ∗,Ji,j

}
(24)

Based on the description and analysis above, a formal proposition is provided to prove the
existence of optimized power using aforementioned methods:

Proposition 1. If the condition ep∗
i,j < 1− 2−N is guaranteed for each link(i, j) in the WBAN, then the optimal

power Popt
i,j =

...
γ i,j N0W

Gi,j
can be obtained.

Proof. When ep∗
i,j < 1− 2−N , the definition of Y(γi,j) is meaningful. In this case, it is feasible for γi,j to

be same as
...
γ i,j, so that the optimization of energy efficiency over each link(i, j) is achieved. Hence,

according to Equation (19), the corresponding transmission power is Popt
i,j =

...
γ i,j N0W

Gi,j
. �

4.3. Optimal Relay Decision Strategy for Sensor Nodes

In this subsection, an optimal relay decision strategy is proposed. In the beginning, the energy
efficiency on route and energy consuming speed of a node are explored. Then, based on the efficiency
and speed consumption, a candidate assessment function is introduced to select relays for sensor
nodes. Afterwards, the detailed steps of the relay decision strategy are presented and a proposition is
given to validate the effectiveness of the strategy. In the end, we summarize our strategy in the form of
an algorithm.

In Section 4.2, the optimal power control strategy is adequately explored for an established
transmission link(i, j), i.e., the strategy can only be implemented on sensor nodes that have already
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selected their relays. Therefore, the next step of the CLDO scheme is to determine the strategy for
selecting relays for each sensor node, or to construct the topology of the WBAN.

When a sensor node chooses to transmit through a multi-hop path instead of direct transmission
to the hub to avoid severe signal attenuation on the route, a relay or relays are required. The relays,
however, lead to transmissions of the same packet in the WBAN. As a result, overall delay and jitter for
transmission of a specific packet are expected to rise. Hence, a relay decision is vital for improving the
performance of a WBAN. In order to resolve this problem, we consider enhancing the energy efficiency
as much as possible while balancing the distribution of energy consumption through fully utilizing
the remaining energy in nodes when the WBAN is declared dead.

In Equation (7), the evaluation function of energy efficiency has already been given, and it can be
used here to help decide the relays, whereas due to the fact that the number of links in a multi-hop path
is equivocal, the overall POP and total consumed power of the total path should be more appropriate
than that of a single link when selecting a desired relay candidate.

As a result, a modified function that enables power efficiency to be evaluated in the path for relay
decision is proposed, depicted as below:

ηrt
i,j = Rb ×

∏k∈routei(j)

(
1− POPk,rk

)
∑k∈routei(j)

Pk,rk

(25)

where ηrt
i,j refers to the overall power efficiency on the route routei(j) from sensor node i to relay node j,

then to the hub, while rk is the direct relay of sensor node k.
Note that in Equation (25), though the overall transmission path is taken into consideration, it is

utilized to select the optimal relay j of node i, i.e., for relay candidates of node i, their respective routes
to the hub and the optimal powers consumed on the routes have been decided before calculating the
power efficiency of node i, which mainly determines the value of ηrt

i,j. Based on the description above,
such a scene could happen if ηrt

i,j is taken as the only measure in our relay decision strategy.
Several sensor nodes, having not chosen their relays, share a candidate Cand with a relatively high

overall power efficiency value; in turn, all of them prefer to transmit packets through Cand, leading to
excessive packet accumulation in its transmitting queue. As a result, end-to-end delay and jitter are
inevitably raised according to Equations (14) and (15). Besides, Cand has no choice but to increase its
energy consumption to transmit packets due to the growth of the total data size. Other candidates,
however, are ignored even if their queues are not crowded. Therefore, they consume energy at a
limited rate. Hence, this kind of relay decision will produce an unbalanced distribution of energy
consumption in the WBAN. Consequently, the data size burden of candidates should be involved in
any relay decision strategy to achieve a more balanced energy consumption distribution.

Since the transmission rate is constant, when j is selected to be the relay of node i, why are nodes
sometimes italic font and other times not—pick and use a consistent style the energy consumption
speed of candidate j for transmitting burden data can be approximated by the product of the optimized
power Pj,rj over link

(
j, rj
)

and time spent on transmitting total data that arrives at j per second, which
includes data generated by itself, the received data from node i, and the collected data from other
sensor nodes. Therefore, the energy consuming speed is depicted as:

Bi,j = Popt
j,rj
×

(
Nvj + Nvi + ∑rk=j Nvk

)
Rb

(26)

Combining the evaluation function of power efficiency on the transmission route and data size
burden by candidates, a candidate assessment function is derived to assess the fitness of candidate j to
be the relay ri of sensor node i:

Seli,j = ηrt
i,j +

Z
Bi,j

(27)
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where Z is the relative impact factor whose value reflects that the selection focus more on power
efficiency or the equilibrium of consumed energy in WBANs.

The definition of Seli,j indicates that high power efficiency on the route and low burden data size
of the candidate are welcome in relay decision. Hence, the selection is equivalent to choosing the crest
value of Seli,j:

Seli,ri = max
{

Seli,j
}

where j ∈ cad(i) (28)

where cad(i) refers to the set of candidates in the relay decision of sensor node i. Due to the small scale
of the WBAN, all sensor nodes except for itself have the potential to be its relay. However, there is no
need for one sensor node to choose another node that is farther from the hub as its relay. Therefore,
let d(i, j) denote the physical distance between device i and j, and cad(i) can also be expressed as {ji}
where the distance constraint d(ji, hub) < d(i, hub) is satisfied.

In the CLDO scheme, we aim to guarantee high energy efficiency and balanced consumed energy
distribution in the WBAN. Hence, the specific procedure of topology formation can be described
as follows:

(1) Initialize a star topology for the network, centered at the hub.
(2) Sort sensor nodes within the network into a queue according to the ascending order of their

distance to the hub.
(3) Pick the head of the queue every time and implement a relay decision strategy for it until the

queue is empty.
(4) Return to step (2) to start the next round of relay reselection.

The method of constructing topology described above is conducted in an iterative way. To make
the method of selecting relay clearer, our relay decision (RD) scheme is described as Algorithm 1.

Algorithm 1 Relay Decision (RD) Algorithm for Forming Topology

1: input one value as the iteration time irt
2: For i ∈ S/{hub}
3: ri = hub; //initialize a star network topology
4: cad(i) = S/{i, hub}; //obtain relay candidates
5: End
6: While irt 6= 0
7: sort elements in S/{hub} into a queue Q in an ascending order of distance
8: While Q is not empty
9: pull out the head i of Q;
10: For j ∈ cad(i)
11: assume an established link(i, j) for transmission;
12: compute the optimized power Popt

i,j ;

13: compute the candidate assessment function Seli,j;
14: End

15: choose node ri as the relay of i that satisfies Seli,ri = max
{

Seli,j
}

where j ∈ cad(i)

16: End
17: irt = irt− 1;
18: End

4.4. Power Rearrangement Strategy and Packet Size Choice Strategy

In Section 4.4, a power rearrangement strategy and packet size choice strategy are proposed.
Besides, our CLDO scheme is proposed here. Firstly, the power rearrangement strategy is obtained to
fully utilize the energy in sensor nodes and another proposition is given to show that QoS requirements
are still fulfilled. After that, the impact of packet size on the performance of the WBAN is introduced.
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In the end, an algorithm is proposed to illustrate the CLDO scheme that achieves a comprehensive
optimization of energy efficiency and energy balance in the WBAN.

In Sections 4.2 and 4.3, a power control strategy based on a single transmission link and a relay
decision strategy for determining the topology of the network have been proposed. Nevertheless,
since the network lifetime mainly depends on the first dead node, there still remains much energy in
sensor nodes when the network is declared dead, especially in those nodes that just transmit their own
sensed data, i.e., the leaf nodes in the topology.

Hence, it is reasonable to further enhance the optimized power of leaf nodes, since fully utilizing
the remaining energy enables the network to fulfill higher QoS requirements, such as delay, jitter,
and transmission reliability. Besides, as leaf nodes will not act as relays of any other node, they are
able to rearrange power while avoiding influencing other nodes.

In order to meet the requirement above, the energy consumption speed of leaf nodes should be
rearranged as close as possible to the maximum consumption speed within the WBAN. We denote
the energy consumption speed as Bre

i,j when the rearranged power Pre
i,j is adopted over the link(i, j).

According to the energy consumption speed given in Equation (26), for one leaf node i, the power
rearrangement strategy over link(i, j) can be simply expressed as the problem of resolving the following
optimization problem:

min
(

Bre
i,j −maxBi,j

)
s.t. Bi,j ≤ Bre

i,j ≤ maxBi,j, i 6= rk where k ∈ S
{hub} (29)

Note that delay and jitter constraints are not mentioned in the power rearrangement strategy, in
fact, they are implicit in the consumption speed constraint Bi,j ≤ Bre

i,j ≤ maxBi,j, as Bi,j ≤ Bre
i,j indicates

the enhancement of transmission power, which ensures less delay and jitter.
So far, a power control strategy, relay decision strategy and power rearrangement strategy have

been introduced to optimize the performance of a WBAN. All the strategies above are based on the
assumption that the packet size is given. As we know, sensor nodes tend to add a header to include
essential information for smoothing the communication of each packet. Moreover, since transmissions
are standardized by transport protocols employed in layers, the header size is fixed no matter how
large the packet size is. As a result, the packet size determines the percent of sensed data size in a
packet, whose variation has remarkable impacts on delay and jitter. Besides, packet size will influence
the packet error rate in light of Equation (6), specifically, the packet error rate rises with the growth of
packet size. Based on the description above, the optimal packet size can be obtained for improving the
performance of a WBAN.

Due to the small scale of a WBAN, simultaneous transmission of any two nodes will cause
communication collisions. Moreover, if their packet sizes are different, there will be difficulty in
maintaining time synchronization of nodes in ALOHA. Hence, in order to ensure uniformity, our
choice of packet size takes the overall WBAN into consideration. Assume that there is a set of packet
sizes PS to choose from, the we denote the chosen size as Nc in following parts.

To explore the specific impact of packet size on WBAN’s performance, firstly, we discuss its
impact on the percent of sensed data in packets. For each packet, the context within it consists of two
parts: the sensed data from body environment and header data, expressed as:

Nc = Dc + H (30)

where Dc refers to the data size in a packet when the packet size is set to Nc, and H is the header’s
data size.

Hence, in light of Equation (30), the percent of sensed data in a packet can be computed according
to the following formula:

percent(Nc) =
Dc

Nc
=

Nc − H
Nc

= 1− H
Nc

(31)
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Note that H is a constant. Therefore, the bigger the packet size is, the larger the percentage that
the sensed data occupies. Hence, the method of computing the percentage has been obtained. It can
be used in turn to derive the generation speed of sensed data. Since each node senses data at an
individual speed that is irrelevant of packet size, the average packet generation speed of a node should
be modified as per the sensed data consistency principle, that is:

vi × Npercent(N) = vi(Nc)× Nc percent(Nc) (32)

and converting it to the following form:

vi
vi(Nc)

=
Nc − H
N − H

(33)

where vi(Nc) is the modified average packet generation speed when the packet size is set to Nc.
The new performance of the WBAN with packet size variations can be derived through using Nc and
vi(Nc) to re-compute formulas based on the default packet size. Therefore, our packet size can be
optimized to achieve the maximization of average energy efficiency ηmean(Nc) on all transmission
links in the WBAN. The optimization problem is expressed as:

max
Nc

ηmean(Nc) (34)

ηmean(Nc) is calculated as:

ηmean(Nc) = ∑
i∈S/{hub}

ηi,ri (Nc)/n (35)

where ηi,ri (Nc) refers to the energy efficiency over link(i, ri) when the given packet size is Nc.
Based on the aforementioned description and the analysis related to power rearrangement strategy

and packet size choice strategy, Algorithm 2 is proposed to illustrate a cross layer design optimization
(CLDO) scheme, which is designed as below.

Algorithm 2 Cross Layer Design Optimization (CLDO) Algorithm

1: For Nc ∈ PS
2: employ RD scheme to form network topology and arrange consumed power;
3: employ power rearrangement strategy to fully utilize remaining energy;
4: compute average energy efficiency ηmean(Nc);
5: End
6: choose the packet size that corresponds to the crest value of ηmean(Nc) where Nc ∈ PS;
7: implement the optimized power, the optimized topology obtained in step 1–4 that corresponds to the

chosen packet size in WBAN.

So far, our CLDO scheme is presented to optimize energy efficiency and energy balance in WBANs
based on the power control strategy, relay decision strategy, power rearrangement strategy, and packet
size choice strategy.

5. Performance Analysis of CLDO Scheme

The theoretical performance of WBAN with CLDO scheme is analyzed in this section.
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5.1. Transmission Reliability of CLDO Scheme

Theorem 1. In the CLDO scheme, the reliability of forwarding a packet from one node to the hub without any
retransmission can be calculated as:

∂ = ∏
i∈route

(
1−ω[Y(γi,ri

, NC)]
)

(36)

where route refers to the multi-hop path starting from node i to the hub of WBAN, and the method for computing
Y(γi,ri

, NC) is the same as for computing Y(γi,ri
), except that N is replaced by NC.

Proof. Since the CLDO scheme chooses the optimal packet size NC rather than the default packet
size N, NC should be included during the calculation of transmission reliability. The transmission
reliability of a packet without any retransmission can be interpreted as the total successful transmission
over each link on the route, i.e., packet outage never appears. Hence, according to Equations (5),
(19), (21) and (22), the packet outage probability over link(i, ri) is expressed as ω

[
Y(γi,ri

, NC)
]
.(

1−ω[Y(γi,ri
, NC)]

)
is the probability of forwarding a packet without retransmission over the link.

Thus, the transmission reliability of a packet on the route is the accumulated probability of forwarding
a packet over each link on the route, computed as the product of

(
1−ω[Y(γi,ri

, NC)]
)

, which is shown
in Equation (36). �

5.2. Energy Efficiency of CLDO Scheme

Theorem 2. In the CLDO scheme, the average energy efficiency over all the links within a WBAN is expressed as:

ε =
Rb
n ∑

i∈S/{hub}

(1−ω[Y(γi,ri
, NC)])

Popt
i,ri

(NC)
(37)

where Popt
i,ri

(NC) is the optimized power in the power control strategy when the designated packet size is NC.

Proof. The energy efficiency over a single link(i, ri) is defined as the ratio of the transmitter’s
throughput to the transmission power. As per Equations (7), (21) and (22), the efficiency can be

depicted as
Rb

(
1−ω[Y(γi,ri

,NC) ])

Popt
i,ri

(NC)
. Besides, the topology of the WBAN constructed by the CLDO scheme

is a tree topology, i.e., each sensor node launches one and only one link within the network, hence,
the number of links equals the number of sensor nodes n. According to its definition, average energy
efficiency should be computed via dividing the sum of energy efficiency over each link by the number
of links, i.e., the right side in Equation (37). �

5.3. Energy Consumption Balance of CLDO Scheme

Theorem 3. In the CLDO scheme, the balance degree of consumed energy distribution is reflected by the ratio of
the maximum value to the minimum value among nodes’ energy consumption speeds, depicted as below:

θ =
min

(
Popt

i,ri
(NC)× NC[vi(NC) + ∑rk=i vk(NC)]

)
max

(
Popt

i,ri
(NC)× NC[vi(NC) + ∑rk=i vk(NC)]

) where i ∈ S/{hub} (38)
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Proof. According to Equation (26), the energy consumption speed of a certain node can be
approximated by the product of the transmission power and data size burden by the node per
second. Furthermore, a node’s burden data size is composed of the self-produced data size and the size
of the data sensed by previous nodes. Besides, the burden data size per second can be calculated as
NCvi(NC), the result of multiplying packet size NC and the modified packet generation speed vi(NC).
Hence, the energy consumption speed is expressed as Popt

i,ri
(NC)× NC[vi(NC) + ∑

rk=i
vk(NC)]. Finally,

the degree of consumed energy distribution balance is obtained using Equation (38). �

5.4. End-to-End Delay and Jitter of CLDO Scheme

Theorem 4. End-to-end delay and jitter of each node on their overall routes to the hub are smaller than their
prescribed upper bounds in the CLDO scheme:{

Li,hub(NC) ≤ L∗i
Ji,hub(NC) ≤ J∗i

(39)

where Li,hub(NC) and Ji,hub(NC) are the end-to-end delay and the jitter on the route from node i to the
hub respectively when packet size is set to NC.

Proof. In the initial power control strategy, constraints Li,hub ≤ L∗i and Ji,hub ≤ J∗i are satisfied for each
sensor node in the WBAN. Therefore, in the RD scheme with respect to power control and topology
formation, no matter how the network topology is shaped, the above condition is met. Moreover,
in the CLDO scheme, the consumed powers of certain sensor nodes are further enhanced with a chosen
packet size NC, which lead to less end-to-end delays and jitters in the WBAN under the premise that
two unequal relations still exist. Hence, constraints on delay and jitter are kept in the CLDO scheme,
as Equation (39) shows. �

5.5. Network Lifetime of the CLDO Scheme

Theorem 5. In the CLDO scheme, if each sensor node is equipped with the same initial battery energy ebattery,
then the lifetime of the WBAN is calculated as (in seconds):

β =
ebattery

max
(

Popt
i,ri

(NC)× NC[vi(NC) + ∑rk=i vk(NC)]
) (40)

Proof. The network is declared dead when the first node with exhausted energy appears. Hence,
the lifetime of the network can be interpreted as the consumption time β for the first dead
node to run out of energy, which corresponds to the maximum energy consumption speed.
Besides, the energy consumption speed of a sensor node is given in the proof of Theorem 3,
i.e., Popt

i,ri
(NC)× NC[vi(NC) + ∑

rk=i
vk(NC)]. Therefore, consumption time β can be obtained through

dividing the initial battery energy ebattery by the consumption speed. Therefore, the lifetime of the
WBAN can be proved as shown in Equation (40). �

6. Experimental Results and Analysis of the CLDO Scheme

In this section, experimental results are presented to compare the CLDO scheme with the relay
selection and power control game (RSPCG) [7] and the direct transmission (DT) scheme. In the
beginning, parameters settings for the WBAN system are introduced. After that, the experimental
results are discussed according to these settings.
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6.1. Experimental Parameter Settings

Considering the realistic physical environment of the human body, sensor nodes in WBANs
are distributed according to Figure 1. Their pairwise distances and channel conditions are given
in Tables 2 and 3 from [18], respectively. Available packet size ranges from 100 bits to 1000 bits,
which takes 100 bits as an interval, and the power can be chosen in the [−60 dBm, −40 dBm] interval.
The power attenuation model within dynamic channels is the same as in [18], described as follows:

Attei,j = Atte(0) + 10k× log
(di,j

d0

)
+ R (41)

where Atte(0) is the power attenuation at the reference distance d0, k is the path-loss exponent, and R
is a random number used to reflect the impact of other factors within channels, ranging from 0 dB
to 10 dB. Atte(0), k and d0 are designated as 16.6 dB, 3.9 and 10 cm, respectively. Other parameter
settings are presented in Table 1 with reference of the IEEE 802.15.6 impulse radio UWB (IR-UWB)
PHY [7,51–53].

Table 1. Parameter settings of the WBAN.

Symbol Description Value

N Default Packet Size 800 bit
H Packet Header Size 50 bytes
W Channel Bandwidth 499.2 MHz

ebattery Battery Energy 500 J
N0 Thermal Noise Spectral Density 4.057× 10−21

g Channel Gain 0.1
Rb Transmission Bit Rate 487.5 kbps
Z Relative Impact Factor 2000
vi Packet Generating Speed of Node i 3 ∼ 5
e∗p Prescribe Packet Error Rate 0.01
L∗ Latency Threshold 1 s
J∗ Jitter Threshold 1
irt Iteration Times 10

6.2. Experimental Results of the CLDO Scheme

Many of the experimental parameters (e.g., channel bandwidth and thermal noise spectral density)
are set according to the IEEE 802.15.6 impulse radio UWB (IR-UWB) PHY. Figure 9 shows the power
and relay decision results of our CLDO scheme implementation, and detailed information on the
deployment of each sensor node is shown in Table 2.
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As Figure 9 presents, due to the sharp signal attenuation in a relatively long path, sensor nodes
prefer to select a relay and commit data packet to it for reliable transmission. The involvement of relay
results in more successful transmission times for a certain packet. Hence, not only energy efficiency is
enhanced with raised transmission reliability over links, but also low delay can be guaranteed due
to the reduced number of transmission failures. Furthermore, we note that the power utilized for
connecting links to the hub is lower than the power for links far from the hub, which violates the
exact distribution of data load. This phenomenon corresponds to our balanced strategy for energy
consumption speed in the CLDO scheme. Besides, the derived optimal packet size is only 200 bits,
leading to unnegligible positive impacts of packet header on the total data flow in the WBAN, the
end-to-end delay, and jitter. The reason for this packet size choice is that sensor nodes struggle to avoid
packet loss under the severe fading environment on the human body.

In Table 3, different relay choice results of the CLDO scheme, RSPCG, and DT scheme are shown.
As Table 3 presents, the CLDO scheme exploits more relay nodes to improve the energy efficiency
compared with the DT scheme, where all sensor nodes are connected to the center directly. In addition,
given the fact that RSPCG forges LeftArm nodes to transmit the data load of three nodes, Chest, LeftLeg
and LeftFoot, while a node in the CLDO scheme is responsible for two nodes at most. Spontaneously,
the conclusion can be drawn that our CLDO scheme forms a more energy-balanced topology for the
WBAN than the RSPCG.
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Table 2. Series Number of Sensor Nodes.

Number (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
Node Head LeftArm LeftHand Chest RightArm RightHand LeftLeg LeftFoot RightLeg RightFoot Center

Table 3. Relay Choice of Sensor Nodes in Different Schemes.

Head LeftArm LeftHand Chest RightArm RightHand LeftLeg LeftFoot RightLeg RightFoot

CLDO LeftArm Center Center Center Chest LeftArm Center RightLeg LeftLeg LeftLeg
RSPCG Center Center Chest LeftArm Center Chest LeftArm LeftArm RightArm RightARm

DT Center Center Center Center Center Center Center Center Center Center
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6.3. End-to-End Delay and Jitter of the CLDO Scheme

Table 4 shows the different end-to-end delay and jitter over single links and in multi-hop paths,
respectively. For convenience, the links and paths are identified by their origin node. The so-called
end-to-end delay refers to the theoretical delay under the condition that a packet error rate is prescribed,
i.e., the selected power for sensor nodes plays no role here, as does jitter.

Table 4. End-to-End Delay and Jitter over Single Links and Multi-Hop Paths (Li[ms]/Ji[ms]).

Single Link Multi-Hop Path

CLDO RSPCG DT CLDO RSPCG DT

Head 7.30/33.29 5.80/37.58 6.92/28.79 171.20/137.46 12.01/63.9 6.92/28.79
LeftArm 163.89/104.18 6.10/32.73 7.25/35.97 163.89/104.18 6.13/32.73 7.25/35.97
LeftHand 417.59/137.74 6.39/38.3 6.99/30.06 417.59/137.74 6.44/38.3 6.99/30.06

Chest 607.40/161.5 6.10/38.49 6.96/29.31 607.40/161.5 6.19/38.49 6.96/29.31
RightArm 927.69/193.39 6.69/46.65 6.96/29.46 927.69/193.39 6.71/46.65 6.96/29.46
RightHand 16.79/41.49 6/31.88 7.25/32.35 944.50/234.88 12.79/78.53 7.25/32.35

LeftLeg 11.89/37.89 5.89/29.05 7.08/32.35 11.89/37.89 5.97/29.05 7.08/32.35
LeftFoot 13.79/39.37 6/30.21 7.13/33.36 621.19/200.87 12.45/68.51 7.13/33.36
RightLeg 8.29/34.44 5.80/26.32 6.99/30 8.29/34.44 12.57/72.97 6.99/30
RightFoot 11.50/37.58 5.89/28.8 7.07/31.73 429.09/175.32 12.67/75.45 7.07/31.73

As Table 4 shows, the ideal end-to-end delay over a single link in the CLDO scheme exceeds that
in both the RSPCG and DT schemes on average. A similar situation occurs with the comparison of
the delay in multi-hop paths. This can be interpreted by the difference of extra data load in schemes.
If delay constraints can be satisfied, our CLDO scheme tends to select light packets as a unit in
data transmission to enhance transmission reliability on the route. Spontaneously, the total data
load flowing in the WBAN will be raised since the header occupies a larger percentage with smaller
packet size, which eventually leads to a growth of delay. Though the delays raised in the CLDO
scheme, they are still smaller than 1 s, our delay threshold, i.e., QoS with respect to delay can be
guaranteed. Thus, the delay variation in the CLDO scheme is acceptable. As to the analysis on jitter,
presented jitters have the same pattern as the delay. Therefore, more detailed explanations about the
jitter are unnecessary here.

6.4. Transmission Reliablity of the CLDO Scheme

Figures 10 and 11 present the transmission reliability during packet transmission with different
iteration times irt. Note that the numbers on X-axis correspond to the number of nodes in Table 2.
As Figure 10 reflects, the transmission reliability of CLDO scheme over a single link is significantly
higher (by 86.5% and 82.6%) than the reliability of the RSPCG and DT schemes when the number of
iterations is 10. Such a huge promotion can mainly be attributed to the packet size selection in the
CLDO scheme. As said before, due to the severe fading conditions on the human body, power control
cannot satisfy the high requirements in WBANs, which is the core function of the RSPCG and DT
schemes, whereas, aiming to maximize energy efficiency, our CLDO scheme has the capacity to
adaptively decide a suitable packet size, a vital factor of transmission reliability. The specific degree by
which the CLDO scheme exceeds to RSPCG in reliability is 44.6% and 85.9% on the average when the
number of iterations is 5 and 3, separately. Besides, we note that for a certain scheme (except for the
DT scheme), transmission reliability grows with the ascending number of iterations, verifying that
with larger iteration numbers, the reliability performance can be further improved.
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and in a multi-hop path are presented in Figures 12 and 13, respectively. As Figures 12 and 13 show, 
the sensor nodes’ energy efficiency is a little higher in the RSPCG and DT schemes compared with 
the CLDO scheme since our CLDO scheme takes energy consumption balance into consideration in 
addition to energy efficiency. Note that we depict three curves for the CLDO scheme with various 
relative impact factors (20, 2000, 4000) in the two figures. Obviously, with the growth of relative 
impact factor, the overall energy efficiency of sensor nodes within the WBAN tends to decline, i.e., 
the importance of energy efficiency descends in the relay decision strategy. Furthermore, an overt 
discrepancy appears between the efficiency over a single link and in a multi-hop path, indicating that 
the overall efficiency of a sensor node is affected to a great degree by the efficiency over links within 
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6.5. Energy Efficiency of the CLDO Scheme

Energy efficiency of different schemes with various relative impact factors Z over a single link
and in a multi-hop path are presented in Figures 12 and 13, respectively. As Figures 12 and 13 show,
the sensor nodes’ energy efficiency is a little higher in the RSPCG and DT schemes compared with
the CLDO scheme since our CLDO scheme takes energy consumption balance into consideration in
addition to energy efficiency. Note that we depict three curves for the CLDO scheme with various
relative impact factors (20, 2000, 4000) in the two figures. Obviously, with the growth of relative
impact factor, the overall energy efficiency of sensor nodes within the WBAN tends to decline, i.e.,
the importance of energy efficiency descends in the relay decision strategy. Furthermore, an overt
discrepancy appears between the efficiency over a single link and in a multi-hop path, indicating that
the overall efficiency of a sensor node is affected to a great degree by the efficiency over links within
the path, but indirectly connected to it.
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Figure 13. Energy efficiency in a multi-hop path. 

6.6. Energy Balance Degree of the CLDO Scheme 

Figure 14 shows the energy consumption speed of sensor nodes within a WBAN in the three 
schemes. Obviously, the speed in the RSPCG and CLDO schemes is much higher than that in the DT 
scheme. Based on the aforementioned analysis of transmission reliability of the schemes in Section 
6.4 and of energy efficiency in Section 6.5, we can infer that this phenomenon results from the 
incentive of nodes to choose the lowest power to cater to low transmission reliability for high energy 
efficiency in the DT scheme. In this way, though a WBAN can implement the DT scheme to maintain 
a working state for a long time with a slow energy consumption speed, effective packet transmission 
is limited during its entire life. Furthermore, it’s handy to discover that the energy consumption 
speed is distributed in a more balanced way in the CLDO scheme, which is consistent with our 
descriptions in Section 4 where the CLDO scheme was introduced. A more explicit comparison is 
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6.6. Energy Balance Degree of the CLDO Scheme

Figure 14 shows the energy consumption speed of sensor nodes within a WBAN in the three
schemes. Obviously, the speed in the RSPCG and CLDO schemes is much higher than that in the DT
scheme. Based on the aforementioned analysis of transmission reliability of the schemes in Section 6.4
and of energy efficiency in Section 6.5, we can infer that this phenomenon results from the incentive of
nodes to choose the lowest power to cater to low transmission reliability for high energy efficiency in
the DT scheme. In this way, though a WBAN can implement the DT scheme to maintain a working state
for a long time with a slow energy consumption speed, effective packet transmission is limited during
its entire life. Furthermore, it’s handy to discover that the energy consumption speed is distributed in a
more balanced way in the CLDO scheme, which is consistent with our descriptions in Section 4 where
the CLDO scheme was introduced. A more explicit comparison is presented in Figure 15, where the
degree of energy balance of RSPCG is quite lower than that of the CLDO scheme, and the series of
symbols Z-k stands for the value k provided a relative impact factor Z. Moreover, the degree of energy
balance can also represent the minimum energy utilization rate of sensor nodes in the WBAN when it
is declared to have died.
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6.7. Lifetime of the CLDO Scheme 

Figure 16 shows the relation between battery energy of sensor nodes and lifetime of the WBAN 
in the different schemes. Saliently, the CLDO scheme provides a longer lifetime compared with the 
RSPCG and DT schemes (by 33.2%  and 35.8%,  respectively). This can be illustrated by the 
particular capacity of the CLDO scheme to balance the energy distribution to reduce the maximum 
energy consumption speed in the WBAN, and thus eventually prolong the network lifetime. 
Furthermore, we note that the CLDO scheme with a bigger relative impact factor ܼ has a longer 
network lifetime than the schemes with smaller ܼ, i.e., the growth of ܼ makes our CLDO scheme 
focus more on energy balance distribution, leading to reduced maximum energy consumption speed 
and a prolonged lifetime. 

In Figure 17, the lifetime of WBANs with different packet generation speeds in the different 
schemes is provided (battery energy is set to 500	J). The so-called packet generation speed refers to 
the value given to the origin packet generation speed ݒ. As Figure 17 shows, the lifetime is reduced 
with rising packet generation speed since the maximum energy consumption speed of sensor nodes 
is raised at the same time. Besides, it can be observed that our CLDO scheme still has a longer lifetime 
compared with the RSPCG and DT schemes when the packet generation speed varies. 
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6.7. Lifetime of the CLDO Scheme

Figure 16 shows the relation between battery energy of sensor nodes and lifetime of the WBAN in
the different schemes. Saliently, the CLDO scheme provides a longer lifetime compared with the RSPCG
and DT schemes (by 33.2% and 35.8%, respectively). This can be illustrated by the particular capacity
of the CLDO scheme to balance the energy distribution to reduce the maximum energy consumption
speed in the WBAN, and thus eventually prolong the network lifetime. Furthermore, we note that
the CLDO scheme with a bigger relative impact factor Z has a longer network lifetime than the
schemes with smaller Z, i.e., the growth of Z makes our CLDO scheme focus more on energy balance
distribution, leading to reduced maximum energy consumption speed and a prolonged lifetime.

In Figure 17, the lifetime of WBANs with different packet generation speeds in the different
schemes is provided (battery energy is set to 500 J). The so-called packet generation speed refers to
the value given to the origin packet generation speed v. As Figure 17 shows, the lifetime is reduced
with rising packet generation speed since the maximum energy consumption speed of sensor nodes is
raised at the same time. Besides, it can be observed that our CLDO scheme still has a longer lifetime
compared with the RSPCG and DT schemes when the packet generation speed varies.
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6.8. Study on Body Movement 

In previous experiments, the locations of sensor nodes were fixed. Since simulating body 
movements can be relatively complex, we just make slight changes to study the impact of body 
movements in following descriptions, namely by varying the value of the distance between any two 
sensor nodes in a random way and to a tiny degree, namely applying a disturbance. Figures 18 and 
19 present the transmission reliability of the CLDO scheme with different disturbances over a single 
link and over multiple links, respectively.  

2 4 6 8 10
0.0

0.2

0.4

0.6

0.8

1.0

tr
a

n
sm

is
si

on
 r

el
ia

b
ili

ty

sensor node

 CLDO
 CLDO with 5% disturbance
 CLDO with 10% disturbance

 
Figure 18. Transmission reliability over a single link with different disturbances.  

Figure 16. Lifetime of the WBAN with different battery energy-equipped sensor nodes.

Sensors 2017, 17, 900  28 of 31 

 

100 150 200 250 300 350 400 450 500 550

60

90

120

150

180

210

240

270

300

lif
et

im
e

(h
)

battery energy(J)

 CLDO with Z=2000
 RSPCG
 DT
 CLDO with Z=100
 CLDO with Z=4000

 
Figure 16. Lifetime of the WBAN with different battery energy-equipped sensor nodes.  

1 2 3 4 5 6 7 8 9 10
0

20

40

60

80

100

120

140

160

180

200

220

240

260

280

300

lif
e

tim
e

(h
)

packet generating speed

 CLDO with Z=2000
 RSPCG
 DT
 CLDO with Z=100
 CLDO with Z=4000

 
Figure 17. Lifetime of the WBAN with different packet generation speeds. 

6.8. Study on Body Movement 

In previous experiments, the locations of sensor nodes were fixed. Since simulating body 
movements can be relatively complex, we just make slight changes to study the impact of body 
movements in following descriptions, namely by varying the value of the distance between any two 
sensor nodes in a random way and to a tiny degree, namely applying a disturbance. Figures 18 and 
19 present the transmission reliability of the CLDO scheme with different disturbances over a single 
link and over multiple links, respectively.  

2 4 6 8 10
0.0

0.2

0.4

0.6

0.8

1.0

tr
a

n
sm

is
si

on
 r

el
ia

b
ili

ty

sensor node

 CLDO
 CLDO with 5% disturbance
 CLDO with 10% disturbance

 
Figure 18. Transmission reliability over a single link with different disturbances.  

Figure 17. Lifetime of the WBAN with different packet generation speeds.

6.8. Study on Body Movement

In previous experiments, the locations of sensor nodes were fixed. Since simulating body
movements can be relatively complex, we just make slight changes to study the impact of body
movements in following descriptions, namely by varying the value of the distance between any two
sensor nodes in a random way and to a tiny degree, namely applying a disturbance. Figures 18 and 19
present the transmission reliability of the CLDO scheme with different disturbances over a single link
and over multiple links, respectively.
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Figure 19. Transmission reliability over multiple links with different disturbances. 

As the figures show, though the disturbances cause a slight random variation in the transmission 
reliability, as long as it is not salient, e.g., 5% or 10%, the condition of transmission reliability within 
the WBAN remains nearly the same. Hence, our former experiment results make sense and our 
proposed CLDO scheme provides a comprehensive way to configure a WBAN to optimize 
transmission reliability, energy efficiency, and lifetime, it inevitably brings a slight overhead, which 
can be summarized as follows: 

① CLDO has complex procedures during network initialization, which is costly in both 
consumption and time. 

② The value of the number of iterations in the CLDO algorithm influences its performance to a 
considerable degree, but we cannot guarantee the rationality of its setting sometimes. 

③ Since the network will be reinitialized whenever a sensor node enters or leaves the WBAN, 
therefore, the CLDO scheme lacks the capacity to deal with dynamic location situations, but 
from the overall view, the estimable contribution of the CLDO scheme totally warrants such a 
slight overhead. 

7. Conclusions and Future Work 

In this paper, we have proposed a novel cross layer design optimization (CLDO) scheme to 
enhance transmission reliability, improve energy efficiency, and prolong network lifetime in body 
sensor networks, grounded on power control, relay decision and packet selection within the WBAN. 
Different from previous studies on WBANs, our scheme adopts a cross layer design that involves the 
physical layer, MAC layer, and network layer. In our design, we firstly choose the optimal power 
consumption by maximizing the energy efficiency over a single link, and then decide the optimal 
relay through a trade-off between the maximization of energy efficiency and the minimization of 
energy consumption speed. After that, the remaining energy in leaf nodes of the WBAN topology is 
further utilized to enhance the transmission reliability without any loss of lifetime. Finally, the 
optimal packet size is selected for optimizing the energy efficiency. In the end, a simulation 
experiment is conducted, which shows that our CLDO scheme obtains better transmission reliability 
and lifetime performance compared with a relay selection and power control game (RSPCG) 
approach. 
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Figure 19. Transmission reliability over multiple links with different disturbances.

As the figures show, though the disturbances cause a slight random variation in the transmission
reliability, as long as it is not salient, e.g., 5% or 10%, the condition of transmission reliability within the
WBAN remains nearly the same. Hence, our former experiment results make sense and our proposed
CLDO scheme provides a comprehensive way to configure a WBAN to optimize transmission reliability,
energy efficiency, and lifetime, it inevitably brings a slight overhead, which can be summarized
as follows:

1© CLDO has complex procedures during network initialization, which is costly in both consumption
and time.

2© The value of the number of iterations in the CLDO algorithm influences its performance to a
considerable degree, but we cannot guarantee the rationality of its setting sometimes.

3© Since the network will be reinitialized whenever a sensor node enters or leaves the WBAN,
therefore, the CLDO scheme lacks the capacity to deal with dynamic location situations, but from
the overall view, the estimable contribution of the CLDO scheme totally warrants such a
slight overhead.

7. Conclusions and Future Work

In this paper, we have proposed a novel cross layer design optimization (CLDO) scheme to
enhance transmission reliability, improve energy efficiency, and prolong network lifetime in body
sensor networks, grounded on power control, relay decision and packet selection within the WBAN.
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Different from previous studies on WBANs, our scheme adopts a cross layer design that involves the
physical layer, MAC layer, and network layer. In our design, we firstly choose the optimal power
consumption by maximizing the energy efficiency over a single link, and then decide the optimal relay
through a trade-off between the maximization of energy efficiency and the minimization of energy
consumption speed. After that, the remaining energy in leaf nodes of the WBAN topology is further
utilized to enhance the transmission reliability without any loss of lifetime. Finally, the optimal packet
size is selected for optimizing the energy efficiency. In the end, a simulation experiment is conducted,
which shows that our CLDO scheme obtains better transmission reliability and lifetime performance
compared with a relay selection and power control game (RSPCG) approach.

Acknowledgments: This work was supported in part by the National Natural Science Foundation of China
(61379110, 61073104, 61379115, 61311140261, 61572528, 61272494, 61572526), the National Basic Research
Program of China (973 Program) (2014CB046305) and Central South University undergraduate free exploration
project (201510533283).

Author Contributions: Xi Chen performed the experiment, analyzed the experiment results, and wrote the
manuscript. Yixuan Xu comment on and polish up the manuscript. Anfeng Liu conceived of the work and wrote
part of the manuscript.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Gravina, R.; Alinia, P.; Ghasemzadeh, H.; Fortino, G. Multi-sensor fusion in body sensor networks:
State-of-the-art and research challenges. Inf. Fusion. 2016, 35, 68–80. [CrossRef]

2. Fortino, G.; Giannantonio, R.; Gravina, R.; Kuryloski, P. Enabling Effective Programming and Flexible
Management of Efficient Body Sensor Network Applications. IEEE Trans. Hum. Mach. Syst. 2013, 43, 115–133.
[CrossRef]

3. Fallahzadeh, R.; Ma, Y.; Ghasemzadeh, H. Context-Aware System Design for Remote Health Monitoring:
An Application to Continuous Edema Assessment. IEEE Trans. Mob. Comput. 2016. [CrossRef]

4. Liu, Y.; Liu, A.; Hu, Y.; Li, Z.; Choi, Y.-J.; Sekiya, H.; Li, J. FFSC: An Energy Efficiency Communications
Approach for Delay Minimizing in Internet of Things. IEEE Access 2016, 4, 3775–3793. [CrossRef]

5. Liu, X.; Liu, A.; Deng, Q.; Liu, H. Large-scale Programing Code Dissemination for Software Defined Wireless
Networks. Comput. J. 2017. [CrossRef]

6. Xu, Y.; Liu, A.; Huang, C. Delay-Aware Program Codes Dissemination Scheme in Internet of Everything.
Mob. Inf. Syst. 2016. [CrossRef]

7. Moosavi, H.; Bui, F.M. Optimal relay selection and power control with quality-of-service provisioning in
wireless body area networks. IEEE Trans. Wirel. Commun. 2016, 15, 5497–5510. [CrossRef]

8. Li, T.; Zhao, M.; Liu, A.; Huang, C. On Selecting Vehicles as Recommenders for Vehicular Social Networks.
IEEE Access 2017. [CrossRef]

9. Tang, Z.; Liu, A.; Huang, C. Social-aware Data Collection Scheme through Opportunistic Communication in
Vehicular Mobile Networks. IEEE Access 2016, 4, 6480–6502. [CrossRef]

10. Liu, Y.; Dong, M.; Ota, K.; Liu, A. ActiveTrust: Secure and Trustable Routing in Wireless Sensor Networks.
IEEE Trans. Inf. Forensics Secur. 2016, 11, 2013–2027. [CrossRef]

11. Meshkati, F.; Poor, H.V.; Schwartz, S.C.; Balan, R.V. Energy-efficient resource allocation in wireless networks
with quality-of-service constraints. IEEE Trans. Commun. 2007, 57, 3406–3414. [CrossRef]

12. Goodman, D.; Mandayam, N. Power control for wireless data. IEEE Pers. Commun. 2000, 7, 48–54. [CrossRef]
13. Dong, M.; Ota, K.; Yang, L.T.; Liu, A. LSCD: A Low Storage Clone Detecting Protocol for Cyber-Physical

Systems. IEEE Trans. Comput. Aided Des. Integr. Circuits Syst. 2016, 35, 712–723. [CrossRef]
14. Xie, R.; Liu, A.; Gao, J. A residual energy aware schedule scheme for WSNs employing adjustable

awake/sleep duty cycle. Wirel. Pers. Commun. 2016, 90, 1859–1887. [CrossRef]
15. Hui, Y.; Su, Z.; Guo, S. Utility Based Data Computing Scheme to Provide Sensing Service in Internet of

Things. IEEE Trans. Emerg. Top. Comput. 2017. [CrossRef]
16. Zimmerman, T.G. Personal area networks: Near-field intrabody communication. IBM Syst. J. 1996, 35,

609–617. [CrossRef]

http://dx.doi.org/10.1016/j.inffus.2016.09.005
http://dx.doi.org/10.1109/TSMCC.2012.2215852
http://dx.doi.org/10.1109/TMC.2016.2616403
http://dx.doi.org/10.1109/ACCESS.2016.2588278
http://dx.doi.org/10.1093/comjnl/bxx014
http://dx.doi.org/10.1155/2016/2436074
http://dx.doi.org/10.1109/TWC.2016.2560820
http://dx.doi.org/10.1109/ACCESS.2017.2678512
http://dx.doi.org/10.1109/ACCESS.2016.2611863
http://dx.doi.org/10.1109/TIFS.2016.2570740
http://dx.doi.org/10.1109/TCOMM.2009.11.050638
http://dx.doi.org/10.1109/98.839331
http://dx.doi.org/10.1109/TCAD.2016.2539327
http://dx.doi.org/10.1007/s11277-016-3428-0
http://dx.doi.org/10.1109/TETC.2017.2674023
http://dx.doi.org/10.1147/sj.353.0609


Sensors 2017, 17, 900 31 of 32

17. Hu, Y.; Dong, M.; Ota, K.; Liu, A. Mobile Target Detection in Wireless Sensor Networks with Adjustable
Sensing Frequency. IEEE Syst. J. 2016, 10, 1160–1171. [CrossRef]

18. Proakis, J.G.; Salehi, M. Digital Communications, 5th ed.; McGraw-Hill Education: New York, NY, USA, 2007.
19. Liu, X.; Dong, M.; Ota, K.; Hung, P.; Liu, A. Service Pricing Decision in Cyber-Physical Systems: Insights

from Game Theory. IEEE Trans. Serv. Comput. 2016, 9, 186–198. [CrossRef]
20. Roy, S.V.; Quitin, F.; Liu, L.; Oestges, C. Dynamic channel modeling for multi-sensor body area networks.

IEEE Trans. Antennas Propag. 2013, 61, 2200–2208.
21. Yazdandoost, K.Y.; Sayrafian-Pour, K. Channel Model for Body Area Network (BAN). 2009. Available

Online: https://mentor.ieee.org/802.15/dcn/08/15-08-0780-09-0006-tg6-channel-model.pdf (accessed on
15 April 2017).

22. Li, T.; Liu, A.; Huang, C. A Similarity Scenario-based Recommendation Model with Small Disturbances for
Unknown Items in Social Networks. IEEE Access 2016, 4, 9251–9272. [CrossRef]

23. IEEE Standard for Local and Metropolitan Area Networks—Part 15.6: Wireless Body Area Networks; IEEE Standards
Association: Piscataway, NJ, USA, 2012.

24. Wang, J.; Hu, C.; Liu, A. Comprehensive Optimization of Energy Consumption and Delay Performance for
Green Communication in Internet of Things. Mob. Inf. Syst. 2017, 2017, 3206160. [CrossRef]

25. Xu, Q.; Su, Z.; Han, B.; Fang, D.; Xu, Z.; Gan, X. Analytical model with a novel selfishness division of mobile
nodes to participate cooperation. Peer Peer Netw. Appl. 2016, 9, 712–720. [CrossRef]

26. Liu, X.; Liu, A.; Huang, C. Adaptive Information Dissemination Control to Provide Diffdelay for Internet of
Things. Sensors 2017, 17, 138. [CrossRef] [PubMed]

27. Su, Z.; Xu, Q.; Hui, Y.; Wen, M.; Guo, S. A Game Theoretic Approach to Parked Vehicle Assisted Content
Delivery in Vehicular Ad Hoc Networks. IEEE Trans. Veh. Technol. 2016. [CrossRef]

28. Liu, X.; Dong, M.; Ota, K.; Yang, L.T.; Liu, A. Trace malicious source to guarantee cyber security for mass
monitor critical infrastructure. J. Comput. Syst. Sci. 2016. [CrossRef]

29. Yildiz, H.U.; Tavli, B.; Yanikomeroglu, H. Transmission power control for link-level handshaking in wireless
sensor networks. IEEE Sens. J. 2016, 16, 561–576. [CrossRef]

30. Gross, D.; Harris, C.M. Fundamentals of Queueing Theory, 4th ed.; Wiley: Hoboken, NJ, USA, 2013.
31. Chen, Z.; Liu, A.; Li, A.; Choi, Y.; Li, J. Distributed Duty Cycle Control for Delay Improvement in Wireless

Sensor Networks. Peer Peer Netw. Appl. 2017, 10, 559–578. [CrossRef]
32. Baz, M.; Mitchell, P.D.; Pearce, D.A.J. Analysis of queuing delay and medium access distribution over

wireless multihop pans. IEEE Trans. Veh. Technol. 2015, 64, 2972–2990. [CrossRef]
33. Liu, A.; Zhang, Q.; Li, Z.; Choi, Y.J.; Li, J.; Komuro, N. A Green and Reliable Communication Modeling for

Industrial Internet of Things. Comput. Electr. Eng. 2016. [CrossRef]
34. Li, H.; Liu, D.; Dai, Y.; Luan, T. Engineering Searchable Encryption of Mobile Cloud Networks: When QoE

Meets QoP. IEEE Wirel. Commun. 2015, 22, 74–80. [CrossRef]
35. He, S.; Shin, D.; Zhang, J.; Chen, J.; Sun, Y. Full-view area coverage in camera sensor networks: Dimension

reduction and near-optimal solutions. IEEE Trans. Veh. Technol. 2016, 65, 7448–7461. [CrossRef]
36. He, S.; Chen, J.; Li, X.; Shen, X.; Sun, Y. Mobility and intruder prior information improving the barrier

coverage of sparse sensor networks. IEEE Trans. Mob. Comput. 2014, 13, 1268–1282.
37. Dong, M.; Ota, K.; Liu, A. RMER: Reliable and Energy Efficient Data Collection for Large-scale Wireless

Sensor Networks. IEEE Internet Things J. 2016, 3, 511–519. [CrossRef]
38. Chen, Z.; Liu, A.; Li, Z.; Choi, Y.; Sekiya, H.; Li, J. Energy-efficient Broadcasting Scheme for Smart Industrial

Wireless Sensor Networks. Mob. Inf. Syst. 2017. [CrossRef]
39. Gui, J.; Zhou, K. Flexible adjustments between energy and capacity for topology control in heterogeneous

wireless multi-hop networks. J. Netw. Syst. Manag. 2016, 24, 789–812. [CrossRef]
40. Ayatollahitafti, V.; Ngadi, M.A.; Sharif, J.M.; Abdullahi, M. An Efficient Next Hop Selection Algorithm for

Multi-Hop Body Area Networks. PLoS ONE 2016, 11, e0146464. [CrossRef]
41. Wang, H.; Agoulmine, N.; Deen, M.J.; Zhao, J. A utility maximization approach for

information-communication tradeoff in Wireless Body Area Networks. Pers. Ubiquitous Comput.
2014, 18, 1963–1976. [CrossRef]

42. Shu, M.; Yuan, D.; Zhang, C.; Wang, Y.; Chen, C. A MAC protocol for medical monitoring applications of
wireless body area networks. Sensors 2015, 15, 12906–12931. [CrossRef]

http://dx.doi.org/10.1109/JSYST.2014.2308391
http://dx.doi.org/10.1109/TSC.2015.2449314
https://mentor.ieee.org/802.15/dcn/08/15-08-0780-09-0006-tg6-channel-model.pdf
http://dx.doi.org/10.1109/ACCESS.2016.2647236
http://dx.doi.org/10.1155/2017/3206160
http://dx.doi.org/10.1007/s12083-015-0330-6
http://dx.doi.org/10.3390/s17010138
http://www.ncbi.nlm.nih.gov/pubmed/28085097
http://dx.doi.org/10.1109/TVT.2016.2630300
http://dx.doi.org/10.1016/j.jcss.2016.09.008
http://dx.doi.org/10.1109/JSEN.2015.2486960
http://dx.doi.org/10.1007/s12083-016-0501-0
http://dx.doi.org/10.1109/TVT.2014.2354475
http://dx.doi.org/10.1016/j.compeleceng.2016.09.005
http://dx.doi.org/10.1109/MWC.2015.7224730
http://dx.doi.org/10.1109/TVT.2015.2498281
http://dx.doi.org/10.1109/JIOT.2016.2517405
http://dx.doi.org/10.1155/2017/7538190
http://dx.doi.org/10.1007/s10922-016-9367-y
http://dx.doi.org/10.1371/journal.pone.0146464
http://dx.doi.org/10.1007/s00779-014-0792-1
http://dx.doi.org/10.3390/s150612906


Sensors 2017, 17, 900 32 of 32

43. Cai, X.; Li, J.; Yuan, J.; Zhu, W.; Wu, Q. Energy-aware adaptive topology adjustment in wireless body area
networks. Telecommun. Syst. 2015, 58, 139–152. [CrossRef]

44. Duan, X.; Zhao, C.; He, S.; Cheng, P.; Zhang, J. Distributed Algorithms to Compute Walrasian Equilibrium in
Mobile Crowdsensing. IEEE Trans. Ind. Electron. 2016. [CrossRef]

45. Li, H.; Yang, Y.; Luan, T.; Liang, X.; Zhou, L.; Shen, X. Enabling Fine-grained Multi-keyword Search
Supporting Classified Sub-dictionaries over Encrypted Cloud Data. IEEE Trans. Dependable Secure Comput.
2016, 13, 312–325. [CrossRef]

46. Li, H.; Lin, X.; Yang, H.; Liang, X.; Lu, R.; Shen, X. EPPDR: An Efficient Privacy-Preserving Demand Response
Scheme with Adaptive Key Evolution in Smart Grid. IEEE Trans. Parallel Distrib. Syst. 2014, 25, 2053–2064.
[CrossRef]

47. Ghani, A.; Naqvi, H.A.; Sher, M.; Khan, Z.S.; Khan, I.; Saqlain, M. Energy efficient communication in body
area networks using collaborative communication in Rayleigh fading channel. Telecommun. Syst. 2016, 63,
357–370. [CrossRef]

48. Domingo, M.C. Packet size optimization for improving the energy efficiency in body sensor networks. ETRI J.
2011, 33, 299–309. [CrossRef]

49. Chen, X.; Hu, Y.; Liu, A.; Chen, Z. Cross Layer Optimal Design with Guaranteed Reliability under Rayleigh
Block Fading Channels. KSII Trans. Int. Inf. Syst. 2013, 7, 3071–3095.

50. Liu, Y.; Liu, A.; Chen, Z. Analysis and improvement of send-and-wait automatic repeat-reQuest protocols
for wireless sensor networks. Wirel. Pers. Commun. 2015, 81, 923–959. [CrossRef]

51. Deepak, K.S.; Babu, A.V. Enhancing reliability of IEEE 802.15. 6 wireless body area networks in scheduled
access mode and error prone channels. Wirel. Pers. Commun. 2016, 89, 93–118. [CrossRef]

52. Yin, Y.; Hu, F.; Cen, L.; Du, Y.; Wang, L. Balancing Long Lifetime and Satisfying Fairness in WBAN Using a
Constrained Markov Decision Process. Int. J. Antennas Propag. 2015, 2015, 657854. [CrossRef]

53. Huang, C.; Ma, M.; Liu, Y.; Liu, A. Preserving Source Location Privacy for Energy Harvesting WSNs. Sensors
2017, 17, 724. [CrossRef]

© 2017 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

http://dx.doi.org/10.1007/s11235-014-9899-y
http://dx.doi.org/10.1109/TIE.2016.2645138
http://dx.doi.org/10.1109/TDSC.2015.2406704
http://dx.doi.org/10.1109/TPDS.2013.124
http://dx.doi.org/10.1007/s11235-015-0125-3
http://dx.doi.org/10.4218/etrij.11.0110.0270
http://dx.doi.org/10.1007/s11277-014-2164-6
http://dx.doi.org/10.1007/s11277-016-3254-4
http://dx.doi.org/10.1155/2015/657854
http://dx.doi.org/10.3390/s17040724
http://creativecommons.org/
http://creativecommons.org/licenses/by/4.0/.

	Introduction 
	Related Work 
	Optimizations in the MAC Layer 
	Optimizations in the Network Layer 
	Relationships between Packet Size and Network Performance 

	System Model and Problem Statement 
	System Model 
	Problem Statement 

	Design of the CLDO Scheme 
	Research Motivation of CLDO Scheme 
	Observation 1 
	Observation 2 
	Observation 3 
	Observation 4 

	Optimal Power Control Strategy over Links 
	Optimal Relay Decision Strategy for Sensor Nodes 
	Power Rearrangement Strategy and Packet Size Choice Strategy 

	Performance Analysis of CLDO Scheme 
	Transmission Reliability of CLDO Scheme 
	Energy Efficiency of CLDO Scheme 
	Energy Consumption Balance of CLDO Scheme 
	End-to-End Delay and Jitter of CLDO Scheme 
	Network Lifetime of the CLDO Scheme 

	Experimental Results and Analysis of the CLDO Scheme 
	Experimental Parameter Settings 
	Experimental Results of the CLDO Scheme 
	End-to-End Delay and Jitter of the CLDO Scheme 
	Transmission Reliablity of the CLDO Scheme 
	Energy Efficiency of the CLDO Scheme 
	Energy Balance Degree of the CLDO Scheme 
	Lifetime of the CLDO Scheme 
	Study on Body Movement 

	Conclusions and Future Work 

